Check for
Updates

QoE Metrics for Interactivity in Video Conferencing Applications:
Definition and Evaluation Methodology

Jia He!, Mostafa Ammar!, Ellen Zegura!, Emir Halepovic?, Theo Karagioules?
1Georgia Institute of Technology, 2AT&T Labs — Research

ABSTRACT

Video conferencing applications (VCAs) have become an indispens-
able tool for business, educational, and personal communications.
There is, therefore, considerable interest in understanding and mea-
suring the Quality of Experience (QoE) delivered by VCAs to their
users. Video quality, one QoE measure, has received considerable
attention in the literature. In this paper, we are concerned with an-
other important aspect of VCA QoE, namely interactivity. We define
this informally as the ability of a VCA to facilitate satisfying interac-
tion among its users. Interactivity is primarily impacted by the me-
dia transmission latency among users which is, in turn, a function
of network and application processing delays. Our goal in this work
is to address two challenges in investigating interactivity-related
QoE in VCAs. First, we propose a suite of meaningful quantifiable
interactivity metrics, such as the proportion of silence time and
rate of overlapping speech, that correlate well with conversational
impairments and, hence, QoE perceptions. Second, we investigate
scalable approaches for measuring these metrics. We develop a val-
idated model for user behavior that enables realistic simulation of
interactivity in VCA sessions. We also briefly consider an approach
to measure interactivity metrics from packet traces. Through a
set of experimental results, we demonstrate how our evaluation
methodology provides a way for researchers, VCA service providers
and network operators to perform large-scale investigations of how
latency can interfere with user interactivity and impact VCA QoE.
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1 INTRODUCTION

Video conferencing has become an indispensable tool for business,
educational, and personal communications. Its use has seen a sig-
nificant increase in recent years. Video conferencing applications
(VCA:s) are true multimedia applications, combining several types
of media, such as video, audio and various shared content, into an
interactive experience. There is, therefore, considerable interest
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Figure 1: Overlap rate for a simulated conversation between
three users with varying mouth-to-ear delay (MED).

in understanding and measuring the Quality of Experience (QoE)
delivered by VCAs to users.

QoE is a measure of the satisfaction of users with the services
delivered, commonly stated as the “degree of delight or annoy-
ance” [1, 2]. Many aspects of VCAs can influence this satisfaction.
One QoE aspect, video quality, has received considerable attention
in the literature [3-10]. In this paper we are concerned with another
important aspect of VCA QoE, namely interactivity. We define this
informally as the ability of a VCA to facilitate satisfying interaction
among its users. One can argue that interactivity is just as impor-
tant, if not more important, than video quality in determining user
satisfaction with VCAs.

Interactivity is primarily impacted by latency among users; specif-
ically, the Mouth-to-Ear Delay (MED)! [11, 12] from every user to
every other user in a conference. We presume that ideal interaction
occurs when users are in the same physical space where MED is
essentially zero (governed by the speed of sound over very short
distances). In a VCA running over a typical network context, the
MEDs will not be zero. This potentially results in a degradation
of interactivity. This work proposes a novel framework to mea-
sure such degradation, by introducing a set of interactivity metrics,
along with validated techniques to evaluate them.

Changes in MED are exclusively associated with audio media
delays within a VCAZ and, as such, this is the focus of our work.
The effect of video mediation on VCA users’ interactivity has been
shown to vary, ranging from little effect [13-15] to a slight measur-
able benefit [16-18]. The effect of latency on the ability of video to
benefit interactivity in VCAs has been studied [13], concluding that
timely delivery of audio is still a critical aspect. Motivated by the
highly variable, and possibly negligible, effect that video may have,
especially in the presence of latency, as well as the central role
audio latency plays in interactivity perceptions, our work focuses
on audio delays and their impact on interactivity.

!The time from when an utterance is spoken by one user until it is heard by another.
2MED can also be increased by the synchronization of audio and video streams. How-
ever, this impact will typically remain constant under changing network latency, which
will have a uniform effect on both the audio and video.
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Figure 2: Two-client, server-mediated VCA architecture.
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Definitively evaluating interactivity, as with any QoE metric,

requires extensive user studies with opinion scoring [11, 19-27].
Indeed, the bulk of existing research assessing interactivity in VCAs
has been undertaken by human factors and psychology researchers
taking this approach. We survey this literature later in the paper.
For now, it suffices to say that such studies are often difficult to
perform at scale, and generalize. Our goal in this work is to address
two challenges in investigating interactivity-related QoE in VCAs.
1- Defining meaningful quantifiable interactivity metrics.
There is a well-understood set of quantifiable metrics (e.g., video bit
rate/resolution, stall rate) that proxy video delivery performance
and have been shown to correlate well with user-perceived QoE [3—
5, 7-10, 28, 29]. This has allowed studies to focus on determining
these metrics through end-system monitoring or network packet
trace analysis. We aim to develop a similar framework that measures
interactivity for VCAs.
2- Developing a scalable and generalizable methodology for
evaluating interactivity metrics. We primarily focus on develop-
ing a simulation-based approach, based on a model of user behavior
that highlights interactivity. We validate the model using results
from real VCA sessions. We also briefly explore using packet traces
to infer interactivity metrics.

To illustrate what we aim to do, consider one of the metrics that
we define: overlap rate. This is a measure of how often speakers in a
VCA "speak on top of each other". While this can happen in typical
in-person conversations, it tends to be exacerbated by increases
in the MED between VCA users. Using a simulation method with
validated models described later in Sections 3.4 and 4, we simulated
a three-client® conversation and measured the rate of overlaps as a
function of the MED. Figure 1 shows that the overlap rate increases
from zero when there is no MED to around 1.4 per minute with one
second MED. Our work enables this type of analysis which shows
how VCA interactivity is degraded as a function of latency.

The remainder of this paper is structured as follows. In Section
2 we briefly describe VCA structure and components, as well as
the sources of latency. We also provide a brief survey of existing
literature in the assessment of interactivity from the psychology
and human factor communities. We develop the methodology over
the next several sections. Section 3 formally develops a set of in-
teractivity metrics and in Section 3.4 we consider alternatives for
evaluating these metrics. Section 4 describes our simulation ap-
proach and presents the details of the client behavior model. The
last step in the methodology is to validate the model in Section 5
using results from real VCA sessions as well as results reported

3We use “client” to refer to a VCA user in the remainder of the paper.
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in the literature. Section 6 demonstrates the use of our simulation
model in evaluating the interactivity metrics we defined earlier
and briefly explores their use for estimating interactivity, based
on packet-level information collected via real conversations. It is
important to emphasize that the goal of this section is to show the
usability of our approach and metrics to provide insights into the
interactivity of VCAs and not to provide a comprehensive study of
all aspects of VCA interactivity. Section 7 concludes the paper.

2 BACKGROUND

In this section, we first give a brief overview of typical VCA ar-
chitectures and enumerate the sources of latency that can impact
interactivity metrics within this architecture. We then describe
related work in the area of evaluating VCA interactivity.

2.1 VCA Architecture

Commercial VCAs typically allow for operation in one of two modes:
peer-to-peer mode or server-mediated [9, 30, 31]. In this work, we
focus on the server-mediated mode as it is commonly used even for
two-client sessions, and always used in the presence of more than
two clients. In this mode, media is forwarded between clients using
a server, often referred to as a selective forwarding unit (SFU) when
used in this context. In both cases, the client will contact signaling
servers [32] to establish a connection to the video conference. The
overall server-mediated architecture is shown in Figure 2. Once the
connection is established, clients will send media to the SFU. VCAs
typically use RTP [33] over UDP for media traffic.

On the client side, the video and audio encoders must compress
raw signal data before it can be sent over the network. The encoded
video or audio streams must also be packetized. While different
VCAs use different encoders, such as H.264 [34] or VP9 [35] for
video, and Vorbis [36] or Opus [37, 38] for audio, the overall archi-
tecture and hence behavior may be generalized [9]. We note that
encoding and decoding only occur at the clients. As typical VCA
video codecs such as H.264, VP9, and AV1 support video quality sub-
sampling directly on the encoded video data [39-42], the SFU does
not need to re-encode the video, which would be a computationally
expensive and high-latency task. As a result, the SFU performs
minimal processing and is primarily responsible for forwarding
copies of received media and appropriately sub-sampling quality
in response to network conditions [9, 43, 44].

2.2 Sources of Latency in VCAs

The VCA architecture described in Section 2.1 provides some in-
sights into the different delays experienced by clients. We categorize
these into three types: signaling, application, and network delays.
Signaling delays. These are delays that arise while performing
a signaling process. This may include joining the conference, un-
muting audio, and other similar client interactions with the VCA
software. In this paper, we will not consider signaling delays, as
they typically do not affect ongoing interactions in a VCA session.
Application delays. The video encoding and decoding process on
the clients, including the generation and usage of forward error-
correcting (FEC) data, is computationally intensive which leads
to additional latency [45-47]. Furthermore, the use of buffers at
both endpoints helps to reduce the effect of jitter at the cost of



increased delay [11, 48]. Due to the different operations on sender
and receiver, the application delay may also be different on either
side. As the SFU performs no decoding or encoding, the processing
delays introduced by the SFU are typically negligible when com-
pared to the network delays and client video processing delays.
Finally, delays for webcam or microphone capture as well as during
video or audio output can be considered as application delays.
Network delays. In the server-mediated mode we consider, this
will be the sum of the network latencies from a speaking client to
the SFU, and from the SFU to the listening client. The congestion
control mechanism implemented by VCAs will typically attempt to
keep network latency as low as possible [9, 49].

2.3 Related Work

Prior work on conversation modeling and behavior [21, 50-55]
and the use of video-mediated interactions [13-18] have provided
insight into how verbal communication between people can be
measured and studied in the context of video conferencing. For
example, Brady [50] proposes a parameterized model of a two-
client conversation over a switched telephone circuit, and how
the parameters change as a function of latency. Choudhury and
Basu [52, 53] propose a method based on mixed-memory Markov
processes [56] to model the influence of people within distributed
social interactions. Lai et. al. [21] make use of the AMI Meeting
Corpus [57], a large dataset of in-person meeting recordings, to
understand the correlation between turn-taking features extracted
from the recordings and participant satisfaction with the meeting.
The results demonstrate a correlation with a metric known as the
turn-taking freedom. In the context of VCAs, Seuren et. al. [55]
observe a series of telehealth meetings between a patient and doc-
tor/nurse, providing annotated transcripts depicting the behavior
of the clients during problems, such as overlaps or interruptions.
The effect of latency on interactivity on VCAs is primarily based
on user studies [11, 19-27]. Each user study involves a task for
users, such as constructing a LEGO toy [24], playing charades [25],
or ordering pizza [20]. A specific task encourages consistency in
the user study and gives context to the results, often collected from
a user satisfaction questionnaire [19, 20, 23] or more complex feed-
back forms [21, 22, 25]. Additionally, Schmitt et. al. [24] construct
a QoE model based on features extracted from the LEGO building
user study feedback. This model is highly dependent on the specific
features that it utilizes. While user studies may provide rich insight
from study participants, they are typically limited in scale, and
may produce data that is difficult to interpret. We aim to address
these potential shortcomings by proposing an alternative method
for investigating such effects based on a client behavioral model,
alongside a set of well-defined interactivity QoE metrics.

3 METRICS

We now develop a set of VCA interactivity QoE metrics, each in-
dividually describing an important aspect of a VCA conversation.
The metrics are inspired by the literature survey in Section 2 and
describe the quality and usefulness of interaction. One metric, the
turn-taking freedom, has been used for in-person meetings in the
literature [21], we are now applying it to the context of VCAs.

180

ClientX  Last Last Y beging Startof  Startof
finishes ~ speech ~ speech ei'.ns speech speech
speaking leaves X arrives  SPEAKING oo 0q v arrives at X

=}
atY =
o
| o
E
=
Y Y g
XYY S Y XX c
toend |fet |frecv|  tihink tsend [tnet: [trecy, 9
(2]
YXY ?YX
MED MED
————— —==|-=- Bt FEEEE

Avg. Turnaround Time (s)

Time (observed by X)
(a) (b)
Figure 3: Turnaround time experienced in a VCA: (a) visu-
alization of the various delays making up the overall turn-
around time experienced by client X after it finished speak-
ing, (b) relationship between ATT and STR.

We characterize each metric by the conversational aspect it cap-
tures and a corresponding mathematical expression. The metrics
are categorized according to their applicability to the number of
clients in a VCA session: (i) any number of clients; (ii) two clients;
and (iii) more than two clients.

3.1 Any Number of Clients

The metrics covered in this subsection are valid for a video confer-
ence with any number of clients.

Turnaround Time (TT). This is a foundational measure of client-
to-client latency in a VCA. The measure presumes an orderly in-
teraction where one client speaks and another replies. TT in this
context is defined as the time from when a client finishes speak-
ing until they begin to hear the response. The components of TT
are shown in Figure 3(a). These include application delays at both
clients, network delays to and from the SFU and the receiving
client’s thinking or response time. Formally, we define the turn-
around time between client X and client Y, tx_,y, as the sum of
several individual delays.

(1)
where fgeng and trecy are the send or receive application delays at
the corresponding client, t‘(éiy)
to client Y, and tt(h? is the thinking time of client Y. Because the

network path between clients goes through an SFU, the network
delay from client X to Y would be equal to

XY _ XS SY
tnet - tnet + tPTOC + tnet

_ X X Y Y XY YX Y
x>y = tsend +leev + tsend *lrecv T lnet tinet + tthink

is the network delay from client X

@)

where S refers to the SFU, and tproc is the processing delay of the
SFU. In practice, the processing delay is small, due to the imple-
mentation details described in Section 2.1.

The quantity fsend + fnet + frecy is what we referred to earlier
as the mouth-to-ear delay (MED) [11], and the expression may be
written as below.

®)

IX—Y = RuEp + fink + IVED
Note that the MED for an in-person conversation will be zero.
We note that while the individual component delays of TT may
be difficult to measure, measurement of the overall TT is relatively
straightforward. Practically speaking, this overall delay is the only
one that matters, as it is what the clients experience, and typically
we will consider the average TT (ATT) over some duration.



Silence Time Ratio (STR). The silence time ratio describes the
fraction of total conversation time spent without any client speak-
ing. As turn changes are typically silent, the silence time will be
lower bounded by sum of the turnaround times normalized by the
conversation time. As the turnaround time is dependent on latency,
a higher latency implies more time is spent in silence. Additional
STR may come from natural breaks in conversation or other events
such as “awkward silence”. STR is defined as the following:

3. t(i )
STR > 2L X2V (4)
T
where t)((i)_)y is the ith turnaround time, and T is the total conver-

sation time. As with ATT, STR on its own may not give the full
picture as to the character of turn-changing in the conversation.
However, the combination of ATT and STR as shown in Figure 3(b)
provides a stronger context. Each case indicates the following sit-
uations: (i) "low" ATT and STR indicates a baseline conversation;
(ii) “high” STR and “low” ATT likely indicating a conversation with
short speech bursts and a higher rate of turn changing; (iii) “low”
STR and “high” ATT likely indicating a conversation with long
speech bursts and less frequent turn changes; (iv) “high” STR and
“high” ATT indicating a high potential for impaired QoE due to
high latency.
Overlap Time Ratio (OTR). The ability of VCA clients to partake
in turn-taking depends on their ability to detect the presence of
other clients’ speech. Latency between clients will hinder the ability
to do this in a timely manner, increasing the risk of speaking out of
turn, therefore resulting in multiple clients speaking at once. Over-
lap time ratio (OTR) describes the percentage of total conversation
with more than one client talking. In a typical conversation, the
scenario of multiple people talking simultaneously causes ineffi-
cient communication, as no useful information can be exchanged,
and thus OTR can be understood as a measure of the wasted time
in a conversation. The definition of OTR is similar to STR:

OTR = 27 )

T
where 7; is the duration of the it overlap. This is the time from the
start of overlapping speech until one client restarts talking. We note
that the presence of very short utterances (VSUs, also known as
backchannel communication [51]) may also be counted as 7;. VSUs
differ from “overlaps” as they typically do not cause a conversation
repair, even though they occur while someone else is speaking. For
example, a common form of VSU is a short statement of agreement
with what is currently being said.
Overlap Rate (OR). In a typical conversation, repairing overlap-
ping speech may require an action from the participants to reset
the current turn. Prior work [54, 55] suggests that overlaps are gen-
erally short in duration (a few syllables), and regardless of duration,
they result in the same type of repair. As a result, measuring the
overlap rate (OR) gives insight into how often this scenario arises
during the conversation. OR is defined as:
N (T)
T

where N;(T) is the number of overlaps up to current time T.
Useful Conversation Time Ratio (UCTR). This is the fraction
of time that is available for useful information exchange between

OR = (6)
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participants during the video conference. Therefore, the UCTR is
defined at the high level as the following:

T-2iti—2; ty(clly )
T

which is simply the total conversation time T minus all overlap
durations 7; and turnaround times t,(ciy normalized by the total
session time. There may also be other delays that may be included
in UCTR, such as breaks that occur when a new client joins the
video conference.

In general, UCTR combines several effects into one metric. It
includes both the effect of longer delays between turns and a higher
overlap rate due to higher latency. As a result, UCTR and interac-
tivity QoE are closely related.

UCTR = =1-OTR-STR

3.2 Suited for Two Clients

The metric described in this section is most suited for a video
conference with two clients.
Repeat Rate (RR). As video conferences between two people
are relatively common and often of high importance, for example,
telehealth appointments [55], it may also help to evaluate the repeat
rate (RR), which is the likelihood of one of the participants to
attempt to repair the conversation by repeating their last statement.
As described in [55], if a conversation participant does not hear a
response within an expected amount of time, the typical behavior
is to either prompt for a response again or repeat what was said
last. Either of these leads to wasted communication time, as no new
information is exchanged. Adding latency between the two clients
will impact the ability to detect when the other client begins their
turn, so a higher latency will lead to a higher RR.

This metric is of particular importance in the two-client case
given the expectation of frequent turn-taking. RR is defined as:

Cr(T)
T
where Cg(T) is the count of repeats up to time T.

RR = (8)

3.3 Suited for More than Two Clients

This metric is only suited for a video conference with more than
two clients.

Turn-taking Freedom (TTF). This describes the ability of each
client to take a turn. It considers both the number of turns taken
by each client, as well as the order in which the turns are taken.
If the allocation of turns is balanced and the order is mostly ran-
dom, then the TTF will be higher. The value of TTF was found to
correspond to user satisfaction when calculated using in-person
meeting recordings [21], and so a higher TTF should correspond to
better QoE.

TTF is defined in the literature [21] as the following:

Hmax(Y|X) B H(Y|X)
Hpmax (YIX) 7
where H is the conditional entropy of turn-taking, and Hy,qx is the

theoretical maximum of this value, determined by the number of
clients. The expression for conditional entropy is:

HYIX) == Y > p(xy) - log p(ylx),
xeX yelY

TTF=1-

)

(10)



where p(x,y) is the joint probability of client Y taking a turn after
client X and p(y|x) is the corresponding conditional probability
given X finished their turn. These probabilities can be sampled by
empirical measurement.

A high H(Y|X) leads to a high TTF. As entropy describes the
uncertainty of a random variable, high H(Y|X) intuitively means
that guessing the turn order is difficult, which can only be the case
if all clients have a fair chance to take a turn.

3.4 Evaluation of Metrics

There are three primary methods available for evaluating the in-
teractivity metrics: (i) meeting recordings, (ii) packet traces, and
(iif) simulation. Each metric can be measured by any of the three
methods. However, there are important differences in the practical-
ity and scalability of each. We utilize each of these methods in the
subsequent sections of the paper.

Meeting Recordings. Meeting recordings have been used in prior
work [21, 53] to study the effect of certain conversation character-
istics on user satisfaction. They contain detailed information about
a conference, enabling the detection of more complex conversa-
tional scenarios such as interruptions. On the other hand, meeting
recordings are difficult to scale. For research purposes, meeting
recordings are typically collected within the context of user stud-
ies, with privacy concerns making the widespread collection of
recordings impossible. Recordings are also typically not available
to organizations such as network operators. Finally, extraction of
interactivity ground truth and reconstruction of conversations from
recordings can be a challenging task [53, 58].

Packet Traces. Packet traces are a more scalable alternative to
meeting recordings, but they collect network data traffic rather than
actual conversations. They are used to investigate the characteris-
tics of network flows and typically available to network operators
or VCA providers at various points in their networks. Analysis of
packet traces has been used in the study of video quality metrics for
video streaming QoE [29] and video conferencing [10]. Recent work
has shown how to decode unencrypted header structures for some
VCAs [59] offering considerable insight into the conversation from
the packet trace alone. As described in more detail in Section 6.3,
there are several measurable parameters which vary as a function of
the client’s microphone input, including the audio packet rate and
size, and corresponding audio bitrate. These time-varying values
may be used to detect conversational patterns.

Simulation While meeting recordings and packet traces can pro-
vide information relating to client interactivity, they still rely on
the collection of data, making scalability a concern. Instead, we
consider simulating VCA sessions as a means to develop insights
into interactivity metrics and how they are impacted by latency. A
simulation-based approach demands a behavioral model of a VCA
client that captures as much behavior as possible whilst being gen-
eral enough to be used in many different simulation scenarios. To
this end, we present a client model in Section 4, which we employed
in various simulation scenarios in Section 6.

4 SIMULATION-BASED METRIC EVALUATION

In this section, we develop a simulation-based method that can
be used to evaluate the interactivity metrics from Section 3. We
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Figure 4: Client state machine used for simulation.

describe the simulation setup, followed by the client behavioral
model, the core part of the simulation method. The simulation
method and user behavioral model are validated in Section 5, using
data collected from real conversations conducted over a popular
VCA as well as values from literature.

4.1 Simulation Setup

The simulation setup includes two main components: the client
behavioral model, described in Section 4.2, and the network sim-
ulation. In our work we focus on the user behavioral model and
the effect of its parameters on interactivity metrics experienced
by the user. For the network simulation part, any of a number of
approaches can be used, e.g., NS-3 or Mininet. However, in order
to focus on validating our user behavioral model, we do not use a
full network emulator at the packet-level in our results. Rather, we
use a simple network simulation allowing for constant latency to
be defined between all pairs of clients. This latency may be chosen
so as to include latency on the SFU path as described in Section 2.

The simulation outputs a list of states occupied by each client
at each simulation step, every 10 ms in our implementation. The
simulated conversation time can be any length, but we consider
simulated conversations between ten and thirty minutes. We im-
plemented the simulator in Python, making use of the multipro-
cess library, allowing for hundreds of “hours” of simulation to
be completed in several minutes of real time. This performance
was achieved on a 2018 Macbook Pro laptop. The fact that no high-
performance infrastructure is needed for simulation is an important
aspect as our model design prioritizes scalability over complexity.

4.2 Client Behavioral Model

Our simulation approach relies on a client model which approx-
imates the behavior of a real video conferencing participant. In
designing the model, we aim to balance behavioral coverage while
simultaneously keeping the model simple, as this will aid the goal
of scalable experimentation. The foundational behavior that we
attempt to capture with the model is turn-taking as described in
literature [54, 55]. We further take inspiration from the carrier-
sense multiple access with collision detection (CSMA/CD) proto-
col [60, 61], as the video conference represents a shared communi-
cation medium and some metrics, such as UCTR, can be understood
as analogous to goodput in a CSMA/CD network [62-65].



Table 1: List of parameters for the video conferencing client model. Parameters marked with an asterisk may be changed to

define the specific client behavior.

Parameter Purpose Value

tspeak The duration of a client’s speech during their current turn. ~ Unif(¢smins tsmax)

tpat The time taken by a client to wait for a reply (the client’s patience). | ~ GIGa(P,0.4)

tretry The backoff time for a client after detecting an overlap ~ Exp(})

think Represents the thinking time of a client before starting to speak. ~ GIGa(1,0.4)

tsmin Minimum client speaking time Dependent on conversation scenario, typ. 3-30 s
tsmax Maximum client speaking time Dependent on conversation scenario, typ. 10-90 s
pP* The average value for tp,t. 3 s initially, value is learned over time

A* Inverse mean of Iretry Dependent on conversation scenario, typ. 0.2-1
Preply” Probability that a client tries to reply after a client finishes speaking. | 1 if two-client conversation, 0.1-0.8 otherwise
Peont” Probability that a client continues its turn after another thinking time. | Typically < 0.1

Pguide* Probability that a client selects another client for the next turn. 0-1

We choose to implement the model as a state machine, which
simplifies the representation by ensuring that the client can only
exist within a finite set of states. Transitions between states are
event-driven, helping to define a set of behaviors that approximate
real clients. The state machine representation of the client is shown
in Figure 4. The precise behavior of the model is further specified
through the set of parameters in Table 1, which allows for the
generation of different conferencing scenarios as in Section 6.

Altogether, the client model captures a set of behaviors, including
(i) turn-taking with a mix of random and deterministic characteris-
tics, (ii) overlaps caused by multiple clients attempting to reply to
the same turn, and (iii) waiting to hear a reply before attempting
to continue a turn. In the following subsections, we first describe
the client parameters, followed by the client states. We then briefly
describe the simulation implementation.

4.3 Client Parameters

The client parameters are enumerated in Table 1. Altogether, these
parameters tune the overall client model behavior and may be used
to generate certain “types” of client and therefore conversation
scenarios. There are three different types of parameters in the table.

The first type is time delays, which define when certain state tran-
sitions occur. Delays are chosen according to various distributions.
For example, tpat and tihink are distributed according to the gener-
alized inverse gamma (GIGa) distribution, shown to closely match
empirical measurement of human reaction time [66, 67]. tretry is
exponentially distributed, matching state transition timeouts in
literature [50]. The second type of parameter defines the shape of
these time delay distributions. These include P and A which define
the average of tpat and tretry respectively, and #gmin and tsmax which
define the minimum and maximum values for fspeak-

The last three parameters in the table are of the third type. These
parameters define the probability of certain binary-choice transi-
tions in the client model. These three parameters are highly conse-
quential for defining the behavior of a client. Examples of clients
with different parameter values are provided in Section 6.

4.4 Client States

The client model in Figure 4 contains six states.
Idle. This is the starting state for all clients other than the initial
speaker. In Idle, the client will be listening for when another client
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begins speaking. Once speech from another client is detected, the
client will transition to the Hearing state.

Hearing. The client can hear speech from another client in this
state. The client will remain in Hearing until it detects that the
client has stopped speaking. Once this event is detected, there are
two possible outcomes; (i) the client returns to Idle or (ii) the client
begins its turn and transitions to Thinking. Case (ii) only happens
if the client was guided to speak by a prior speaking client, or if the
floor was left open and the pyeply probability check was successful.
Thinking. When the client enters this state, the ;1 timer begins
counting down. The Thinking state represents the natural thinking
time that a client has between hearing the end of a turn and begin-
ning to speak. Once ty;ni elapses, the client will check if anyone
else is currently speaking, and if not, go to the Speaking state. If
another client is speaking, then the client will re-enter the Hearing
state. This is equivalent to the carrier sense scheme in CSMA/CD.
Speaking. This state represents a client in the process of speaking,
and is the starting state for the initial speaker. The client remains
in Speaking until the fype,) timer elapses, at which point there is
a probabilistic transition determined by pcont, according to which
the client returns to Thinking and attempts a turn continuation or
transitions to Awaiting. While in Speaking, The client will contin-
uously monitor if another client also enters the Speaking state. If
this occurs, the client will exit the Speaking state immediately and
transition to the Repair state. This represents an overlap scenario.
Awaiting. This state is used to await a response. It enables a client
to continue its turn if it does not hear a reply within the tpa timer.
If the timer expires before hearing a reply, the client will return to
the Speaking state. If the client detects a reply while the #,5t timer
is running, it will return immediately to the Hearing state.
Repair. All clients speaking in parallel will enter this state once
they detect an overlap, similar the recovery after collision detection
in CSMA/CD. Clients remain in Repair until all clients have stopped
speaking and the tretry timer has elapsed, similar to CSMA/CD’s
backoff time. At this point, the client returns to Speaking if it detects
no other speaking clients. Otherwise, the client returns to Hearing.

4.5 Discussion

Adaptive Behavior. As delays in video conferencing have been
found to influence a client’s perception of others [23], VCA clients
can mitigate issues by adjusting their behavior [26, 55]. In the client
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Figure 5: Experimental model validation results. (a) compar-
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measured UCTR for 3-client case.

model, this behavioral adjustment is implemented in two ways.
The first is through the use of an adaptive patience value P. The
adaptation is done based on a running average of the most recent six
turnaround times as measured by the client during simulation. The
second way is by increasing tretry exponentially after consecutive
overlaps, similar to the backoff time in CSMA/CD.

Potential Model Extensions. The client model presented above
implements several key client behaviors, however, it is not an ex-
haustive set of all behaviors experienced in real VCA settings. In par-
ticular, the client model does not capture purposeful interruptions
or interjections. The decision not to include purposeful interruption
is motivated in two ways: first, we wish to avoid over-complicating
the model, as this harms the goal of scalability, and second, pur-
poseful interruption is typically regarded as impolite or unusual
behavior, making it difficult to validate from existing literature if it
were also included in the model. We remark that a simple model
of purposeful interruption could be an exponentially distributed
timer started by each client whenever a new turn begins.

5 MODEL VALIDATION

In this section, we validate the client model from Section 4 in two
ways: (1) we compare model simulation output to meeting record-
ings captured by a VCA, and (2) we relate real conversations studied
in literature to simulation output captured under similar conditions.

5.1 Validation from VCA Meeting Recordings

We validate a subset of the client behavior using meeting recordings
from a popular VCA. In particular, we validate the client model
operation without the possibility of overlaps or timeouts in the
Awaiting state. This allows us to develop a set of baseline experi-
ments with a VCA involving both real users and robot users. The
robot users access the VCA the same way as real users, but their
behavior is defined according to a subset of the client model de-
scribed in Section 4.2. The robot users send and receive real audio
through the VCA and take turns automatically. One-way network
latency between 0 and 1000 ms is added between clients in both the
meeting recordings and simulation. We measure application latency
from the VCA (caused by video encoding/decoding and buffering at
the users) at around 100 ms. This is added to the network latency,
creating the total latency between clients.

5.1.1 Experimental Setup. With two-clients, we use a scripted
conversation for both the real and robot users, lasting close to
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Figure 6: Two-client simulation of OR as a function of
MED used for model validation. Operating point from litera-
ture [55] is marked by a gray point.

two minutes. For the simulation, we set the client parameters to
closely resemble the scripted conversation. Specifically, tsyi, and
tsmax are set such that the average value is the same as the average
length of the scripted conversation turns. To replicate the scripted
nature of conversation in simulation, we set Preply = 0, pcont = 0,
Pguide = 1,and P = co. For this experiment, we compare the Average
Turnaround Time (ATT) calculated with meeting recordings from
a popular VCA to the ATT calculated from the simulation output.

A similar experimental setup is used for the three-client case,
except that only the robot speakers are used, and latency is only
added to the uplink and downlink of a single client. The simulation
client model parameters are set in the same way as they are in the
two-client case. We evaluate the Useful Conversation Time Ratio
(UCTR) in the three-client case to provide validation of a different
metric. In all cases, the real/robot experiments are repeated ten
times for each latency evaluation, as are the simulations.

5.1.2  Results. The results of the two- and three-client validation
experiments are shown in Figure 5. Each dot for the simulation
results represents the average over the repeated runs for the given
latency, and the line is a windowed average over 20 points. The real
VCA results are presented as an average with shaded standard devi-
ations. The two-client simulation in Figure 5(a) is generally within
the standard deviation of the robot and real experiments, giving
confidence in model accuracy. There is a slight deviation in the
robot experiments for ATT at higher latencies. We determined this
to be caused by experimental artifacts, namely the nondeterministic
processing delays introduced by the audio processing libraries used
for the robot speakers.

Similarly, the spread of three-client simulation results in Fig-
ure 5(b) is within the standard deviation of the robot clients R1-R3,
though we note some difference at higher latencies for this exper-
iment as well. We conclude from these results that the subset of
the simulation model producing the general turn-taking behavior
is reasonably accurate compared to conversational turn-taking on
real VCAs, for cases with two clients and more than two clients.

5.2 Validation from Literature

Other behaviors supported by the client model can be validated
through existing literature involving user studies. We are particu-
larly interested in the ability of the simulation model to correctly
capture overlap behavior, as this is the primary “problem” that the
simulation model attempts to capture.
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Figure 7: Simulation results for the two-client conversation scenarios.

Table 2: Client parameters used in the four two-client simu-
lation scenarios. Each parameter is specified for each client.

{C1.Co} [ INTVW | FRNDS | COLAB | CLASS

think {~ GIGa(1,0.25), ~ GIGa(1,0.25)}

fsmin {530} {6, 6} {44} {120, 5}

temax | {15,90} | {18,18} | {12,12} | {240,15}
P {3,3} {5,3}
A {051} | {1,1} {0.5,1}

Preply {1.0,1.0} {1.0,0.5}

Peont {0.1,0.1} [ {0.25,0.25} [ {0.9,0.1}

Pguide {0.0,0.0}

5.2.1 Simulation Setup. To evaluate the correctness of overlap
behavior, we use a two-client simulation with the possibility of
overlap, which is enforced by setting pcont = 0.1, and finite values
for the patience, P, which do not adapt as in Section 4.5. The distri-
bution of f;nk is set to GIGa(1,0.25) such that the average is one
second. As P is a critical value for the likelihood of overlap in the
two-client case, we test different values and observe the outcomes.
The two clients have an average speaking time of 20 seconds.

Latency values between 0 and 2000 ms are added between the two
clients, and an application latency of 100 ms is also included. This is
typical of the latencies considered in the literature and encountered
in regular VCA use on typical home, cellular or enterprise networks.
We take 25 ten-minute simulations per tested latency value, chosen
to represent a shorter two-person conversation, and calculate the
overlap rate (OR) as the metric for this experiment.

5.2.2  Results. The results of this simulation are shown in Fig-
ure 6, for patience values P between 1.5 and 5 seconds, showing
the average and standard deviations. We observe that Seuren et.
al [55] measure an average of 0.3 overlaps per minute over the
duration of their study, while mentioning a 750 ms end-to-end la-
tency (MED) for the clients. The results in Figure 6 show that at
MED = 750 ms, an OR of 0.3 is within the standard deviation of
the simulation results with P = 3. Furthermore, this is close to the
3-5 overlaps per minute recorded by Egger et. al [20] given the
considerably shorter turn lengths under similar latency conditions.
While a slightly higher patience value would align better to the
literature result, we set P = 3 as the default parameter value to
avoid an over-specification of the model. We note that the decrease
in overlap rate (OR) at higher MED is likely due to the increase in
turnaround time, meaning fewer turns are taken in a given duration.

6 RESULTS AND INSIGHTS

In this section, we will present a series of simulation experiments
using the client model. We do not aim to provide a comprehensive
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study of the interactivity metrics and how they are impacted by
network and system latencies. Rather, the goal is to demonstrate
the capabilities of the scalable simulation approach in providing
a framework for investigating interactivity in VCAs. Extensive
studies using our metrics and methodology are relegated to future
research. First, we investigate a set of two-client conversations, us-
ing scenarios that are typical of how VCAs would be used. Second,
we investigate a larger conversation scenario with ten users. To the
best of our knowledge, VCA conversations at this scale have not
been studied in detail in the literature. Finally, as active measure-
ment may be able to provide enhancements to our approach, we
present a brief example and discussion of such methods applied to
real conversations held on a VCA at the end of this section.

6.1 Two-Client Scenarios

We chose a set of four conversational scenarios representing com-
mon uses of VCAs in practice. For each scenario, the two clients
are given model parameters implementing the scenario behavior,
summarized in Table 2 and explained further below:

Interview (INTVW). This scenario represents a typical interview
scenario occurring over a VCA. One client has the role of the inter-
viewer, who will take shorter turns on average (10s), and the other
client is the person being interviewed, who will take much longer
turns (60 s on average). Furthermore, the interviewer has a longer
backoff time by setting A = 0.5, representing the tendency for the
interviewer to let the other person speak in case of an overlap.
Friends (FRNDS). This is a conversation between friends. Both
clients are defined identically, each with short speaking times, mak-
ing this scenario a relatively fast-paced conversation.
Collaboration (COLAB). In this scenario, the clients are involved
in a remote collaborative exercise, for example fixing a machine or
a piece of software code. The clients are defined identically, with
short speaking times. pcont is set to 0.25, larger than other scenarios,
representing the increased likelihood of turn continuations.
Class. The parameters used by the client model allow it to rep-
resent groups of individuals, for example, a class audience as a
whole listening to the other client (the instructor) teaching. While
a simulation with individual client models representing each mem-
ber of the audience would be possible, modeling as a single client
can help reduce complexity and simulation time. For this scenario,
the instructor client is given very long speaking times and a very
high probability of continuing a turn, reflecting the conversational
patterns while teaching. The class “client” has only a 50% chance
of replying at the end of a turn, representing the sporadic nature of
questions that are asked by the class. Furthermore, the instructor
client has a high value for P and a low value for A, representing the
nature of an instructor to give way to a student asking a question.
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Figure 8: Simulation results for the ten-client conversation scenario.

6.1.1  Simulation Setup. For each of the four conversation sce- Table 3: Parameters for the ten-client simulation scenario.
narios, we use the implementation as described in Section 4.1 to sim- Ci G Cs l C4—Cyo
ulate the client models defined in Table 2. One-way latency between think | GIGa(1,0.25) | GIGa(1.25,0.25) | GIGa(1.5,0.3)
the two clients is varied between 0 and 2000 ms. An application la- tsmin 10
tency of 100 ms is also added between each client, representing the tsmax 30
sum of tgeng and trecy from Equation 1. For each measured latency, P 3
we run 25 simulations, each for 10 minutes of simulated time. The A 4 0.25 0.1
simulation output is used to calculate the six metrics from Section 3. Preply 0.8 0.5 0.0

Peont 0.2 0.1

6.1.2  Results. The results for the interactivity metrics as a func- Pouide 0.8 0.2 0.0

tion of the applied latency are provided in Figure 7. Due to space
limitations, we report the results for ATT, OTR, RR, and UCTR only,
though the other metrics may be calculated from the same results.
ATT. Figure 7(a) shows that the ATT for all scenarios is the same as
a function of the additional latency, increasing from 1.25s to 5.25s.
This is the expected result, as the parameters in Equation 1 are the
same for all four scenarios, including the thinking time.
OTR. OTR is generally low for all scenarios with zero additional
latency. OTR increases quickly for COLAB compared to the other
scenarios, likely due to the increased value for pcont in this scenario.
OTR for the INTVW and CLASS scenarios is similar up until the
1,000 ms point, where the OTR for INTVW begins to increase at
a much higher rate, likely due to the more frequent turn changes.
The trend for FRNDS is similar to INTVW, but with slightly higher
OTR across all additional latencies.
RR. RR stays constant up to around 1000 ms additional latency,
where the initial patience value P = 3 becomes insufficient. At this
point, the client’s #,,t is more likely to time out before hearing
a reply, causing the client to continue speaking again. There are
between 1 and 1.2 repeats per minute for the FRNDS, INTVW and
COLAB scenarios at the highest latencies.
UCTR. The four conversations demonstrate significantly different
trends for the UCTR. CLASS is practically unaffected by latency,
while INTVW is only lightly affected up until around 1000 ms.
The FRNDS and COLAB scenarios are severely affected by the
latency, dropping to below 70% and 60% UCTR at the highest applied
latencies, respectively. These results show a heavy dependence on
the conversation type when considering the effect of latency.
These results for the two-client scenarios show a heavy depen-
dence on the particular use case of the VCA. From the point of view
of the network operator, the use case may be considered actionable
information, possibly affecting how latency is managed through
load balancing or customer subscription plans. Operators may also
find valuable certain latency values as thresholds for good vs. de-
teriorating customer experience. In addition, the VCA itself may
benefit from knowledge of the use case, which may help optimize
the use of multiple interfaces [68].
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6.2 Ten-Client Scenario

For the ten-client case, we use a scenario representing a typical
meeting held on a VCA. One client is leading the meeting, two
clients are responding actively to the leading client, and the other
clients are idle, only speaking if prompted by one of the three
active clients. In the authors’ experience using VCAs, this is a very
common scenario for using a VCA with a larger number of clients.

Table 3 lists the client parameters used for the ten-client scenario.
These parameters produce the leader Cy, with the highest prepiy.
Peont and Pguide- C2 is the second most active, followed by Cs. The
main difference between C; and Cs is the lower values of pcont
and pguige for C3, meaning that Cs is less likely to continue its
turn and less likely to guide other clients to speak. Lastly, setting
Preply = 0.0 for the remaining clients ensures they remain inactive
unless guided by Cy, Cz, or Cs.

6.2.1 Simulation Setup. We use the ten-client scenario in four
ways by adding latency to one of Cy, Cz, C3, or Cy4. This represents
a common scenario for excessive latency where it affects only one
client. As in the two-client scenarios, we simulate additional one-
way latency between 0 and 2000 ms and include the application
delay. For each tested latency, we run ten simulations, each for 30
minutes of simulated time. We calculate the six valid metrics from
Section 3, this time substituting TTF for RR.

6.2.2 Results. Figure 8 presents the results for STR, OR, TTF,
and UCTR for the ten-client scenarios.
STR. The STR increases from around 7.5% to 11% when the latency
is added on client 1, meaning the total silence time almost doubles.
However, when the latency is added to the other clients, there is
only a small decrease in the STR, likely due to the dominance that
client 1 has during this conversation scenario.
OR. The OR for all four latency scenarios follows the same trend,
an initial increase followed by a leveling off. This indicates that
overlaps occur every time the client attempts to speak, and this
situation happens when the latency applied to a client exceeds the
average thinking time of the client. Under these latencies, the client



is not able to detect another client speaking before it chooses to
reply, causing an overlap. When very high latency is added to client
1, OR decreases, likely due to fewer turns taken in a given period.
TTF. The TTF is shown to either stay constant or decrease, de-
pending on which client is affected by high latency. If the latency
is applied to client 1, the TTF remains constant, most likely be-
cause the additional overlaps will still be resolved in client 1’s favor
due to its high value of A. If client 2 is affected by the latency, the
TTF drops significantly, likely because client 1 has an even higher
chance of taking a turn during an overlap. If client 3 or client 4
experiences latency, the TTF drops slightly.

UCTR. Adding the latency to different clients has a significant
impact on the UCTR. Depending on which client it applies to, high
latency can cause the UCTR to vary by up to 17 percentage points.
This also shows that if one of the inactive clients experiences ex-
cessive latency, there is only a minor effect on the UCTR.

6.3 Evaluation with Packet Traces

While simulation provides a scalable method to measure different
conversation scenarios with various numbers of clients, methods
to analyze real data are still important. Real-time measurement of
user QoF has been of interest to network operators for applications
such as video streaming [29, 69, 70], with techniques extending
to video conferencing [10, 59, 71]. In this subsection, we outline a
method for estimating UCTR with VCA packet traces.

6.3.1 Method. The evaluation in this section uses packet traces
collected on the client side. As described in Section 3, there is an
effect on the TT metric depending on where the packet trace is
collected. In this section, we focus on the UCTR, which will not be
affected by this detail, and thus can be measured in the same way
from packet traces collected within the network.

The analysis method relies on the extraction of values from the
packet header using the method outlined in [59]. Specifically, we
filter out audio packets using the header value for “packet type”.
Secondly, we filter out packets sent or received by each client using
the RTP synchronization source (SSRC) also found in the multi-
media stream packets. The SSRC uniquely identifies clients within
a meeting [33, 59]. Using controlled experimentation under the
standard audio settings used by the VCA, we observe that the audio
packet sending rate correlates with the client’s microphone input.
The VCA will send audio packets at a rate of 50 per second with
active microphone input, and a rate of 10 per second otherwise.

A more significant difference between audio detected or not
detected is observed when considering the ratio of upload to down-
load rate. Therefore, using the filtered audio packets, we calculate
this ratio for a given client X with the following expression:

Zire[T,T+ar) Ux (1)

Rx(T) =
x(T) Zre[T.T+Ar] Dx ()

(11)
where At = 0.25s, Ux (¢) is the size of an upload packet sent by
client X at time ¢, and Dx (¢) is the size of a download packet re-
ceived by client X at time ¢. This produces a function Rx (T) sampled
at 0.25 s intervals. The value of At is informed by the limited audio
packet rate, which is as low as ten per second. A smaller value for
At leads to a noisy estimate of Rx (T), whereas a larger value of At
leads to imprecise measurement of the interactivity metrics. Having
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calculated Rx (T), the presence of client X’s speech is determined
by comparing Rx (T) to a threshold; we find that a threshold of
Rx(T) > 2 indicates that client X is speaking, Rx(T) < 0.5 indi-
cates that client X is hearing speech from another client, and Rx (T)
otherwise indicates either silence time or overlap time. Given the
analysis method, estimation of the UCTR is possible by simply
measuring the total time with Rx (T) > 2 or Rx(T) < 0.5.

6.3.2  Results. We evaluated the method by comparing simula-
tion results to packet traces recorded from controlled experiments.
In particular, we simulated the four scenarios from Section 6.1 with-
out the possibility of overlap, and recorded packet traces from VCA
sessions where clients conducted a conversation closely resembling
the simulated conversation. Figure 9 shows that the UCTR mea-
sured from the VCA packet traces (represented as stars in the figure)
generally correspond closely to the UCTR measured from simu-
lation. With the exception of some points (FRNDS conversation,
zero additional latency and COLAB, 1,500 ms additional latency),
all packet trace measurements of UCTR fall close to the standard
deviation of simulation results for each conversation scenario.

Given these results, the packet trace method as outlined in Sec-
tion 3.4 has been shown to be a viable method of estimating inter-
activity. Alternative methods of identifying audio packets, such as
leveraging the UDP packet size without application or RTP header
information [10], would help generalize this method to other VCAs.

7 CONCLUSION

Our goal has been to provide a framework for the study of interac-
tivity QoE metrics in VCAs. We formally define a set of quantifiable
metrics that correlate with VCA user interactivity experience. We
then explore a spectrum of approaches for evaluating these metrics,
focusing on the use of simulation as a scalable and generalizable
approach. We create a validated state-machine simulation model of
a VCA client behavior and demonstrate its capability in a variety
of VCA use cases, as well as provide experimental insights into the
effect of network latency and model parameters on interactivity
metrics. We also show how these metrics can be measured with
packet traces collected within real networks. As future work, we
will perform further experimentation to generalize the collection
of interactivity metrics using packet traces from a variety of VCAs,
and better link the interactivity metrics to objective measures of
QoE. We anticipate that the metrics, models, and methods presented
in this paper will inform future work on understanding and mea-
suring interactivity aspects of user QoE for video conferencing, as
it becomes an increasingly popular form of communication.
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