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A d v a n c e s i n d e e p l e a r ni n g a n d c o n v ol uti o n al n e u r al n et w or k s ( C o n v N et s) h a v e dri v e n r e m ar k a bl e f a c e

r e c o g niti o n ( F R) pr o gr e s s r e c e ntl y. H o w e v er, t h e bl a c k- b o x n at u r e of m o d e r n C o n v N et- b a s e d f a c e r e c o g niti o n

m o d el s m a k e s it c h all e n gi n g t o i nt e r p r et t h ei r d e ci si o n- m a ki n g p r o c e s s, t o u n d e r st a n d t h e r e a s o ni n g b e hi n d

s p e cifi c s u c c e s s a n d f ail u r e c a s e s, o r t o pr e di ct t h ei r r e s p o n s e s t o u n s e e n d at a c h ar a ct e ri sti c s. It i s, t h er ef or e,

c riti c al t o d e si g n m e c h a ni s m s t h at e x pl ai n t h e i n n er w o r ki n g s of c o nt e m p o r a r y F R m o d el s a n d off er i n si g ht i nt o

t h eir b e h a vi o r. T o a d dr e s s t hi s c h all e n g e, w e p r e s e nt i n t hi s p a p e r a n o v el t e m pl at e-i n v ersi o n a p pr o a c h c a p a bl e

of r e c o n st r u cti n g hi g h-fi d elit y f a c e i m a g e s f r o m t h e e m b e d di n g s (t e m pl at e s, f e at u r e- s p a c e r e pr e s e nt ati o n s)

p r o d u c e d b y m o d e r n F R t e c h ni q u e s. O ur a p pr o a c h i s b a s e d o n a n o v el D e e p F a c e D e c o d e r ( D F D) tr ai n e d

i n a r e gr e s si o n s etti n g t o vi s u ali z e t h e i nf o r m ati o n e n c o d e d i n t h e e m b e d di n g s p a c e wit h t h e g o al of f o st eri n g

e x pl ai n a bilit y. W e utili z e t h e d e v el o p e d D F D m o d el i n c o m pr e h e n si v e e x p eri m e nt s o n m ulti pl e u n c o n str ai n e d

f a c e d at a s et s, n a m el y Vi s u al G e o m et r y G r o u p F a c e d at a s et 2 ( V G G F a c e 2), L a b el e d F a c e s i n t h e Wil d ( L F W), a n d

C el e brit y F a c e s Attri b ut e s D at a s et Hi g h Q u alit y ( C el e b A- H Q). O ur a n al y si s f o c u s e s o n t h e e m b e d di n g s p a c e s

of t w o di sti n ct f a c e r e c o g niti o n m o d el s wit h b a c k b o n e s b a s e d o n t h e Vi s u al G e o m et r y G r o u p 1 6-l a y er m o d el

( V G G- 1 6) a n d t h e 5 0-l a y e r R e si d u al N et w o r k ( R e s N et- 5 0). T h e r e s ult s r e v e al h o w i nf o r m ati o n i s e n c o d e d i n

t h e t w o c o n si d er e d m o d el s a n d h o w p e rt ur b ati o n s i n i m a g e a p p e a r a n c e d u e t o r ot ati o n s, t r a n sl ati o n s, s c ali n g,

o c cl u si o n, o r a d v e r s a ri al att a c k s, a r e p r o p a g at e d i nt o t h e e m b e d di n g s p a c e. O u r st u d y off e r s r e s e ar c h er s a

d e e p e r c o m pr e h e n si o n of t h e u n d e rl yi n g m e c h a ni s m s of C o n v N et- b a s e d F R m o d el s, ulti m at el y pr o m oti n g

a d v a n c e m e nt s i n m o d el d e si g n a n d e x pl ai n a bilit y.
. I nt r o d u cti o n

F a c e r e c o g niti o n ( F R) m o d el s ar e wi d el y u s e d i n v ari o u s a p pli c a-

i o n s s u c h a s vi d e o s ur v eill a n c e, a c c e s s c o ntr ol, s o ci al m e di a a p p s, a n d

m art t e c h n ol o gi e s, pr o vi di n g s e c u rit y a n d c o n v e ni e n c e b e n efit s ( W a n g

t al. , 2 0 2 3 ). T hi s wi d e s pr e a d d e pl o y m e nt of F R t e c h n ol o g y c a n l ar g el y

b e attri b ut e d t o a d v a n c e s i n d e e p l e ar ni n g a n d p arti c ul arl y c o n v o-

l uti o n n e u r al n et w or k s ( or C o n v N et s f or s h ort) t h at l e d t o u n pr e c e-

d e nt e d s u c c e s s o n v ari o u s b e n c h m ar k s a s w ell a s r e al- w orl d r e c o g niti o n

t a s k s (W a n g a n d D e n g , 2 0 2 1 ). H o w e v er, d e e p l e ar ni n g m o d el s ar e still

oft e n d e s cri b e d a s ‘‘ bl a c k b o x es ’’, si n c e t h e y pr o d u c e r e c o g niti o n r e s ult s

wit h o ut r e v e ali n g h o w t h e y arri v e d at t h eir d e ci si o n s. I nt e r pr eti n g

a n d u n d er st a n di n g t h e u n d erl yi n g m e c h a ni s m s b e hi n d t h e m o d el s’

d e ci si o n s, t h er ef or e, r e m ai n s a c h all e n g e d u e t o t h e a b str a ct n at ur e

of t h e g e n er at e d f e at ur e s p a c e s a n d c o m pl e x hi er ar c h y of m a p pi n g s

a p pli e d t o t h e i n p ut d at a ( Li et al. , 2 0 2 2 ).

∗ C or r e s p o n di n g a ut h o r.

E- m ail a d dr ess: j a n e z. k ri z aj @f e. u ni-lj. si ( J. Kri ž aj).
1

St at e- of-t h e- art C o n v N et- b a s e d F R m o d el s t y pi c all y a c c e pt a f a-

ci al i m a g e a s i n p ut a n d pr o d u c e a fi x e d- si z e f e at ur e r e pr e s e nt ati o n,

c o m m o nl y r ef err e d t o a s a n e m b e d di n g ( or f a c e t e m pl at e). I d e all y,

t h e s e e m b e d di n g s ar e c o n diti o n e d o nl y o n i d e ntit y i nf or m ati o n a n d

ar e i n v ari a nt t o c h a n g e s i n p o s e, ill u mi n ati o n, e x pr e s si o n, a n d ot h er

n ui s a n c e f a ct or s t h at ar e k n o w n t o v ar y fr o m i m a g e t o i m a g e. Wit h

t h e s e c h ar a ct eri sti c s, t h e e m b e d di n g s of diff er e nt i m a g e s c a n b e e a sil y

c o m p ar e d t o d et er mi n e if t h e y b el o n g t o t h e s a m e i d e ntit y or n ot.

H o w e v er, si n c e t h e e m b e d di n g c o m p ari s o n s o c c ur i n a n a b str a ct hi g h-

di m e n si o n al f e at ur e- s p a c e, it i s diffi c ult t o a s s o ci at e s e m a nti c m e a ni n g

t o t h e f a c e t e m pl at e s or, i n ot h er w or d s, t o i nt er pr et t h e e n c o d e d

e m b e d di n g s w.r.t. t h e c h ar a ct eri sti c s of t h e i n p ut f a c e i m a g e s.

A p ot e nti al s ol uti o n t o t h e s e i s s u e s li e s i n t e m pl at e i n v ersi o n m et h o d s.

T h e s e m et h o d s ai m t o r e c o v er t h e i nf or m ati o n e n c o d e d i n t h e f a c e

t e m pl at e s a n d g e n er at e r e c o n str u cti o n s r e s e m bli n g i n p ut i m a g e s. W hil e
v ail a bl e o nli n e 3 1 J a n u a r y 2 0 2 4

9 5 2- 1 9 7 6 / © 2 0 2 4 T h e A ut h o r s. P u bli s h e d b y El s e vi er Lt d. T hi s i s a n o p e n a c c e s s ar

J. K ri ž aj a n d R. Pl e s h a r e fir st a ut h or s wit h e q u al c o nt ri b uti o n s.

htt p s: / / d oi. o r g / 1 0. 1 0 1 6 /j. e n g a p p ai. 2 0 2 4. 1 0 7 9 4 1

R e c ei v e d 6 S e pt e m b e r 2 0 2 3; R e c ei v e d i n r e vi s e d f o r m 1 J a n u a r y 2 0 2 4; A c c e pt e d 1 7
ti cl e u n d e r t h e C C B Y li c e n s e ( htt p: / / c r e ati v e c o m m o n s. o r g /li c e n s e s / b y / 4. 0 / ).

J a n u a r y 2 0 2 4
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Fi g. 1. W e i nt r o d u c e a t e m pl at e i n v er si o n t e c h ni q u e, n a m e d D e e p F a c e D e c o d er ( D F D), wit h t h e g o al of a n al y zi n g, u n d er st a n di n g a n d e x pl ai ni n g t h e e m b e d di n g s p a c e of C o n v e N et-

b a s e d f a c e r e c o g niti o n ( F R) m o d el s. A b o v e, w e s h o w i n v er si o n r e s ult s (i. e., r e c o n str u cti o n s, r e c o v er e d i m a g e s) f o r t h e e m b e d di n g s, pr o d u c e d b y t w o diff e r e nt F R m o d el s ( wit h

V G G a n d R e s N et b a c k b o n e s) a n d t w o D F D v ari a nt s. B y c o m p a ri n g t h e ori gi n al i m a g e s (t o p r o w) a n d t h e g e n er at e d r e c o n st r u cti o n s ( r o w s 2 – 4), w e ar e a bl e t o g et i n si g ht i nt o t h e

c h ar a ct eri sti c s of t h e e m b e d di n g s p a c e of t h e F R m o d el s.
t hi s t a s k i s c h all e n gi n g a n d r e q uir e s i n v erti n g t h e f e at ur e e xtr a cti o n

pr o c e s s of c o nt e m p or ar y C o n v N et s t o r e c o v er a n a p pr o xi m ati o n of

t h e ori gi n al f a c e i m a g e fr o m it s e m b e d di n g, it al s o h a s i m p ort a nt

i m pli c ati o n s f or t h e u n d er st a n di n g of t h e i nf or m ati o n e n c o d e d i n t h e

f a c e t e m pl at e s. T hi s c a p a bilit y c a n e n h a n c e t h e tr a n s p ar e n c y of m o d-

er n C o n v N et- b a s e d f a ci al r e c o g niti o n m o d el s, ai d i n i nt er pr eti n g t h e

u n d erl yi n g d e ci si o n- m a ki n g pr o c e d ur e s, a n d h el p di s c er n t h e r ati o n al e

b e hi n d m o d el s u c c e s s a n d f ail ur e. S u c h tr a n s p ar e n c y n ot o nl y f o st er s a

d e e p er gr a s p of c o nt e m p or ar y d e e p l e ar ni n g- dri v e n f a ci al r e c o g niti o n

t e c h n ol o g y b ut al s o ali g n s wit h t h e m a n d at e s of pri v a c y l a w s a n d r e g u-

l ati o n s, s u c h a s t h e G e n er al D at a Pr ot e cti o n R e g ul ati o n ( G D P R) (G D P R ,

2 0 2 3 ; M e d e n et al. , 2 0 2 1 ).

Alt h o u g h c o n si d er a bl e pr o gr e s s h a s b e e n m a d e i n t e m pl at e-

i n v er si o n t e c h ni q u e s (D o n g et al. , 2 0 2 3 ; A k a s a k a et al. , 2 0 2 2 ; D o n g

et al. , 2 0 2 1 ; M ai et al. , 2 0 1 9 ), t h e m aj orit y of e xi sti n g w or k f o c u s e s

o n t h e s e c urit y t hr e at of st ol e n bi o m etri c t e m pl at e s. S p e cifi c all y, t h e y

ai m t o att a c k F R s y st e m s b y i n v erti n g a n a c q uir e d t e m pl at e a n d

i nj e cti n g t h e r e c o n str u ct e d i m a g e i nt o t h e m at c hi n g pi p eli n e, i n a

s o- c all e d t e m pl at e-i n v ersi o n att a c ks. A s att a c k- m oti v at e d i n v er si o n t e c h-

ni q u e s o nl y c ar e a b o ut t h e t e m pl at e di st a n c e b et w e e n t h e r e c o n str u ct e d

a n d ori gi n al i m a g e s, t h e y d o n ot n e c e s s aril y m a xi mi z e t h e vi s u al c or-

r e s p o n d e n c e wit h t h e ori gi n al i n p ut i m a g e. A s s u c h, t h e s e t e c h ni q u e s

off er li mit e d p ot e nti al f or t h e i nt er pr et ati o n of t h e e m b e d di n g s p a c e

g e n er at e d b y m o d er n C o n v N et- b a s e d F R m o d el s. I n t hi s p a p er, w e

a d dr e s s t hi s g a p a n d d e v el o p a n o v el d e c o d er m o d el, n a m e d D e e p

F a c e D e c o d e r ( D F D), c a p a bl e of a d e ptl y i n v erti n g f a c e t e m pl at e s

a n d pr o d u ci n g a c c ur at e i m a g e r e c o n str u cti o n s t h at off er i n si g ht s i nt o

t h e e m b e d di n g s p a c e of c o nt e m p or ar y F R m o d el s. W e tr ai n t h e D F D

m o d el wit hi n a r e gr e s si o n fr a m e w or k, e m pl o yi n g s p e ci ali z e d l e ar ni n g

o bj e cti v e s. T h e s e o bj e cti v e s g ui d e t h e m o d el t o w ar d s g e n er ati n g r e c o n-

str u cti o n s cl o s el y r e s e m bli n g t h e ori gi n al i n p ut f a c e s, w hil e a v oi di n g

m o d el h all u ci n ati o n s oft e n a s s o ci at e d wit h i n v er si o n t e c h ni q u e s b a s e d

o n G e n er ati v e A d v er s ari al N et w or k s ( G o o df ell o w et al. , 2 0 2 0 ).

U si n g t h e D F D m o d el, w e d el v e i nt o t h e attri b ut e s of t h e e m b e d di n g

p a c e of t w o c o nt e m p or ar y F R m o d el s ( V G G- 1 6 a n d R e s N et- b a s e d Si-

o n y a n a n d Zi s s er m a n , 2 0 1 5 ; H e et al. , 2 0 1 6 ), ai mi n g t o a d dr e s s k e y

r e s e ar c h i n q uiri e s. F or i n st a n c e, w e i n v e sti g at e w h et h er di sti n ct C o n-

v N et b a c k b o n e s i n F R m o d el s e n c o d e f a ci al d et ail s diff er e ntl y wit hi n

t h eir e m b e d di n g s p a c e s. W e al s o a n al y z e t h e eff e ct s of g e o m etri c f a c e

p ert ur b ati o n s (i. e., r ot ati o n s, tr a n sl ati o n s, a n d s c ali n g) o n t h e g e n er at e d

f a c e t e m pl at e s. M or e o v er, w e e x a mi n e t h e e m b e d di n g s p a c e’ s r e s p o n s e

t o a d v er s ari al n oi s e. Fi n all y, w e a n al y z e t h e i nfl u e n c e of diff er e nt e m-

b e d di n g a g gr e g ati o n str at e gi e s o n t h e e n c o d e d i nf or m ati o n a n d e x pl or e
2

t h e r e p er c u s si o n s of f a c e t e m pl at e m o difi c ati o n s. T o e x pl or e t h e s e a n d
r el at e d r e s e ar c h i n q uiri e s, w e c o n d u ct e xt e n si v e e x p eri m e nt s a cr o s s

t hr e e v ari e d f a c e d at a s et s: V G G F a c e 2 (C a o et al. , 2 0 1 8 ), L a b el e d F a c e

i n t h e Wil d ( L F W) (H u a n g et al. , 2 0 0 8 ), a n d C el e b A- H Q ( L e e et al. ,

2 0 2 0 ). O ur fi n di n g s, pr e vi o u sl y u nr e p ort e d i n t h e lit er at ur e, s h e d li g ht

o n t h e s e m att er s c o m pr e h e n si v el y.

T h e m ai n c o ntri b uti o n s of t hi s p a p er c a n b e s u m m ari z e d i nt o t h e

f oll o wi n g t hr e e p oi nt s:

• W e i ntr o d u c e t h e D e e p F a c e D e c o d er ( D F D), a st at e- of-t h e- art

( S O T A) t e m pl at e i n v er si o n t e c h ni q u e, d e si g n e d t o r e c o v e r hi g h-

fi d elit y f a c e i m a g e s fr o m t h e e m b e d di n g s /t e m pl at e s of C o n v N et-

b a s e d F R m o d el s wit h t h e g o al of vi s u ali zi n g t h e i nf or m ati o n

e n c o d e d i n t h e F R- m o d el’ s e m b e d di n g s p a c e, a s al s o ill u str at e d

i n Fi g. 1 .

• W e utili z e t h e pr o p o s e d D F D m o d el t o g ai n i n si g ht s i nt o t h e

c h ar a ct eri sti c s of t w o ( ar c hit e ct ur all y) di sti n ct F R m o d el s a n d

st u d y t h e i m p a ct of g e o m etri c tr a n sf o r m ati o n s, a d v er s ari al n oi s e,

o c cl u si o n s, a n d diff er e nt t e m pl at e c o m p ut ati o n st r at e gi e s o n t h e

i nf or m ati o n e n c o d e d i n t h e e m b e d di n g s p a c e of t h e c o n si d er e d

F R m o d el s.

• W e  m a k e i m p ort a nt o b s er v ati o n s a b o ut t h e pr o p erti e s of

C o n v N et- b a s e d F R m o d el s. F or e x a m pl e: (𝑖) W e fi n d t h at m o d er n

R e s N et- b a s e d F R m o d el s a b str a ct a w a y m ulti pl e s o ur c e s of i m a g e

v ari a bilit y ( e. g., p o s e, s c al e, p o siti o n) w h e n m a p pi n g i n p ut i m-

a g e s i nt o e m b e d di n g s a n d d o t hi s m or e eff e cti v el y t h a n t h e e arli er

V G G- b a s e d F R m o d el s; (𝑖𝑖) W e o b s er v e str o n g e m piri c al e vi d e n c e

o n t h e e q ui v a ri a n c e of t h e e m b e d di n g s p a c e of t h e c o n si d er e d

F R m o d el s w.r.t. g e o m etri c tr a n sf or m ati o n s, p oi nti n g t o w ar d s t h e

p o s si bilit y of d e si g ni n g mi s ali g n m e nt- c orr e cti o n s c h e m e s dir e ctl y

i n t h e e m b e d di n g s p a c e; (𝑖𝑖𝑖) W e s h o w t h at a g gr e g ati n g e m b e d-

di n g s fr o m m ulti pl e f a c e i m a g e s d uri n g t e m pl at e c o n str u cti o n a ct s

a s a n or m ali z ati o n pr o c e s s i n t h e e m b e d di n g s p a c e a n d pr o d u c e s

t e m pl at e s t h at c orr e s p o n d t o w ell ali g n e d, fr o nt al, n e utr al a n d

w ell ill u mi n at e d f a ci al i m a g e s.

2. R el at e d w o r k

I n t hi s s e cti o n, w e di s c u s s r el e v a nt pri or r e s e ar c h wit h t h e g o al of

pr o vi di n g c o nt e xt f or o u r w or k. W e st art t h e s e cti o n wit h a bri ef r e vi e w

of m o d er n f a c e r e c o g niti o n t e c h ni q u e s, c o nti n u e wit h t h e c urr e nt lit er-

at u r e o n t h e i n v er si o n of bi o m etri c t e m pl at e s, a n d fi n all y di s c u s s t h e
l at e st r e s e ar c h f or u n d er st a n di n g t h e e m b e d di n g s p a c e of F R m o d el s.
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2.1. Facial recognition

Recent advancements in face recognition have been largely focused
on learning models that can generate embeddings with ever greater
inter-identity distance and intra-identity compactness (Wang et al.,
2023; Wang and Deng, 2021; Oloyede et al., 2020). Contemporary
tate-of-the-art models typically utilize deep ConvNets (e.g., VGG-like
etworks, ResNets, DenseNets, and similar), as backbones and angular
argin-based losses to enforce the angular margins between the deep
mbeddings on a hyper-spherical manifold (Liu et al., 2016, 2017;
Wang et al., 2017, 2018a,b; Deng et al., 2019). As these large models re-
quire equally large datasets, later innovations focused on more efficient
learning from noisy datasets. In Hu et al. (2019) and Deng et al. (2020)
the authors found that the angle between a sample and its class center
can be associated with data quality. In Kim et al. (2022), the authors
decided to emphasize hard samples when the image quality is high
and vice-versa. While these contributions have produced models with
exceptional ability to recognize subjects in facial images, the progress
in understanding their deep embedding spaces has not been nearly as
rapid. This not only leads to difficult-to-understand failure cases, but
also to public distrust of model decisions. In this work, we shed light
on some of the properties of the embedding space of FR models using
our novel DFD template decoder model.

2.2. Inverse biometrics

In biometric systems, a template is typically generated from the
enrollment biometrics data (e.g., a face image) and stored in a database
for later comparisons. Largely motivated by the security and privacy
concerns surrounding these templates, the field of inverse biometrics
studies the reversal of biometric templates back into raw biometric
data. With regard to modern facial recognition, inverse biometrics
commonly refers to the inversion of a deep face template generated
by a ConvNet-based FR model (Dosovitskiy and Brox, 2016). The
inversion scenario can either be one where the embedding model
is available (white box) or obscured (black box). Additionally, the
targeted inversion templates can belong to the training set of the
embedding model (closed-set) or be completely unique (open-set). In
this section, we review the prior work of the two main inversion
categories, optimizer, and trained-model-based inversion. For greater
detail, we invite the reader to review the following survey on inverse
biometrics (Gomez-Barrero and Galbally, 2020).

2.2.1. Optimizer-based inversion
Optimizer-based inversion for a face recognition model primarily

functions via the use of an iterative optimization algorithm to find
an input that minimizes the difference between its mapped em-
bedding and the targeted embedding for an original image
(Mahendran and Vedaldi, 2015). As template inversion is, in general,

an ill-posed problem, strong regularization is commonly needed to
facilitate the process. In Razzhigaev et al. (2020) and Razzhigaev
et al. (2021) the authors limited the reconstruction search space using
random Gaussian blobs and Eigenfaces (Sirovich and Kirby, 1987)
respectively. As these search spaces have difficulty replicating the
complex structure of facial images, these methods produce reconstruc-
tions of relatively low quality. Utilizing a more expressive model of
face images, Dong et al. (2023) and Vendrow and Vendrow (2021)
improved the output quality by searching the space of StyleGAN latent
codes instead. Taking on a different approach, Deng et al. (2022a)
regularized the batch norm statistics within the embedding model
rather than directly constraining the image space. While the described
approaches reconstruct a singular sample, our approach with a learned
decoder in essence trains a reconstruction algorithm to operate over all
samples in the training set. This provides its own regularizing effect,
helps preserve the continuity between different reconstructed samples
(allowing template manipulation experiments), and increases the speed
3

of inference.
2.2.2. Model-based inversion
As opposed to single-shot optimization approaches, many inversion

techniques utilize a trained model to invert templates of the
embedding network to minimize the distance between the template
of the reconstructed image and the initial original . Taking ad-
vantage of the high-quality face image manifold present in pre-trained
generator networks, Akasaka et al. (2022), Le and Carlsson (2023),
Duong et al. (2020) and Dong et al. (2021) train a mapper between the
template space of the facial recognition network and the generator's
latent space. This improves the output fidelity and training stability,
but the reconstructions often do not retain much of the contextual
information of the initial image that generated the template. This is
because the mapper is finding the most likely intersection between
the template space and the latent space, rather than the most likely
image that generated a given template. Rather than constraining the
reconstruction to a particular image manifold, Shahreza et al. (2022),
Dosovitskiy and Brox (2016), Nash et al. (2018), Cole et al. (2017),
Mai et al. (2019) and Yang et al. (2019) train a reconstruction network
using a combination of losses to enforce the fidelity of the reconstruc-
tion. Unlike the methods in prior work, largely motivated by security
concerns, we specifically chose our mapping space and loss functions
to maximize the reconstruction context and the reliability of unseen
template reconstructions. This creates reconstructions both robust and
detailed enough to help interpret the characteristics of the embedding
space.

2.3. Embedding space understanding

The explainability of deep feature spaces, also known as deep
embeddings, holds critical importance in FR systems. This importance
stems from factors such as reliability, accountability, and ethical con-
siderations. One major limitation of deep learning models, such as
Convolutional Neural Networks (ConvNets), is their black-box nature,
which makes it difficult to understand the underlying mechanisms
and decision-making processes. The concept of explainability comes
into play to address this issue. Through the process of post hoc ex-
planation, which encompasses the examination of a trained model to
glean insights into its acquired relationships, we can greatly amplify
our comprehension of the model's decision-making procedure. Utilizing
this, some researchers looked further into the content of the embedding
space. Although training objectives for facial recognition encourage
the network to learn only ID information during encoding, Li et al.
(2023), Colón et al. (2021) and Parde et al. (2021) found it possible
to predict non-ID information from face embeddings, suggesting this
information was unintentionally encoded. Studying the organization of
the template space, O'Toole et al. (2018) used the similarity structure
of an embedded dataset to reveal a highly organized template space
with low-quality samples clustered in the center. Going further, Hill
et al. (2019) probed the identity space using synthetically created data.
By carefully varying the gender, illumination, and view of synthetic
faces in the template space they were able to discover a hierarchical
ranking of features used by the FR network. Looking closer, Parde et al.
(2021), found that directions of large variance in the sampled template
space were correlated with human-interpretable visual attributes, such
as gender and viewpoint. While discovering useful insights, prior work
was limited to applying counterfactual manipulations to the network
input and analyzing the mathematical outcomes in the template space.
In this paper, we build on the outlined body of work and incorporate
our Deep Face Decoder into the analysis of the embedding space of
modern FR models. By doing this, we can, for the first time, visualize
the effect of certain image perturbation on the computed face templates
and directly explore through visual feedback the impact of specific

template manipulation procedures.
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Fi g. 2. Hi g h-l e v el o v e r vi e w of t h e D e e p F a c e D e c o d er ( D F D) a n d ill u str ati o n of t h e i n di vi d u al l e ar ni n g o bj e cti v e s. Gi v e n a (fi x e d a n d p r et r ai n e d) f a c e r e c o g niti o n m o d el 𝑖 a n d

a n i n p ut f a c e i m a g e 𝑖 , t h e g o al of D F D i s t o g e n e r at e a r e c o n st r u cti o n of t h e i n p ut i m a g e 𝑖 f r o m t h e g e n e r at e d e m b e d di n g 𝑖 (𝑖 ) t h at c a n b e u s e d t o e x pl or e t h e c h ar a ct eri sti c s of

t h e e m b e d di n g s p a c e of 𝑖 . D F D i s tr ai n e d u si n g a m ulti-t e r m l o s s f u n cti o n at b ot h l o c al a n d gl o b al s c al e s, a s f urt h e r d efi n e d i n S e cti o n 3. 2 .
3. D e e p F a c e D e c o d e r

I n t hi s s e cti o n, w e pr e s e nt t h e pr o p o s e d D e e p F a c e D e c o d er ( D F D)

t h at all o w s u s t o vi s u ali z e ( a n d, c o n s e q u e ntl y, i nt er pr et) t h e i nf or-

m ati o n c o nt ai n e d i n t h e f a c e t e m pl at e s, pr o d u c e d b y c o nt e m p or ar y,

C o n v N et- b a s e d F R m o d el s.

3. 1. O v er vi e w

I n or d er t o a n al y z e t h e i nf or m ati o n e n c o d e d i n t h e e m b e d di n g s p a c e

of m o d er n f a c e r e c o g niti o n m o d el s, w e d e si g n D F D a s a d e c o d er m o d el

c a p a bl e of m a p pi n g t h e c o m p ut e d f a c e t e m pl at e s b a c k i nt o t h e vi s u al

d o m ai n, a s al s o ill u str at e d i n Fi g. 2 . F or m all y, gi v e n a f a c e r e c o g niti o n

m o d el 𝜉 t h at pr o d u c e s a f a c e t e m pl at e ( or e m b e d di n g), i. e., 𝒆 = 𝜉 (𝒙 ),

fr o m t h e pr o vi d e d i n p ut f a c e i m a g e 𝒙 , t h e D F D d e c o d er 𝐷 ai m s t o

g e n er at e a r e c o n str u ct e d i m a g e 𝒙 t h at i s a s cl o s e ( a n d a s si mil ar) t o

t h e i n p ut i m a g e 𝒙 a s p o s si bl e. T h e p ar a m et er s of 𝐷 , 𝜃 𝐷 , ar e o pti mi z e d

u si n g a r e c o n str u cti o n- ori e nt e d l o s s f u n cti o n  𝑟 , i. e.:

∗
𝐷 = ar g mi n

𝜃 𝐷

E 𝒙

{
 𝑟 (𝐷 (𝜉 (𝒙 ); 𝜃 𝐷 ), 𝒙 )

}
. ( 1)

h e l o s s f u n cti o n ai m s t o r e c o v er t h e i nf or m ati o n c o nt ai n e d i n t h e

e m pl at e 𝒆 , s o it b e c o m e s i nt er pr et a bl e f or h u m a n s. T h e o pti m al d e-

o d er p ar a m et er s 𝜃 ∗
𝐷

ar e t y pi c all y l e ar n e d o v er a d at a s et of 𝑁 s uit a bl y

r e pr o c e s s e d f a c e i m a g e s 𝒙 .

. 2. L oss d efi niti o n

T h e o v er all o bj e cti v e f u n cti o n f or tr ai ni n g t h e D F D m o d el c o n si st s

f m ulti pl e l o s s e s, d e si g n e d t o r e c o n str u ct a s m u c h of t h e i niti al vi s u al

nf or m ati o n fr o m t h e gi v e n f a c e t e m pl at e 𝒆 a s p o s si bl e. B e c a u s e f a c e

e c o g niti o n m o d el s 𝜉 ar e e x p e ct e d t o pr o d u c e i m a g e r e pr e s e nt ati o n s

h at ar e i n v ari a nt t o v ari o u s n ui s a n c e f a ct or s, i n cl u di n g p o s e, a g e,

x pr e s si o n a n d ot h er s, a c o n si d er a bl e a m o u nt of i nf or m ati o n i s t y pi-

all y a b str a ct e d a w a y d uri n g t h e t e m pl at e e xtr a cti o n st e p a n d a p erf e ct

e c o n str u cti o n i s, i n g e n er al, n ot p o s si bl e. W e, t h er ef or e, d e si g n t h e

e ar ni n g o bj e cti v e a s a c o m bi n ati o n of l o w-l e v el p er- pi x el l o s s e s ( 𝑝𝑖 𝑥 )

n d hi g h er-l e v el gr a di e nt- d o m ai n (  𝑔 𝑟 𝑎 𝑑 ) a n d p er c e pt u al l o s s e s (  𝑝 𝑒 𝑟 𝑐 )

f t h e f oll o wi n g f or m wit h t h e g o al of r e c o v eri n g a n a p pr o xi m at e f a c e

m a g e 𝒙 :

(𝒙 , 𝒙 ) =  𝑝𝑖 𝑥 + 𝜆 𝑔 𝑟 𝑎 𝑑  𝑔 𝑟 𝑎 𝑑 + 𝜆 𝑝 𝑒 𝑟 𝑐  𝑝 𝑒 𝑟 𝑐

+ 𝜆 𝑙
𝑝𝑖 𝑥 

𝑙
𝑝𝑖 𝑥 + 𝜆 𝑙

𝑔 𝑟 𝑎 𝑑  𝑙
𝑔 𝑟 𝑎 𝑑 + 𝜆 𝑙

𝑝 𝑒 𝑟 𝑐  𝑙
𝑝 𝑒 𝑟 𝑐 ,

( 2)

h er e 𝜆 𝑔 𝑟 𝑎 𝑑 , 𝜆𝑝 𝑒 𝑟 𝑐 , 𝜆𝑙𝑝𝑖 𝑥 , 𝜆𝑙
𝑔 𝑟 𝑎 𝑑

a n d 𝜆 𝑙
𝑝 𝑒 𝑟 𝑐 ar e b al a n ci n g w ei g ht s. T h e i n di-

i d u al l o s s e s ar e a p pli e d s e p ar at el y o v er t h e n arr o w /l o c al f a ci al ar e a

𝑙 ( m ar k e d wit h t h e s u p er s cri pt 𝑙 a b o v e), b ut al s o t h e c o m pl et e i n p ut

m a g e 𝒙 t h at c o nt ai n s a l ar g er d e gr e e of c o nt e xt u al i nf or m ati o n. S u c h

n a p pr o a c h all o w s f or t h e t u ni n g of t h e o v e r all o bj e cti v e t o w ar d s

h e m o st e x pr e s si v e r e gi o n s of t h e f a c e, w hil e still t a ki n g t h e e n c o d e d

o nt e xt u al i nf or m ati o n i nt o a c c o u nt ( H u a n d R a m a n a n , 2 0 1 7 ). D et ail s
4

n t h e i n di vi d u al l o s s t er m s ( d efi n e d o v er 𝒙 ) ar e gi v e n b el o w:
• T h e pi x el l o s s ( 𝑝𝑖 𝑥 ) e n c o u r a g e s t h e D F D m o d el t o r e c o n str u ct

i m a g e s 𝒙 t h at ar e a s cl o s e a s p o s si bl e t o t h e ori gi n al i m a g e s 𝒙 i n

t er m s of l o w-l e v el pi x el i nt e n siti e s. I n ot h er w or d s, t h e l o s s ai m s

t o r e c o v er t h e e x a ct vi s u al a p p e ar a n c e of t h e i n p ut i m a g e fr o m

t h e f a c e t e m pl at e 𝒆 a n d i s d efi n e d b y a s q u ar e d 𝐿 2 err or n o r m:

 𝑝𝑖 𝑥 = ‖ 𝒙 − 𝒙 ‖ 2 = ‖ 𝒙 − 𝐷 (𝜉 (𝒙 ); 𝜃 𝐷 )‖ 2 . ( 3)

T h e 𝐿 2 l o s s c o n si d e r s e a c h pi x el i n di vi d u all y a n d n e gl e ct s c orr e-

l ati o n s b et w e e n n ei g h b ori n g pi x el s. T o a d dr e s s t hi s i s s u e, w e i n-

c or p or at e gr a di e nt a n d p er c e pt u al l o s s e s i nt o o ur o v er all l e ar ni n g

o bj e cti v e, a s d efi n e d i n t h e f oll o wi n g s e cti o n s.

• T h e g r a di e nt l o s s ( 𝑔 𝑟 𝑎 𝑑 ) s er v e s a c o m pl e m e nt ar y r ol e t o t h e

pi x el l o s s d efi n e d a b o v e. W h e n u si n g o nl y pi x el-l e v el l o s s e s, t h e

r e c o n str u ct e d i m a g e s 𝒙 t e n d t o b e o v erl y s m o ot h a n d wit h o ut

s h ar p e d g e s t h at ar e t y pi c all y k e y f or p er c ei vi n g t h e str u ct ur al

c o nt e nt of a n i m a g e ( M a et al. , 2 0 2 0 ). T o t hi s e n d, w e d efi n e t h e

gr a di e nt l o s s a s a s q u ar e d 𝐿 2 err or n or m i n t h e gr a di e nt d o m ai n

of t h e i m a g e. F or m all y, t hi s c a n b e writt e n a s:

 𝑔 𝑟 𝑎 𝑑 = ‖ ∇ 𝒙 − ∇ 𝒙 ‖ 2 = ‖ ∇ 𝒙 − ∇ 𝐷 (𝜉 (𝒙 ); 𝜃 𝐷 )‖ 2 . ( 4)

• T h e p e r c e pt u al l o s s ( 𝑝 𝑒 𝑟 𝑐 ) i s t h e fi n al c o m p o n e nt of t h e o pti-

mi z ati o n o bj e cti v e a n d h el p s t o p e n ali z e diff er e n c e s i n hi g h er-

l e v el s e m a nti c s b et w e e n t h e o ri gi n al a n d r e c o n str u ct e d i m a g e s.

T hi s l o s s i s p ar a m o u nt f or t h e c a p a biliti e s of t h e D F D m o d el,

a s it all o w s t o r e c o v er i m a g e s 𝒙 t h at c o nt ai n si mil ar s e m a n-

ti c c o nt e nt t o t h e i n p ut s, w hil e n ot r e q uiri n g p erf e ct p er- pi x el

c orr e s p o n d e n c e s. T hi s a s p e ct i s p arti c ul arl y i m p ort a nt f or D F D

si n c e s o m e of t h e i nf or m ati o n i niti all y c o nt ai n e d i n t h e f a c e

i m a g e 𝒙 m a y h a v e b e e n di s c ar d e d or a b str a ct e d a w a y d uri n g

t h e t e m pl at e- c o m p ut ati o n pr o c e s s, i. e., 𝜉 (𝒙 ). I n s pir e d b y t h e w or k

i n J o h n s o n et al. (2 0 1 6 ), w e d efi n e t h e p er c e pt u al l o s s i n t h e f or m

of a s q u ar e d 𝐿 2 err or n or m i n t h e f e at ur e s p a c e of a p er c e pt u al

n et w or k 𝜑 , i. e.,

 𝑝 𝑒 𝑟 𝑐 = ‖ 𝜑 (𝒙 ) − 𝜑 (𝒙 )‖ 2 = ‖ 𝜑 (𝒙 ) − 𝜑 (𝐷 (𝜉 (𝒙 ); 𝜃 𝐷 ))‖ 2 . ( 5)

N ot e t h at t h e a b o v e l o s s e s ar e d efi n e d o nl y o v er t h e i n p ut i m a g e s 𝒙 ,

b ut t h e s a m e d efi niti o n s al s o a p pl y f or t h e l o c al f a ci al r e gi o n s 𝒙 𝑙 a n d

t h e c orr e s p o n di n g l o s s e s  𝑙
𝑝𝑖 𝑥 , 

𝑙
𝑔 𝑟 𝑎 𝑑

a n d  𝑙
𝑝 𝑒 𝑟 𝑐 . T h e u s e of l o c al a n d

gl o b al l o s s e s all o w s u s t o p ut a d diti o n al e m p h a si s o n t h e c e ntr al r e gi o n,

w hil e al s o r e c o n str u cti n g t h e c o nt e xt i n a m e a ni n gf ul m a n n er. A s w e

d e m o n str at e e m piri c all y i n t h e e x p eri m e nt al s e cti o n, t hi s l e a d s t o mi n or

r e c o n str u cti o n i m pr o v e m e nt s.

It i s al s o w ort h e m p h a si zi n g t h at w e i nt e nti o n all y a v oi d a d v e r s ari al

l o s s e s (i n a G A N fr a m e w or k) w h e n l e ar ni n g t h e D F D d e c o d er. W hil e

s u c h l o s s e s h el p wit h t h e p h ot o-r e ali s m of t h e r e c o n str u cti o n s, t h e y ar e

k n o w n t o l e a d t o vi s u al di st orti o n s t h at i m p a ct t h e i nt er pr et ati o n of t h e

r e c o v er e d vi s u al i nf or m ati o n, a s e m p h a si z e d i n K or k m a z et al. (2 0 2 2 )

a n d Bl a u a n d Mi c h a eli (2 0 1 8 ).

3. 3. M o d el ar c hit e ct ur e a n d tr ai ni n g

W e u s e a n i n v ert e d V G G ar c hit e ct ur e f or t h e i m pl e m e nt ati o n of
t h e D F D d e c o d er 𝐷 (Y a sr a b , 2 0 1 8 ). S u c h a d e c o d e r ar c hit e ct ur e h a s
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been demonstrated to be highly suitable for various decoding tasks
(e.g., Badrinarayanan et al. (2017) and Deng et al. (2022b)) and to
ensure higher quality and more meaningful visual decoding results
than alternative designs based on, e.g., ResNets (Wang et al., 2021).
For the perceptual network , we explore two alternatives in the
remainder of the paper, i.e., a VGG-16 (Simonyan and Zisserman,
2015) and a ResNet-50 (He et al., 2016) model, both pretrained on
the VGGFace2 dataset for face recognition. For the perceptual features,
we pull activation maps from the conv4_3 layer of VGG-16 and from
the conv4_3_3 3 layer for the ResNet-50 model. To facilitate repro-
ducibility, we use the publicly available Keras implementations of the
two perceptual networks.2

During training, we employ the Adam optimizer with a learning
rate of 0.001 and set all balancing weights to 1. The training process is
limited to epochs, with early stopping if the validation loss does not
improve for three consecutive epochs. We note that the loss in our
loss function is known to sometimes cause instabilities during training
but we did not observe such issues during our training process. The
DFD model incorporates 4 dropout layers, each of which has a dropout
rate set to 0.5. To accommodate the network's input size, the cropped
face area is zero-padded for the local perceptual loss.

4. Experiments

In this section, we utilize the developed DFD model to analyze the
embedding space of two ConvNet-based face-recognition models. We
start the section with a short description of the experimental setup
and then present experiments that investigate: the capabilities of the
developed DFD decoder and the main characteristics of the two consid-
ered FR models, the behavior of the FR models and corresponding
templates w.r.t. different perturbations of the facial appearance, the
characteristics of different template construction strategies, and the
effect of template-modification techniques on the encoded information
content.

4.1. Experimental setting

4.1.1. Datasets
We use three publicly available datasets for the experiments. For

training and validation of the DFD model, we employ the large-scale
VGGFace2 dataset (Cao et al., 2018) and utilize the LFW (Huang
et al., 2008) and CelebA-HQ datasets (Lee et al., 2020) for the actual
experimentation. All three datasets were collected from the web and,
therefore, contain highly diverse facial images that allow us to study
various aspects of the FR models with challenging real-world data.
Details on the three datasets are provided below.

The VGGFace2 dataset consists of approximately 3.31 million
images of unique identities, collected from the internet. The
variability of the dataset is across pose, age, gender, and ethnicity
as well as a multitude of other similar factors, which makes it a
prime resource for training advanced deep learning models for
face-related tasks. The average resolution of the images in the
dataset is 137 180 pixels.
The LFW dataset is a popular face verification benchmark that
features over 13,000 labeled web images of 5749 individuals,
with 1680 people having two or more images. Similarly to VG-
GFace2, the dataset contains images captured in-the-wild with
rich real-world appearance variability. Because the Viola�Jones
(frontal) face detector (Viola and Jones, 2004) was applied for
the collection of the LFW images, the dataset is biased towards
frontal faces, while minor pose variations in terms of yaw are still
present.

2 Available from: https://github.com/rcmalli/keras-vggface.
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The CelebA-HQ dataset contains 30,000 web-harvested images,
all of which have been manually reviewed and corrected (and
enhanced) as needed for optimal quality. The images are of high
resolution, i.e., 1024 1024 pixels, and exhibit diversity in
facial attributes like hairstyles, expressions, makeup, eyeglasses,
and hats. Other sources of appearance variability include age,
ethnicity, gender, pose, and lighting conditions.

We process all datasets using a simple procedure to ensure a
common starting point for the experiments. Specifically, we use the
MTCNN (Zhang et al., 2016) face detector to detect and align face
images. Based on the detection window, we crop a rectangular patch
and resize it to 224 224 pixels.

4.1.2. FR models and decoding settings
Face recognition models have made significant progress over re-

cent years, but still mainly rely on standard ConvNet backbones and
different loss functions to achieve competitive performance. In this
work, we explore the embedding space of two distinct face recognition
models that differ both in the backbone architecture as well as
the optimization objective used during the learning stage. This allows
us to make observations for conceptually different (ConvNet) models
and empirically compare their characteristics. The two considered FR
models are:

VGG-16, the standard 16-layer ConvNet, initially introduced
in Simonyan and Zisserman (2015), that consists of a stack of
convolutional layers with small 3 3 filters, interspersed with
max-pooling layers, and a sequence of fully-connected layers at
the top. The model is initially trained on the VGGFace2 dataset
using a cross-entropy loss and then fine-tuned with a standard
triplet loss. We note that the face-specific version of the model
is sometimes also referred to as VGGFace-16 in the literature,
but we use the shorter name, i.e., VGG-16, hereafter for brevity.
In all experiments, the embeddings (face templates)
of the VGG-16 model are generated from the penultimate fully-
connected model layer, except when explicitly stated otherwise.
The model is, in general, quite heavily parameterized with around
138M parameters that need to be learned during training. On
the LFW database, VGG-16 achieves a 95.3% verification accu-
racy, whereas on the VGGFace2 database, it achieves a 69.2%
verification accuracy, as reported in Wang and Guo (2019).
ResNet-50, the 50�layer residual ConvNet from He et al. (2016),
again trained on the VGGFace2 dataset, using a softmax loss.
Different from the VGG-16 model presented above, the ResNet-
50 model contains skip connections, which help with the training
stability, but also impact the way the face images are encoded.
With 50 layers, the model is significantly deeper than VGG-16,
which is generally considered to be critical for robust data en-
coding. Compared to VGG-16, the ResNet-50 model is also fairly
lightweight with around 23M trainable parameters. The ResNet
embeddings needed for the experiments are computed
from the last global average pooling layer. As reported in Wang
and Guo (2019), the model yields a verification accuracy of 97.3%
on the LFW database and 73.4% on the VGGFace2 database.

Since the same models are also used as perceptual networks , when
raining the DFD decoder, we investigate four decoding settings in the
xperiments that correspond to:

White-box experiments: In this configuration, we assume that
we have access to the FR model , when training the DFD de-
coder , and, in turn, that the perceptual losses are defined
in the feature space of the investigated FR model. The white-
box experiments consist of employing the DFD decoder in two
scenarios: first, with the VGG-16 model, where the source of
perceptual features is also the VGG-16 model itself (referred to

as VGG�VGG); and second, with the ResNet FR model, where
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Fi g. 3. E x a m pl e D F D r e c o n str u cti o n s of s el e ct e d s a m pl e i m a g e s f r o m t h e L F W d at a s et: o ri gi n al i m a g e s ( 1 st r o w), r e c o n st r u cti o n s of t h e V G G – V G G D F D m o d el ( 2 n d r o w),

r e c o n str u cti o n s of t h e V G G – R e s N et D F D m o d el ( 3r d r o w), r e c o n str u cti o n s of t h e R e s N et – V G G D F D m o d el ( 4t h r o w), r e c o n str u cti o n s of t h e R e s N et – R e s N et D F D m o d el ( 5t h r o w).
t h e p er c e pt u al n et w or k d uri n g tr ai ni n g utili z e s t h e R e s N et m o d el

(r ef err e d t o a s R e s N et – R e s N et). It i s i m p ort a nt t o hi g hli g ht t h at

t h e p er c e pt u al f e at ur e s ar e d eri v e d n ot fr o m t h e e m b e d di n g s p a c e

of t h e F R m o d el, b ut r at h er fr o m s p e cifi c i nt er n al c o n v ol uti o n al

l a y er s, s o 𝑖 ≠ 𝑖 . T hi s di sti n cti o n h ol d s tr u e d e s pit e t h e f a ct t h at

t h e s a m e C o n v N et m o d el i s utili z e d f or t h e i m pl e m e nt ati o n of 𝑖

a n d 𝑖 .

• Bl a c k- b o x e x p e ri m e nt s : I n t hi s c o nfi g ur ati o n, w e o p er at e u n-

d er t h e pr e mi s e of h a vi n g a c c e s s s ol el y t o t h e c al c ul at e d f a c e

t e m pl at e s, wit h o ut dir e ct a c c e s s t o t h e a ct u al F R m o d el. C o n s e-

q u e ntl y, a di sti n ct n et w or k fr o m t h e t ar g et e d F R m o d el (t o b e

a n al y z e d) s er v e s a s t h e ori gi n of p er c e pt u al f e at u r e s. T hi s c o n-

fi g ur ati o n c orr e s p o n d s t o a m or e r e ali sti c s etti n g, w h er e t h e D F D

d e c o d er h a s t o b e l e ar n e d fr o m a c oll e cti o n of f a c e e m b e d di n g s

a n d c orr e s p o n di n g e nr oll m e nt i m a g e s. T h e bl a c k- b o x e x p eri m e nt s

i n v ol v e tr ai ni n g t h e D F D d e c o d er f or t h e V G G- 1 6 m o d el u si n g

p er c e pt u al f e at ur e s pr o vi d e d b y t h e R e s N et m o d el (r ef err e d t o

a s V G G – R e s N et), a s w ell a s o pti mi zi n g t h e R e s N et D F D d e c o d er

wit h p er c e pt u al f e at ur e s fr o m t h e V G G- 1 6 m o d el (r ef err e d t o a s

R e s N et – V G G).

4. 2. D F D v ali d ati o n

I n t h e fir st s eri e s of e x p eri m e nt s, w e i n v e sti g at e t h e r e c o n str u c-

ti o n c a p a biliti e s of t h e pr o p o s e d D F D d e c o d er a n d st u d y s o m e i niti al

c h ar a ct eri sti c s of t h e V G G a n d R e s N et F R m o d el s t hr o u g h q u alit ati v e

e x p eri m e nt s. T o v ali d at e t h e s uit a bilit y of t h e D F D m o d el s a s a vi s u al-

i z ati o n t o ol t h at c a n b e u s e d t o i n v e sti g at e t h e c h ar a ct eri sti c s of t h e

e m b e d di n g s p a c e of C o n v N et- b a s e d F R m o d el s, w e al s o a n al y z e t h e

m o d el i n c o m p ari s o n t o c o m p eti n g s ol uti o n s fr o m t h e lit e r at ur e a n d

e x pl or e t h e i m p a ct of t h e i n di vi d u al l o s s t er m s o n p erf or m a n c e wit hi n

a n a bl ati o n st u d y.

4. 2. 1. Vis u ali zi n g f a c e t e m pl at es wit h D F D

E x pl o ri n g b a c k b o n e s . I n Fi g. 3 , w e pr e s e nt t h e r e c o n str u cti o n s of a

di v er s e s et of i m a g e s fr o m t h e L F W d at a s et i n t h e w hit e- a n d bl a c k-

b o x d e c o di n g s c e n ari o s. S e v er al i nt er e sti n g o b s er v ati o n s c a n b e m a d e

fr o m t h e pr e s e nt e d e x a m pl e s: (𝑖) T h e w hit e a n d bl a c k- b o x s c e n ari o s

b ot h l e a d t o vi s u all y si mil ar r e s ult s w h e n d e c o di n g t h e e m b e d di n g s of
6

a s p e cifi c F R m o d el. T hi s s u g g e st s t h at t h e s o ur c e of p er c e pt u al f e at u r e s
i s l e s s i m p ort a nt w h e n l e ar ni n g t h e D F D m o d el t h a n t h e c h ar a ct eri sti c s

of t h e F R e m b e d di n g s p a c e, w h er e t h e vi s u al i nf or m ati o n i s e n c o d e d.

M or e i m p ort a ntl y, t hi s fi n di n g i m pli e s t h at e v e n wit h o ut a c c e s s t o t h e

t ar g et e d F R m o d el, it i s p o s si bl e t o r e c o n str u ct a si mil ar a m o u nt of

i nf or m ati o n, a s i n t h e c a s e w h e n t h e t ar g et e d F R m o d el i s a v ail a bl e a n d

c o m pl et el y tr a n s p ar e nt. T hi s al s o s u g g e st s t h at c ert ai n t y p e s of m o d el

o bf u s c ati o n s ar e m or e eff e cti v e t h a n ot h er s at pr e v e nti n g t e m pl at e

i n v er si o n att a c k s. N a m el y, t h at c o n c e al m e nt of m o d el ar c hit e ct ur e i s

i n s uffi ci e nt at pr e v e nti n g t e m pl at e i n v er si o n att a c k s if t h e att a c k er h a s

a m e a n s of o bt ai ni n g i m a g e-f e at ur e p air s t o tr ai n a t e m pl at e d e c o d er.

(𝑖𝜉) T h e r e c o n str u cti o n s fr o m t h e V G G e m b e d di n g s e x hi bit hi g h er c or-

r e s p o n d e n c e wit h t h e ori gi n al i n p ut s a m pl e s t h a n t h e r e c o n str u cti o n s,

pr o d u c e d fr o m t h e R e s N et t e m pl at e s. Wit h t h e V G G e m b e d di n g s, m a n y

v ari a bl e i m a g e attri b ut e s, s u c h a s p o s e, a c c e s s ori e s, a n d b a c k gr o u n d

i nf or m ati o n, still a p p e ar t o b e pr e s e nt i n t h e r e c o v er e d i m a g e s, w h er e a s

t h e s a m e attri b ut e s ar e l ar g el y r e m o v e d t hr o u g h t h e R e s N et e m b e d di n g.

T hi s o b s er v ati o n p oi nt s t o w ar d s b ett er F R r o b u st n e s s of t h e R e s N et

m o d el a n d m or e s uit a bl e e n c o di n g i n t h e e m b e d di n g s p a c e. (𝒆𝜉𝒙) P arti al

f a c e o c cl u si o n s ar e t r e at e d diff er e ntl y b y t h e t w o F R m o d el s. W hil e

t h e V G G e m b e d di n g s s e e m t o e n c o d e t h e o c cl u si o n s a s s e m a nti c all y

m e a ni n gf ul i m a g e attri b ut e s ( e. g., a s p art of t h e b a c k gr o u n d — s e e

3r d a n d 4t h c ol u m n, a s p art of t h e b o d y / h air — s e e 5t h a n d 7t h

c ol u m n, f a c e c ol or c h a n g e s — s e e 8t h a n d 9t h c ol u m n of Fi g. 3 ), t h e

R e s N et e m b e d di n g o nl y r et ai n i nf or m ati o n fr o m t h e i nf or m ati v e p art

of t h e f a ci al r e gi o n a n d di s c ar d t h e r e st. T hi s p oi nt t o f u n d a m e nt al

diff er e n c e s i n t h e b e h a vi or of b ot h m o d el s a n d pr o vi d e s i n si g ht i nt o

t h e p erf or m a n c e of b ot h m o d el s o b s er v e d i n t h e lit er at ur e ( G r m et al. ,

2 0 1 8 ).

E x pl o ri n g l o s s f u n cti o n s . Fi g. 4 s h o w s r e c o n str u cti o n s o bt ai n e d u si n g

t w o di sti n ct l o s s f u n cti o n s f or tr ai ni n g t h e e m b e d di n g n et w or k: S oft M a x

a n d Ar c F a c e, b ot h i m pl e m e nt e d u si n g t h e R e s N et 5 0 b a c k b o n e. Ar c F a c e,

b uilt u p o n a n a n g ul ar- m ar gi n s oft m a x l o s s, i s s p e cifi c all y d e si g n e d t o

e n h a n c e i nt e r- cl a s s s e p ar ati o n i n f a ci al r e c o g niti o n a n d r o b u st n e s s t o

i d e ntif y v ari ati o n. D e s pit e t hi s, o ur r e s ult s d e m o n str at e t h at Ar c F a c e

e m b e d di n g s still e n c o d e c o m m o n i d e ntit y v ari ati o n s i n p o s e, ill u mi n a-

ti o n, a n d e x pr e s si o n. F urt h er m o r e, w e o b s er v e t h at t h e e m b e d di n g s al s o

e n c o m p a s s d et ail s of f a ci al a c c e s s ori e s, li k e e y e gl a s s e s. Si n c e t hi s i nf or-

m ati o n d o e s n ot i n h er e ntl y p ert ai n t o i d e ntit y, it s pr e s e n c e i n di c at e s

t h at t h er e i s still r o o m f or r efi n e m e nt i n a c hi e vi n g m or e c o m p a ct a n d
di s cri mi n ati v e f a ci al r e pr e s e nt ati o n s.
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Fi g. 4. R e c o n st r u cti o n s d e ri v e d u si n g S oft M a x a n d A r c F a c e l o s s f u n cti o n s wit h t h e R e s N et 5 0 b a c k b o n e. Alt h o u g h A r c F a c e i s d e si g n e d t o e n h a n c e i nt er- cl a s s s e p ar ati o n i n f a ci al

r e c o g niti o n, b ot h e m b e d di n g s c a pt u r e v ari ati o n s i n p o s e, ill u mi n ati o n, a n d e x pr e s si o n. Ar c F a c e r e c o n st r u cti o n s diff er fr o m S oft M a x i n t h e n u a n c e d e n c o di n g of f a ci al a c c e s s ori e s,

s u c h a s e y e gl a s s e s, a n d t h e d eli n e ati o n of f a ci al b o r d er s.
Fi g. 5. R e c o n st r u cti o n s of e m b e d di n g s of t w o diff er e nt si z e s wit h V G G- 1 6 b a c k b o n e. T h e 4 0 9 6- di m e n si o n al e m b e d di n g s ar e c o m p ut e d f r o m t h e l a st f ull y c o n n e ct e d l a y er, wit h

t h e cl a s sifi c ati o n l a y e r b ei n g di s c a r d e d. T h e 5 1 2- di m e n si o n al e m b e d di n g s ar e d eri v e d b y a v er a gi n g t h e o ut p ut of t h e l a st c o n v ol uti o n al l a y e r.
E x pl o ri n g e m b e d di n g di m e n si o n alit y . Fi g. 5 d e pi ct s t h e r e c o n str u c-

ti o n s b a s e d o n e m b e d di n g s of t w o di sti n ct di m e n si o n s, b ot h utili zi n g

t h e V G G- 1 6 ar c hit e ct ur e a s t h eir b a c k b o n e. E m b e d di n g s of 4 0 9 6 di-

m e n si o n s ar e d eri v e d fr o m t h e fi n al f ull y- c o n n e ct e d l a y er, e x cl u di n g

t h e cl a s sifi c ati o n l a y er. C o n v er s el y, t h e 5 1 2- di m e n si o n al e m b e d di n g s

ar e o bt ai n e d b y a v er a gi n g t h e o ut p ut s fr o m t h e t er mi n al c o n v ol u-

ti o n al l a y er. B ot h t h e s e l a y er s ar e fr e q u e ntl y e m pl o y e d i n t h e lit er a-

t ur e f or e m b e d di n g e xtr a cti o n. O b s er v ati o n s s u g g e st t h at t h e n u m b er

of di m e n si o n s i n t h e e m b e d di n g s e x ert s mi ni m al i nfl u e n c e o n t h e

q u alit y of t h e r e c o n str u cti o n s. H o w e v er, t h e r e c o n str u cti o n s fr o m t h e

l o w er- di m e n si o n al e m b e d di n g s e x hi bit f e w er artif a ct s. T hi s di sti n cti o n

mi g ht b e attri b ut e d m or e t o t h e i n h er e nt c h ar a ct eri sti c s of t h e e m-

b e d di n g l a y er s ( c o n v ol uti o n al v er s u s f ull y- c o n n e ct e d) r at h er t h a n t h e

di m e n si o n alit y it s elf.

4. 2. 2. C o m p aris o n wit h c o m p eti n g i n v ersi o n t e c h ni q u es

T o p ut t h e d e c o di n g r e s ult s pr o d u c e d b y o ur D F D m o d el i nt o

p er s p e cti v e, w e c o n d u ct a vi s u al c o m p ari s o n b et w e e n t h e D F D r e-

c o n str u cti o n s a n d t h e r e c o n str u cti o n s g e n er at e d b y t w o c o nt e m p o-

r ar y st at e- of-t h e- art ( S O T A) t e m pl at e i n v er si o n t e c h ni q u e s, pr o p o s e d

b y D o n g et al. (2 0 2 1 ) a n d M ai et al. (2 0 1 9 ). W e n ot e, h o w e v e r, t h at

t h e c o m p eti n g t e c h ni q u e s w er e d e v el o p e d t o st u d y t e m pl at e i n v er si o n

att a c k s, w h er e t h e g o al i s t o pr o d u c e a s a m pl e i m a g e fr o m t h e gi v e n

t e m pl at e t h at s u c c e s sf ull y m at c h e s wit h a s u bj e ct e nr oll e d i n a f a c e

r e c o g niti o n s y st e m. T h u s, t h e g e n e r at e d i m a g e s ar e all o w e d t o l o o k

diff er e ntl y fr o m t h e i n p ut i m a g e, a s l o n g a s t h e F R m o d el r e c o g ni z e s

t h e s u bj e ct i n t h e t w o i m a g e s a s b ei n g t h e s a m e.

F or a f air c o m p ari s o n, w e e xtr a ct e d t h e vi s u al r e s ult s dir e ctl y fr o m

t h e r el e v a nt ori gi n al p a p er s (i. e., D o n g et al. (2 0 2 1 ) a n d M ai et al.

(2 0 1 9 )) a n d a p pli e d t h e D F D m o d el t o t h e s a m e t e st i m a g e s. I n Fi g s. 6

a n d 7 w e pr e s e nt a vi s u al c o m p ari s o n of t h e g e n er at e d r e s ult s t o g et h er
7

wit h P e a k- Si g n al-t o- N oi s e- R ati o ( P S N R) s c or e s t h at m e a s ur e t h e q u alit y
of t h e r e c o n str u cti o n s i n c o m p ari s o n t o t h e ori gi n al i n p ut i m a g e s. A s

c a n b e o b s er v e d, t h e D F D m o d el c o n si st e ntl y yi el d s hi g h er P S N R v al u e s

t h a n t h e t w o c o m p etit or s, w hil e e n s u ri n g c o m p etiti v e vi s u al q u alit y

of t h e r e c o n str u cti o n s b ot h i n t h e w hit e- b o x a s w ell a s i n t h e bl a c k-

b o x s etti n g. C o m p ar e d t o t h e r e s ult s of t h e c o m p eti n g t e c h ni q u e s,

D F D g e n er at e s r e c o n str u cti o n s wit h hi g h er c orr e s p o n d e n c e t o t h e i n p ut

s a m pl e s, c o m p etiti v e i d e ntit y-r e c o v er y / vi s u ali z ati o n c a p a biliti e s, a n d

vi s u al c h ar a ct eri sti c s t h at t o a l ar g e e xt e nt d e p e n d o n t h e F R m o d el

utili z e d t o pr o d u c e t h e i niti al f a c e t e m pl at e s. T h u s, t h e pr e s e nt e d r e s ult s

r e affir m t h e s uit a bilit y of t h e D F D m o d el a s a t o ol f or st u d yi n g a n d

i nt er pr eti n g t h e e m b e d di n g s p a c e of C o n v N et- b a s e d F R m o d el s.

4. 2. 3. A bl ati o n st u d y

T o f urt h er v ali d at e t h e D F D m o d el, w e pr e s e nt i n T a bl e 1 a n

a bl ati o n st u d y t h at e x pl or e s t h e i m p a ct of t h e i n di vi d u al l o s s t er m s

fr o m E q. (2) . A s t h e diff er e nt D F D c o nfi g ur ati o n s ar e aff e ct e d b y t h e

l o s s t er m s si mil arl y, w e pr e s e nt r e s ult s f or t h e V G G – R e s N et D F D v ari a nt

e x cl u si v el y t o m ai nt ai n t a bl e br e vit y. T w o i m p ort a nt o b s er v ati o n s c a n

b e m a d e fr o m t h e s e r e s ult s: (𝑖) All of t h e c o n si d er e d l o s s e s c o nt ri b ut e

t o t h e p er c e pt u al q u alit y of t h e r e c o v er e d i m a g e s a n d i m pr o v e t h e

( a v er a g e) P e a k Si g n al T o N oi s e R ati o ( P S N R), Str u ct ur al Si mil arit y

( S SI M) (H or é a n d Zi o u , 2 0 1 0 ), a n d L e ar n e d P er c e pt u al I m a g e P at c h

Si mil arit y ( L PI P S) ( Z h a n g et al. , 2 0 1 8 ) s c or e s of t h e r e c o n str u cti o n s

t h at m e a s ur e t h e c orr e s p o n d e n c e wit h t h e ori gi n al i n p ut i m a g e s. A s

c a n b e s e e n, i n c or p or ati n g l o c al l o s s e s si g nifi c a ntl y e n h a n c e s t h e r e c o n-

str u cti o n of t h e m o st e x pr e s si v e f a ci al r e gi o n s s u c h a s t h e m o ut h, n o s e,

a n d e y e s w hil e l e a di n g t o mi n or q u a ntit ati v e i m pr o v e m e nt. T h e u s e

of p er c e pt u al l o s s a d d s mi n or l o w-l e v el i m a g e artif a ct s a n d w h e n u s e d

e x cl u si v el y c a u s e s gl o b al c ol or err or s, c a u si n g a w a s h e d- o ut a p p e ar a n c e

i n t h e r e c o n str u ct e d i m a g e. Si mil arl y, e x cl u si v el y utili zi n g eit h er t h e

pi x el l o s s or gr a di e nt l o s s al s o yi el d s s u b p ar f a ci al r e c o n str u cti o n s w h e n
c o m p ar e d t o t h e o ut p ut e n s ur e d b y t h e c o m pl et e l o s s f u n cti o n fr o m ( 2).
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Fi g. 6. Vi s u al c o m p ari s o n wit h S O T A: o ri gi n al i m a g e s fr o m L F W ( 1 st r o w), r e c o n st r u cti o n s fr o m D o n g et al. (2 0 2 1 ) ( 2 n d r o w), D F D r e c o n str u cti o n s (f r o m 3r d r o w o n w ar d). B el o w

h e i m a g e s ar e t h e P S N R v al u e s o bt ai n e d i n c o m p ari s o n t o t h e ori gi n al s f r o m t h e fir st r o w.
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𝑖𝑖) W hil e t h e diff er e nt l o s s e s i m p a ct t h e vi s u al a p p e ar a n c e a n d p er c e p-

u al q u alit y of t h e r e c o n str u cti o n s, t h e y d o n ot aff e ct h o w t h e e n c o d e d

a ci al i nf or m ati o n i s vi s u ali z e d. F or e x a m pl e, i m a g e attri b ut e s, s u c h

s p o s e, h at s, h air, a n d p arti al o c cl u si o n s ar e i nt er pr et e d si mil arl y,

i s u al b a c k gr o u n d i nf or m ati o n i s still c o m p ar a bl e i n all i m a g e s, a n d

v er all, all a s p e ct s i m p ort a nt f or t h e i nt er pr et ati o n of t h e e m b e d di n g

p a c e r e m ai n st a bl e w h e n u si n g diff er e nt l o s s c o m bi n ati o n s, w hi c h i s

m p ort a nt f o r t h e a p pli c a bilit y of t h e D F D m o d el.

I n t h e l o w er p art of T a bl e 1 , w e s h o w vi s u al r e s ult s f or all f o ur

o n si d er e d D F D v ari a nt s w h e n u si n g t h e c o m pl et e l o s s f u n cti o n fr o m

q. ( 2). N ot e t h at t h e r e c o n str u cti o n s fr o m t h e R e s N et e m b e d di n g s

e n er all y l e a d t o s o m e w h at l o w er c orr e s p o n d e n c e s c or e s ( P S N R, S SI M,

PI P S) t h a n t h eir V G G- b a s e d c o u nt er p art. H o w e v er, t hi s c a n b e a s-

ri b e d t o t h e pr o p erti e s of t h e R e s N et e m b e d di n g s, w hi c h a p p e ar t o

b str a ct a w a y a c o n si d er a bl e a m o u nt of p o s e a n d b a c k gr o u n d i nf or m a-

i o n, ( w hi c h i s hi g hl y d e sir e d t o e n s ur e t h e r o b u st n e s s of F R m o d el s)

n d c o n s e q u e ntl y l e a d t o l o w er c orr e s p o n d e n c e wit h t h e i niti al i n p ut

a m pl e s.

. 3. U n d erst a n di n g a p p e ar a n c e v ari ati o ns

I n t h e n e xt s eri e s of e x p eri m e nt s, w e a p pl y t h e D F D m o d el t o e x pl or e
8

o w v ari o u s a p p e ar a n c e p ert ur b ati o n s i m p a ct t h e i nf or m ati o n e n c o d e d a
n t h e f a c e t e m pl at e s. W e st u d y t hr e e diff er e nt t y p e s of p ert ur b ati o n s,

. e.: (𝑖) g e o m etri c p ert u r b ati o n s, s p e cifi c all y, f a c e r ot ati o n, tr a n sl ati o n

n d s c ali n g, (𝑖𝑖) p arti al o c cl u si o n s of s ali e nt f a ci al r e gi o n s, a n d (𝑖𝜉𝒆)

d diti o n s of a d v er s ari al n oi s e.

. 3. 1. G e o m etri c p ert ur b ati o ns

W h e n i n v e sti g ati n g t h e i m p a ct of g e o m etri c p ert ur b ati o n s o n f a c e

m b e d di n g s, w e ar e p arti c ul arl y i nt er e st e d i n t h e e q ui v a ri a n c e pr o p-

rti e s of t h e c o n si d er e d F R m o d el s. I n ot h er w or d s, w e ar e i nt er e st e d

n w h et h er t h e g e o m etri c tr a n sf or m ati o n s of t h e i n p ut i m a g e s, s u c h

s r ot ati o n s or tr a n sl ati o n s, c a n al s o b e m o d el e d i n t h e e m b e d di n g

p a c e of C o n v N et- b a s e d F R t e c h ni q u e s. S u c h pr o p erti e s h a v e i m p ort a nt

m pli c ati o n s f or t h e d e si g n of F R s y st e m s i n pr a cti c e, b e c a u s e of t h eir

ot e nti al f or d e si g ni n g tr a n sf or m ati o n-i n v ari a nt f a c e r e pr e s e nt ati o n s

n d f or e n h a n ci n g t h e r o b u st n e s s of e xi sti n g r e c o g niti o n m o d el s t o-

ar d s off- c e nt er a n d off- a n gl e f a c e s t hr o u g h a t e m pl at e a u g m e nt ati o n

r o c e s s.

T o e x pl or e t h e e q ui v ari a n c e of C o n v N et- b a s e d F R m o d el s, w e l e ar n

h e g e o m et ri c tr a n sf or m ati o n s dir e ctl y i n t h e f a c e e m b e d di n g s p a c e

si n g a s u b s et of t r ai ni n g i m a g e s fr o m t h e V G G F a c e 2 d at a s et. H er e,

e fir st a p pl y s p e cifi c g e o m etri c tr a n sf or m ati o n s t o t h e tr ai ni n g i m a g e s
n d t h e n c al c ul at e t h e l e a st s q u ar e s e sti m at e ( G ol u b a n d v a n L o a n ,
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Fi g. 7. Vi s u al c o m p a ri s o n wit h S O T A: ori gi n al i m a g e s f r o m L F W (fi r st r o w), r e c o n st r u cti o n s fr o m M ai et al. (2 0 1 9 ) ( s e c o n d r o w), D F D r e c o n st r u cti o n s (t hir d r o w). B el o w t h e

i m a g e s ar e t h e P S N R v al u e s o bt ai n e d i n c o m p a ri s o n t o t h e o ri gi n al s fr o m t h e fi r st r o w.
2 0 1 3 ) of t h e m a p pi n g p ar a m et er s b et w e e n t h e ori gi n al i m a g e e m b e d-

di n g s a n d t h e e m b e d di n g s of t h e c orr e s p o n di n g tr a n sf or m e d i m a g e s.

T h e r el ati o n s hi p i s d efi n e d b y

𝑖 = ar g mi n
𝑖

𝑖∑

𝑖= 1

‖ 𝑖 𝑖 − 𝜉 𝒆 (𝜉 ′
𝒙 )‖

2 , ( 6)

w h er e 𝒙 r e pr e s e nt s t h e e sti m at e d m a p pi n g p ar a m et er s, w hil e 𝐷 𝒙 a n d
′
𝐷 d e n ot e t h e e m b e d di n g s of t h e ori gi n al a n d tr a n sf or m e d i m a g e s,

e s p e cti v el y, a n d 𝜃 d e n ot e s t h e n u m b er of i m a g e s u s e d t o c o m p ut e t h e

a p pi n g. T h e (li n e ar) m a p pi n g f u n cti o n 𝐷 𝑟 i s p ar a m et eri z e d b y 𝜃 a n d

p pli e d t o t h e tr a n sf or m e d i m a g e e m b e d di n g s. I n c a s e t h e c o n si d er e d

R m o d el s ar e i n f a ct e q ui v ari a nt wit h r e s p e ct t o t h e g e o m etri c tr a n s-

or m ati o n, t h e l e ar n e d m a p pi n g f or e a c h tr a n sf or m ati o n t y p e s h o ul d

ll o w u s t o m o dif y t h e e m b e d di n g s of a gi v e n tr a n sf or m e d f a c e i m a g e

u c h t h at t h e r e c o n str u cti o n of t h e m o difi e d e m b e d di n g a p p e ar s i n it s

niti al f or m, i. e., wit h t h e tr a n sf or m ati o n u n d o n e.

W e vi s u all y e x a mi n e t h e i m p a ct of t h e m a p pi n g f or t h e f oll o wi n g

e o m etri c p ert ur b ati o n s:

• R ot ati o n s. T o e sti m at e t h e m a p pi n g t h at m o d el s r ot ati o n s i n

t h e e m b e d di n g s p a c e, w e a n al y z e t h e r el ati o n s hi p b et w e e n a

s et of e m b e d di n g s f or t h e ori gi n al f a c e i m a g e s (i n a n u pri g ht

ori e nt ati o n) a n d t h e e m b e d di n g s of t h e i n p ut i m a g e s r ot at e d i n
◦

9

3 0 i n cr e m e nt s, a s s h o w n i n Fi g. 8( a) . T hr o u g h t hi s pr o c e s s, w e
l e ar n t h e m a p pi n g f or e a c h 3 0◦ r ot ati o n st e p, w hi c h all o w s u s t o

tr a n sf or m t h e e m b e d di n g of a n y gi v e n r ot at e d f a c e i m a g e, s u c h

t h at t h e r e c o n str u ct e d i m a g e a p p e ar s u pri g ht. A c o m p ari s o n of

t h e r e c o n str u cti o n r e s ult s wit h o ut (Fi g. 8( b) ) a n d wit h (Fi g. 8( c) )

t h e l e ar n e d tr a n sf or m ati o n s d e m o n str at e s t h at t h e c o n si d er e d F R

m o d el s i n d e e d e x hi bit a c ert ai n l e v el e q ui v ari a n c e wit h r e s p e ct

t o r ot ati o n s. T h e r e c o v er e d f a c e s ar e virt u all y u nr e c o g ni z a bl e f or

b ot h F R m o d el s wit h r ot ati o n a n gl e s gr e at er t h a n 3 0 ◦ (i n eit h er

dir e cti o n) w h e n d e c o d e d fr o m t h e ori gi n al u n alt er e d e m b e d di n g s

(Fi g. 8( b) ). C o n v er s el y, t h e f a c e s b e c o m e pr o p erl y di s c e r ni bl e

w h e n t h e m a p pi n g i s a p pli e d i n t h e e m b e d di n g s p a c e. I n t hi s c a s e,

t h e r ot ati o n i s n ot o nl y c o m p e n s at e d f or, t h e r e c o n str u ct e d f a c e s

al s o c orr e s p o n d r e a s o n a bl y w ell i n t e r m s of a p p e ar a n c e t o t h e

r e c o n str u cti o n s of t h e u nr ot at e d i m a g e s, a s s e e n fr o m Fi g. 8( c) .

• T r a n sl ati o n s. T o m o d el tr a n sl ati o n s wit hi n t h e e m b e d di n g s p a c e,

w e e sti m at e t h e m a p pi n g 𝐷 𝜃 o n tr ai ni n g i m a g e s s hift e d i n f o ur

di sti n ct dir e cti o n s. T hr o u g h t hi s pr o c e s s, w e a c q uir e e m b e d di n g

tr a n sf or m ati o n s f or e a c h tr a n sl ati o n dir e cti o n, e n a bli n g u s t o

m o dif y t h e e m b e d di n g of a gi v e n s hift e d f a c e i m a g e s u c h t h at it s

r e c o n str u cti o n a p p e ar s c e nt er e d. W h e n l o o ki n g at t h e r e c o n str u c-

ti o n r e s ult s wit h o ut (Fi g. 9( a) ) a n d wit h (Fi g. 9( b) ) t h e l e ar n e d

tr a n sf or m ati o n s, w e o b s er v e t h at: (𝐷) t h e V G G e m b e d di n g s a r e i m-

p a ct e d s e v er el y fr o m tr a n sl ati o n s of t h e f a ci al i m a g e s a n d p o orl y
e n c o d e i d e ntit y i nf or m ati o n if t h e f a c e s ar e n ot w ell ali g n e d.
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T a bl e 1

A bl ati o n st u d y e x pl ori n g t h e i m p a ct of diff er e nt l o s s f u n cti o n s a n d m o d el v a ri a nt s.
W hil e o n e c o ul d ar g u e t h at t hi s i s a pr o p ert y of t h e D F D m o d el

t h at i s tr ai n e d o n ali g n e d f a c e i m a g e s, t h e r e s ult s f or t h e R e s N et

e m b e d di n g s s u g g e st t h e o p p o sit e, si n c e r e a s o n a bl e r e c o n str u c-

ti o n s ar e s e e n f or t h e r e c o v er e d i m a g e s i n Fi g. 9( a) d e s pit e t h e

tr a n sl at e d i n p ut s. T hi s r e s ult a g ai n s p e a k s of t h e r o b u st n e s s of

R e s N et e m b e d di n g s, w hi c h a p p e ar t o e x hi bit b ett er i n v ari a n c e

w.r.t. t o i n p ut tr a n sl ati o n s t h a n t h e V G G F R c o u nt e r p art s. (𝑖𝑖)

Aft er a p pl yi n g t h e e m b e d di n g tr a n sf or m s, b ot h V G G a n d R e s N et

m o d el s l e a d t o m or e c o n si st e nt r e c o n str u cti o n s, s u g g e sti n g t h at

it i s p o s si bl e t o d e vi s e mi s ali g n m e nt- c o m p e n s ati o n t e c h ni q u e s
1 0

dir e ctl y i n t h e e m b e d di n g s p a c e of C o n v N et- b a s e d F R m o d el s
t hr o u g h si m pl e li n e ar tr a n sf or m s, w hi c h i s p arti c ul arl y str o n g

fi n di n g, n ot r e p ort e d e arli e r i n t h e o p e n lit er at ur e, t o t h e b e st of

o ur k n o wl e d g e.

• S c ali n g. T o m o d el s c ali n g i n t h e e m b e d di n g s p a c e, w e e sti m at e

t h e m a p pi n g 𝑖 𝑖 o n a s et of tr ai ni n g i m a g e s s c al e d b y 0. 5 a n d

1. 5, a s ill u str at e d i n Fi g. 1 0 . Fr o m t hi s pr o c e s s, w e fir st l e ar n

t h e e m b e d di n g tr a n sf or m ati o n s f or e a c h s c al e c h a n g e a n d t h e n

tr a n sf or m t h e e m b e d di n g of a gi v e n s c al e d f a c e i m a g e, s o t h at t h e

r e c o n str u cti o n a p p e ar s wit h a n e utr al s c ali n g. Fr o m t h e r e s ult s i n

Fi g. 1 0( a) , w e a g ai n s e e t h at t h e V G G F R m o d el i s s e n siti v e t o t h e
s c al e of t h e i n p ut f a c e i m a g e s. wit h t h e g e n er at e d e m b e d di n g s
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Fi g. 8. R ot ati o n s i n t h e e m b e d di n g s p a c e: ( a) i n p ut i m a g e s r ot at e d b y diff er e nt d e gr e e s; ( b) r e c o n str u cti o n s fr o m t h e n o n-tr a n sf o r m e d e m b e d di n g s of t h e i n p ut i m a g e s; ( c)

e c o n str u cti o n s f r o m t h e tr a n sf or m e d e m b e d di n g s of t h e i n p ut i m a g e s.
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l e a di n g t o i m a g e r e c o n str u cti o n s wit h p o orl y vi si bl e f e at ur e s

a n d li mit e d i d e ntit y c orr e s p o n d e n c e. T h e R e s N et e m b e d di n g s,

o n t h e ot h er h a n d, still e n c o d e i d e ntit y i nf or m ati o n t o a c ert ai n

e xt e nt a n d n at u r all y a c c o u nt f or t h e i n p ut s c al e c h a n g e s. W h e n

t h e l e ar n e d m a p pi n g i s a p pli e d i n t h e e m b e d di n g s p a c e, t h e

tr a n sf or m e d t e m pl at e s ( V G G a n d R e s N et) b ett er c o m p e n s at e f or

t h e s c al e c h a n g e s a n d l e a d t o c o n si st e nt a n d s c al e- n or m ali z e d

r e c o n str u cti o n s.

W e d e m o n str at e t h e i m p ort a n c e ( a n d s o m e of t h e i m pli c ati o n s) of
1 1

h e o b s er v ati o n s m a d e a b o v e t hr o u g h f a c e- v erifi c ati o n e x p eri m e nt s o n p
h e L F W d at a s et. S p e cifi c all y, w e c o m p ar e t h e v erifi c ati o n p erf or m a n c e

f t h e ori gi n al L F W i m a g e s a c c or di n g t o t h e st a n d ar d pr ot o c ol a n d t h e

erf or m a n c e, w h e n o n e of t h e i m a g e s i n e a c h p air i s g e o m etri c all y

ert ur b e d (i. e., eit h er r ot at e d b y 3 0 ◦ , h ori z o nt all y tr a n sl at e d b y 2 0 % of

h e wi dt h of t h e d et e cti o n wi n d o w, s c al e d t o 0. 5 of t h e ori gi n al si z e).

e c o n si d er b ot h s c e n ari o s, wit h a n d wit h o ut t h e m a p pi n g pr o c e d ur e

n t h e e m b e d di n g s p a c e. A s c a n b e s e e n fr o m t h e r e s ult s i n T a bl e 2 , f or

a c h t y p e of g e o m etri c p ert ur b ati o n, t h e m a p pi n g pr o c e d ur e l e a d s t o

m pr o v e d v erifi c ati o n p erf or m a n c e. N ot a bl y, t hi s i m pr o v e m e nt i s m or e
r o n o u n c e d i n t h e c a s e of t h e V G G e m b e d di n g s, w hi c h a p p e ar t o b e l e s s
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Fi g. 9. Tr a n sl ati o n s i n t h e e m b e d di n g s p a c e: ( a) r e c o n st r u cti o n s fr o m t h e n o n-tr a n sf or m e d e m b e d di n g s of t h e i n p ut i m a g e s; ( b) r e c o n st r u cti o n s f r o m t h e tr a n sf or m e d e m b e d di n g s

of t h e i n p ut i m a g e s.
t

r o b u st t o i m a g e tr a n sf or m ati o n t h a n t h e R e s N et e m b e d di n g s. N o n et h e-

l e s s, t h e o b s er v e d c o n si st e nt p erf or m a n c e i m pr o v e m e nt s s u g g e st t h at

n or m ali zi n g f or mi s ali g n m e nt i n t h e e m b e d di n g s p a c e i s f e a si bl e a n d

l e a d s t o p erf or m a n c e g ai n s e v e n if a si m pl e s c h e m e, s u c h a s t h e o n e

u s e d i n t hi s p a p er, i s utili z e d.

4. 3. 2. F a ci al o c cl usi o ns

N e xt, w e a n al y z e t h e i m p a ct of p arti al o c cl u si o n s of pr o mi n e nt f a ci al

ar e a s o n t h e i nf or m ati o n e n c o d e d i n t h e f a c e t e m pl at e s. T o t hi s e n d, w e
1 2

c o n si d er h o m o g e n e o u s bl o c k o c cl u si o n s of t w o k e y f a c e r e gi o n s, i. e., d
T a bl e 2

V erifi c ati o n p e rf or m a n c e ( T A R s ( %) at 0. 1 % F A R) o n t h e L F W u si n g ori gi n al a n d

m a p p e d e m b e d di n g s.

M a p pi n g  V G G / R e s N et

Ori g. v s. o ri g.  Ori g. v s. r ot at e d  Ori g. v s. t r a n sl at e d  Ori g. v s. s c al e d

Wit h o ut 7 9. 2 / 9 9. 3 6 2. 0 / 9 8. 9 7 6. 4 / 9 9. 1 3 1. 4 / 8 8. 9

Wit h n / a 6 7. 8 / 9 9. 0 7 8. 8 / 9 9. 2 4 8. 3 / 9 4. 0

h e e y e s a n d t h e m o ut h. T h e r e s ult s i n Fi g. 1 1 pr e s e nt r e c o n str u cti o n s
eri v e d fr o m a c o u pl e of o c cl u d e d f a c e i m a g e s f or all D F D v ari a nt s
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Fi g. 1 0. S c ali n g i n t h e e m b e d di n g s p a c e: ( a) r e c o n str u cti o n s f r o m t h e n o n-tr a n sf or m e d e m b e d di n g s of t h e i n p ut i m a g e s; ( b) r e c o n st r u cti o n s fr o m t h e tr a n sf or m e d e m b e d di n g s of

t h e i n p ut i m a g e s.
w

d

b

a n d e x pl or e h o w t h e t w o F R m o d el s i nt er pr et o c cl u si o n s, w hi c h ar e

g e n er all y c o n si d e r e d t o b e pr o bl e m ati c f or c o nt e m p o r ar y F R m o d el s.

I nt er e sti n gl y, all m o d el s a p p e ar t o c o n si st e ntl y i nt er pr et t h e ar-

tifi ci al e y e o c cl u si o n s a s gl a s s e s. T hi s i m pli e s a s h ar e d u n d erl yi n g

m e c h a ni s m f or d e ali n g wit h e y e r e gi o n o c cl u si o n s a n d s u g g e st s t h at

C o n v N et- b a s e d F R m o d el s m a p i m a g e s i nt o e m b e d di n g s t h at li e o n a

l e ar n e d m a nif ol d t h at c orr e s p o n d s t o s e m a nti c all y m e a ni n gf ul f a ci al

i m a g e s, i n o ur c a s e, f a c e s wit h s u n gl a s s e s. C o n v er s el y, t h e o c cl u si o n s

of t h e m o ut h r e gi o n ar e pr e d o mi n a ntl y p er c ei v e d a s o p e n a n d s mil-

i n g m o ut h s. T hi s i nt er pr et ati o n i s li k el y a g ai n a c o n s e q u e n c e of t h e

m or p h ol o gi c al si mil arit y b et w e e n t h e t y p e of o c cl u si o n a n d t h e t y p-

i c al a p p e ar a n c e of a n o p e n / s mili n g m o ut h, a n d t h e m a p pi n g o nt o

t h e l e ar n e d s e m a nti c all y- m e a ni n gf ul e m b e d di n g m a nif ol d. It i s al s o

i nt er e sti n g t o o b s er v e t h at t h e i d e ntit y i nf or m ati o n i s still l ar g el y

di s c er ni bl e i n t h e r e c o n str u ct e d i m a g e s, t h at attri b ut e i nf or m ati o n i s

r et ai n e d ( e. g., g e n d er), a n d t h at t h e l o c al o c cl u si o n s r e m ai n c o m p ar a bl y

l o c al i n t h e r e c o v er e d i m a g e s.

4. 3. 3. A d v ers ari al att a c ks

T h e l a st t y p e of a p p e ar a n c e p ert ur b ati o n w e st u d y i n t hi s s e cti o n

i s a d v er s ari al n oi s e. A d v er s ari al n oi s e i s t y pi c all y g e n er at e d t hr o u g h

a n a d v er s ari al att a c k t h at ai m s t o m o dif y t h e i n p ut i m a g e i n s u c h a

w a y t h at a C o n v N et F R m o d el pr o d u c e s i n c orr e ct ( or a m bi g u o u s) r e c o g-

niti o n r e s ult s. D u e t o t h e i m p ort a n c e a n d i m pli c ati o n of a d v er s ari al

att a c k s f or t h e s e c urit y of bi o m etri c s y st e m s, it i s criti c all y i m p ort a nt t o

u n d er st a n d t h eir i m p a ct o n t h e e m b e d di n g s p a c e of m o d er n F R m o d el s.

F or t h e e x p eri m e nt s, w e i m pl e m e nt t w o di sti n ct t ar g et e d a d v er s ari al-

att a c k t e c h ni q u e s: t h e F a st Gr a di e nt Si g n M et h o d ( F G S M) ( G o o df el-

l o w et al., 2 0 1 5 ) a n d t h e m et h o d pr o p o s e d b y C arli ni a n d W a g n er

( C W) (C arli ni a n d W a g n er , 2 0 1 7 ), a n d c o n si d er t h e ori gi n al t ar g et e d

(t F G S M a n d t C W) a s w ell a s t h e it er ati v e t ar g et e d (it F G S M a n d it C W)

v ari a nt ( K ur a ki n et al. , 2 0 1 7 ). T h e l att er all o w s f or a d v er s ari al att a c k s

wit h l o w er n oi s e l e v el s. B ot h t y p e s of t e c h ni q u e s r el y o n a s oft m a x l a y er
1 3

t o att a c k f a ci al i m a g e s. w
I n Fi g. 1 2 , w e pr e s e nt t h e r e s ult s of o ur e x p eri m e nt wit h a n i n p ut

i m a g e of ‘‘ A. C arr’’ a n d t h e t ar g et i d e ntit y pr o vi d e d b y t h e i m a g e

of ‘‘ T. M a z e’’. T h e s e c o n d r o w of t h e fi g u r e s h o w s t h e att a c k e d ‘‘ A.

C arr’’ i m a g e di st ort e d b y diff er e nt a d v er s ari al att a c k s, t h e r e m ai ni n g

r o w s s h o w r e c o n str u cti o n s fr o m t h e e m b e d di n g s of t h e s e di st ort e d

i m a g e s u si n g diff er e nt D F D v ari a nt s. T h e i d e ntit y pr o b a bilit y a b o v e

e a c h i m a g e i s d et e r mi n e d b y t h e R e s N et- 5 0 m o d el ( H e et al. , 2 0 1 6 ),

tr ai n e d o n 8 6 3 1 i d e ntiti e s fr o m t h e V G G F a c e 2 d at a b a s e ( C a o et al. ,

2 0 1 8 ). N ot a bl y, w h e n t h e i n p ut i m a g e ‘‘ A. C arr’’ i s di st ort e d b y a n

a d v er s ari al att a c k t o r e s e m bl e ‘‘ T. M a z e’’, t h e i d e ntit y cl a s sifi er t e n d s

t o m a k e a c orr e ct pr e di cti o n m or e fr e q u e ntl y if t h e e m b e d di n g of t h e

att a c k e d i m a g e i s d e c o d e d t hr o u g h o ur D F D m o d el b ef or e cl a s sifi c ati o n.

T hi s i s e s p e ci all y tr u e f or t h e V G G m o d el e m b e d di n g s, w hi c h w e

alr e a d y o b s er v e d e arli er t o l e a d t o r e c o n str u cti o n s wit h a hi g h l e v el of

c orr e s p o n d e n c e wit h t h e ori gi n al i n p ut i m a g e. N e v ert h el e s s, w e al s o s e e

c orr e ct i d e ntit y pr e di cti o n s ( a n d alt er e d t o i d e ntiti e s diff er e nt t h a n ‘‘ T.

M a z e’’) f or t h e R e s N et m o d el s a n d all i n v e sti g at e d a d v er s ari al att a c k s.

N o si g nifi c a nt diff er e n c e s ar e o b s er v e d b et w e e n w hit e a n d bl a c k- b o x

e x p eri m e nt s. T h e pr e s e nt e d o b s er v ati o n s h a v e i nt er e sti n g i m pli c ati o n s:

(𝑖) T h e a d v er s ari al att a c k s a p p e ar t o h a v e a li mit e d i m p a ct o n t h e f a c e

e m b e d di n g s a n d ar e m o stl y c a u si n g i n c orr e ct pr e di cti o n s at t h e s oft m a x

l a y er, s u g g e sti n g t h at si mil arit y- b a s e d m at c hi n g s c h e m e s s h o ul d b e l e s s

aff e ct e d b y a d v er s ari al att a c k s t h a n cl a s sifi er b a s e d m o d el s (i. e., a s f ar

a s t h e c o n si d er e d att a c k s ar e c o n c er n e d). (𝑖𝑖) W hil e pri m aril y d e si g n e d

a s a vi s u ali z ati o n t o ol, t h e D F D m o d el off er s a c ert ai n l e v el of d ef e n s e

a g ai n st a d v er s ari al att a c k s, a s e vi d e n c e d b y t h e i d e ntit y pr o b a biliti e s

r e p ort e d a b o v e t h e i m a g e s.

T o f urt h er s u p p ort t hi s l a st o b s er v ati o n, w e p erf or m a n u m b er of

v erifi c ati o n e x p eri m e nt s o n t h e L F W d at a s et ( H u a n g et al. , 2 0 0 8 ),

h er e o n e of t h e i m a g e s i n e a c h m at c hi n g v erifi c ati o n p air i s fir st

i st ort e d b y F G S M att a c k (r e d c ur v e i n Fi g. 1 3 ) a n d l at er r e c o n str u ct e d

y t h e pr o p o s e d d e c o d er ( d ott e d r e d c u r v e i n Fi g. 1 3 ). A s a b e n c h m ar k,
e pl ot t h e v erifi c ati o n r at e s of t h e ori gi n al ( u n att a c k e d) i m a g e p air s
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Fi g. 1 1. A n al y si s of r e c o n str u cti o n s fr o m o c cl u d e d i m a g e s. T h e i m a g e s ill u str at e h o w diff er e nt m o d el s i nt e r pr et e y e a n d m o ut h o c cl u si o n s. All m o d el s c o n si st e ntl y i nt e r pr et a rtifi ci al

e y e o c cl u si o n s a s gl a s s e s, w h e r e a s m o ut h o c cl u si o n s ar e pr e d o mi n a ntl y p e r c ei v e d a s o p e n m o ut h s. N ot a bl y, t h e m o d el s utili zi n g R e s N et i n p ut e m b e d di n g s ( 4t h a n d 5t h c ol u m n s)

d e m o n st r at e sli g ht ori e nt ati o n c h a n g e s i n t h e r e c o n str u cti o n s c o m p ar e d t o t h o s e f r o m V G G e m b e d di n g s.
i n gr e e n. A s e x p e ct e d, w e o b s er v e a si g nifi c a nt d e cli n e i n p erf or m a n c e

w h e n c o m p ari n g r e s ult s pr o d u c e d b y t h e ori gi n al i m a g e s ( s oli d gr e e n

li n e) a n d t h e att a c k e d o n e s ( s oli d r e d li n e). H o w e v er, w h e n t h e s a m e

e x p eri m e nt i s c o n d u ct e d o n i m a g e s r e c o n str u ct e d t hr o u g h t h e D F D

m o d el, w e o b s er v e a mi n or p erf or m a n c e d e cr e a s e i n t h e n o n- att a c k

s c e n ari o ( s oli d gr e e n li n e v er s u s d ott e d gr e e n li n e), b ut s e e a c o n si d er-

a bl y l e s s pr o n o u n c e d p erf or m a n c e d e cli n e d u e t o t h e a d v er s ari al att a c k

( d ott e d g r e e n li n e v er s u s d ott e d r e d li n e). T hi s r e s ult d e m o n str at e s t h at

t h e D F D m o d el c a n eff e cti v el y pr o vi d e a d e gr e e of d ef e n s e a g ai n st t h e

F G S M att a c k.

4. 4. U n d erst a n di n g t e m pl at e- c o nstr u cti o n pr o c e d ur es

T h e p erf or m a n c e of F R m o d el s str o n gl y d e p e n d s o n t h e pr o c e d ur e

utili z e d t o c o n str u ct f a c e t e m pl at e s d uri n g t h e e nr oll m e nt pr o c e s s.

W hil e a c a d e mi c r e c o g niti o n pr o bl e m s oft e n a s s u m e a si n gl e i n p ut

i m a g e f or t h e c o n str u cti o n of t h e r ef er e n c e f a c e t e m pl at e (i n a s ort of

si n gl e- s h ot l e ar ni n g s etti n g), i n d u str y s ol uti o n s oft e n c a pt ur e a l ar g er
1 4

s et of i m a g e s a n d d eri v e a m or e el a b or at e f a c e t e m pl at e fr o m t h e
c a pt ur e d e nr oll m e nt d at a. T h er ef or e, i n t h e n e xt s eri e s of e x p eri m e nt s,

w e i n v e sti g at e h o w diff er e nt t e m pl at e- c o n str u cti o n str at e gi e s i m p a ct

t h e i nf or m ati o n e n c o d e d i n t h e t e m pl at e s. I n t h e e x p eri m e nt s, w e

c o n si d er t w o s etti n g s, w h er e: (𝑖) t h e f a c e t e m pl at e i s r e pr e s e nt e d b y

m ulti pl e f a c e e m b e d di n g s, e. g., cl u st er c e ntr oi d s of t h e e nr oll e d i m a g e

e m b e d di n g s, a n d (𝑖𝑖) t h e r ef er e n c e f a c e t e m pl at e i s r e pr e s e nt e d b y s o m e

a g gr e g ati o n ( e. g., arit h m eti c m e a n) of all e nr oll e d i m a g e e m b e d di n g s.

F or t h e q u alit ati v e p art of t hi s s eri e s of e x p eri m e nt s, w e u s e 5 0 0 i m a g e s

fr o m L F W, all r e pr e s e nti n g t h e s a m e i d e ntit y.

4. 4. 1. F a c e t e m pl at es fr o m cl ust er c e ntr oi ds

I n a n o p er ati o n al s etti n g, m ulti pl e f a c e i m a g e s of t h e s a m e s u bj e ct

ar e c o m m o nl y a v ail a bl e t o c o n str u ct t h e f a c e t e m pl at e t o b e st or e d i n

t h e s y st e m’ s d at a b a s e f or l at er m at c hi n g o p er ati o n s. O n e str at e g y o n

h o w t o utili z e t h e a v ail a bl e i m a g e s i s t o st or e all c orr e s p o n di n g e m b e d-

di n g s i n t h e s y st e m a n d pr o b e f or t h e b e st m at c h w h e n a pr o b e i m a g e

arri v e s. Alt er n ati v el y, t o r e d u c e r e d u n d a n c y, c o m p ut ati o n al c o st s, a n d
st or a g e r e q uir e m e nt s, t h e s e e m b e d di n g s ar e al s o cl u st er e d a n d o nl y t h e
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Fi g. 1 2. A d v er s ari al att a c k r e s ult s wit h o ut ( r o w 2) a n d wit h (r o w s 3 – 6) t h e u s e of D F D r e c o n st r u cti o n s. P r e di ct e d i d e ntit y a b o v e e a c h i m a g e. A d v er s ari al att a c k d e si g n e d t o f o ol

t h e s y st e m i nt o cl a s sif yi n g A. C a rr a s T. M a z e. D F D r e c o n str u cti o n s s h o w r e si st a n c e t o a d v e r s ari al att a c k s, e s p e ci all y w h e n r e c o n str u cti n g fr o m t h e V G G e m b e d di n g s. R e s N et- b a s e d

r e c o n str u cti o n s ( b ott o m t w o r o w s) al s o e x hi bit s o m e c h a r a ct e ri sti c s of t h e t a r g et g e n d e r. E a c h c ol u m n i s a diff er e nt att a c k m et h o d: ( b) t ar g et e d F G S M, ( c) it er ati v e t ar g et e d F G S M,

( d) t a r g et e d C W, ( e) it er ati v e t ar g et e d C W.
e m b e d di n g s of t h e cl u st er c e ntr oi d s (i. e., m e a n s) ar e st or e d f or l at er

c o m p ari s o n p ur p o s e s.

T o e x pl or e t h e eff e ct of t hi s l att er a p pr o a c h o n t h e i nf or m ati o n

e n c o d e d i n t h e c e ntr oi d s, w e u s e a g gl o m er ati v e cl u st eri n g o v er t h e

s el e ct e d 5 0 0 L F W i m a g e s a n d t h e n i n v ert t h e c e ntr oi d s u si n g t h e D F D

m o d el. A s c a n b e s e e n fr o m Fi g. 1 4 , e a c h cl u st er c a pt ur e s di sti n ct f or m s

of i m a g e v ari a bilit y, i n cl u di n g f a ct or s s u c h a s f a ci al e x pr e s si o n s, p o s e s,

a n d t h e pr e s e n c e of a c c e s s ori e s li k e h at s a n d s u n gl a s s e s, w h e n t h e V G G

m o d el i s u s e d t o pr o d u c e t h e e m b e d di n g s. Wit h t h e R e s N et m o d el, t h e

cl u st er c e ntr oi d s still diff e r fr o m e a c h ot h er, b ut ar e cl o s er i n a p p e ar-

a n c e, a g ai n s u g g e sti n g t h at t h e R e s N et- b a s e d F R m o d el h a s a str o n g er

t e n d e n c y t o w ar d s m a ki n g t h e i nf or m ati o n e n c o d e d i n t h e e m b e d di n g s

m or e r o b u st t o t y pi c al s o ur c e s of i m a g e v ari a bilit y, s u c h a s p o s e or

f a ci al e x pr e s si o n. O v er all, t h e pr e s e nt e d r e s ult s s u g g e st t h at R e s N et-
1 5

b a s e d m o d el s pr o d u c e c o m p a ct er d at a di stri b uti o n s i n t h e e m b e d di n g
s p a c e ( wit h c o m p ar a bl y l o w er i ntr a- cl a s s v ari a bilit y) c o m p ar e d t o t h e

V G G- b a s e d m o d el, w h er e m u c h l ar g er v ari a bilit y i s o b s er v e d a m o n g

t h e r e c o n str u ct e d i m a g e s.

4. 4. 2. F a c e t e m pl at es t hr o u g h e m b e d di n g a g gr e g ati o n

A n ot h er p o s si bilit y t o c o n st r u ct a f a c e t e m pl at e fr o m m ulti pl e f a c e

i m a g e s i s t o a g gr e g at e t h e c orr e s p o n di n g e m b e d di n g s t hr o u g h, e. g., a v-

er a gi n g. T hi s pr o c e d ur e r e s ult s i n a si n gl e v e ct or t h at i s u s e d f or

m at c hi n g p ur p o s e s i n o p er ati o n al s etti n g s. U si n g t h e s a m e s et of 5 0 0

i m a g e s fr o m L F W a s i n t h e pr e vi o u s s e cti o n, w e pr e s e nt i n Fi g. 1 5

t h e eff e ct of a v er a gi n g diff er e nt n u m b er s of (r a n d o ml y s el e ct e d) f a c e

e m b e d di n g s f o r b ot h F R m o d el s a n d all D F D v ari a nt s. A s c a n b e s e e n,

i n cr e a si n g t h e n u m b er of e m b e d di n g s t o a g gr e g at e a p p e ar s t o h el p

‘‘ n or m ali z e’’ t h e i nf or m ati o n e n c o d e d i n t h e t e m pl at e, s o it c orr e s p o n d s
t o b ett er ali g n e d, fr o nt al, n e utr al, a n d h o m o g e n e o u sl y ill u mi n at e d



E n gi n e eri n g A p pli c ati o ns of Arti fi ci al I nt elli g e n c e 1 3 2 ( 2 0 2 4 ) 1 0 7 9 4 1J. Kri ž aj et al.

i

T

c

m

Fi g. 1 3. I m p a ct of t h e F G S M att a c k o n v erifi c ati o n p e rf or m a n c e, a s ill u st r at e d b y t h e R O C fi g u r e. T h e v erti c al a xi s d e n ot e s t h e tr u e p o siti v e r at e f or f o ur di sti n ct s c e n a ri o s: ( i)

b ot h i m a g e s i n t h e v e rifi c ati o n p air a r e u nt o u c h e d o ri gi n al s ( s oli d gr e e n li n e), ( ii) o n e i m a g e i n t h e v e rifi c ati o n p air r e m ai n s o ri gi n al, w hil e t h e ot h er i s r e c o n str u ct e d u si n g t h e

D F D ( d ott e d g r e e n li n e), ( iii) o n e i m a g e i n t h e v erifi c ati o n p air i s t h e o ri gi n al, a n d t h e ot h er i s a r e c o n str u cti o n d eri v e d fr o m a n i m a g e di st o rt e d b y t h e a d v er s a ri al att a c k ( d ott e d

r e d li n e), ( i v) o n e i m a g e i n t h e v e rifi c ati o n p ai r i s t h e ori gi n al, a n d t h e ot h e r h a s b e e n m a ni p ul at e d b y t h e a d v er s ari al att a c k ( s oli d r e d li n e).
Fi g. 1 4. Vi s u ali z ati o n of cl u st er e d e m b e d di n g s: E a c h i m a g e c or r e s p o n d s t o a r e c o n st r u cti o n d eri v e d fr o m t h e a v er a g e of all t e m pl at e s wit hi n a s p e cifi c cl u st er. T hi s a p pr o a c h

e n c a p s ul at e s t h e o v e r all c h ar a ct eri sti c s of t h e r e s p e cti v e cl u st e r, pr o vi di n g a r e p r e s e nt ati v e s n a p s h ot of it s i n h er e nt v ari a bilit y.
f a c e s, w hi c h s h o ul d m a k e it e a si e r t o m at c h t h e t e m pl at e s t o p ot e nti al

pr o b e s a m pl e s a n d e n h a n c e t h e t e m pl at e’ s g e n er ali z ati o n p o w er. T hi s

b e h a vi or i s a g ai n m or e o b vi o u s f or t h e V G G- b a s e d F R m o d el si n c e

t h e R e s N et m o d el alr e a d y r e d u c e s t h e a m o u nt of n o n-i d e ntit y-r el at e d

i nf or m ati o n i n t h e t e m pl at e s a n d c o m p ar a bl y b e n efit s l e s s f r o m t h e

a g gr e g ati o n pr o c e s s. I nt er e sti n gl y, w e o b s er v e s o m e diff er e n c e s i n t h e

r e c o n str u cti o n wit h t h e w hit e- a n d bl a c k- b o x c o nfi g u r ati o n s, b ut i n

g e n er al, t h e r e p ort e d o b s er v ati o n s still a p pl y.

T o q u a ntit ati v el y a s s e s s t h e i m p a ct of t h e e m b e d di n g a g gr e g ati o n

pr o c e s s, w e c o n d u ct v erifi c ati o n e x p eri m e nt s o n t h e L F W d at a s et wit h

t h e V G G F R m o d el, w h er e t h e g all er y t e m pl at e s a r e c o m p ut e d b y

a g gr e g ati n g t h e e m b e d di n g s of diff er e nt n u m b er s of g all er y i m a g e s of

e a c h of t h e 5 0 m o st r e pr e s e nt e d s u bj e ct s fr o m t h e L F W d at a b a s e. T h e

r e s ult s i n Fi g. 1 6 s h o w t h at t h e v erifi c ati o n p erf o r m a n c e pr o gr e s si v el y

m pr o v e s w h e n t h e n u m b er of e m b e d di n g s t o a g gr e g at e i n cr e a s e s.

h e p erf or m a n c e st a bili z e s w h e n 1 0 or m or e e m b e d di n g s ar e u s e d t o

o m p ut e t h e g all er y t e m pl at e, w hi c h i s al s o t h e p oi nt, w h er e t h e o nl y

i n ut e diff er e n c e i n t h e r e c o n str u ct e d i m a g e s i s o b s er v e d i n Fi g. 1 5 -
1 6

s e e t o p t w o r o w s.
4. 5. U n d erst a n di n g t e m pl at e m o difi c ati o n t e c h ni q u es

I n t h e l a st s e ri e s of e x p eri m e nt s, w e i n v e sti g at e t e c h ni q u e s t h at

m o dif y t h e f a c e t e m pl at e s pr o d u c e d b y C o n v N et- b a s e d F R m o d el s wit h

s o m e s p e cifi c g o al. S p e cifi c all y, w e ar e i nt er e st e d i n a s p e ci al t y p e

of Bi o m etri c Pri v a c y- E n h a n c e m e nt T e c h ni q u e ( B- P E T) ( M e d e n et al. ,

2 0 2 1 ) t h at ai m s t o r e m o v e i nf or m ati o n o n s oft bi o m etri c attri b ut e s

( e. g., g e n d er) fr o m t h e f a c e e m b e d di n g s t o e n s ur e hi g h er l e v el s of

pri v a c y. T o t hi s e n d, w e e x p eri m e nt wit h t h e P F R N et m o d el, pr o p o s e d

b y B ort ol at o et al. (2 0 2 0 ), w hi c h e x c el s i n di s e nt a n gli n g i d e ntit y i n-

f or m ati o n fr o m f a ci al attri b ut e s. C o n s e q u e ntl y, t hi s c a p a bilit y all o w s

f or t h e s u p pr e s si o n of v ari o u s s oft bi o m etri c s i n f a c e t e m pl at e s. P F R-

N et i s d e si g n e d f or t h e R e s N et- 5 0 F R m o d el tr ai n e d o n V G G F a c e 2,

s o w e c o n d u ct e x p eri m e nt s wit h t h e w hit e- b o x R e s N et – R e s N et D F D

v ari a nt. G e n d er a n d i d e ntit y m etri c s ar e c o m p ut e d o n t h e r e c o n str u ct e d

i m a g e s u si n g t h e D e e p F a c e g e n d e r cl a s sifi er (S er e n gil a n d O z pi n ar ,

2 0 2 1 ) a n d wit h e m b e d di n g s pr o d u c e d b y t h e V G G- 1 6 f a c e r e c o g niti o n

n et w or k ( Si m o n y a n a n d Zi s s er m a n , 2 0 1 5 ), r e s p e cti v el y.

T h e m ai n i d e a b e hi n d P F R N et i s t o di s e nt a n gl e t h e f a c e e m b e d di n g s

i nt o t w o di sti n ct c o m p o n e nt s, w h er e t h e fir st e n c o d e s i d e ntit y i nf or-
m ati o n a n d t h e s e c o n d e n c o d e s g e n d er i nf or m ati o n o nl y. I n Fi g. 1 7 ,
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Fi g. 1 5. Vi s u al r e p r e s e nt ati o n of t e m pl at e c o n v er g e n c e. E a c h i m a g e i s r e c o n str u ct e d fr o m a f a c e t e m pl at e t h at c o n si st s of a g g r e g at e d e m b e d di n g s. T h e f o ur r o w s c orr e s p o n d t o

diff e r e nt D F D c o nfi g ur ati o n s. T h e c ol u m n s r e p r e s e nt t h e v a r yi n g n u m b er s of e m b e d di n g s a g g r e g at e d t o f o r m a t e m pl at e, a s i n di c at e d b el o w e a c h c ol u m n.
Fi g. 1 6. V erifi c ati o n p e rf or m a n c e f or t h e c a s e w h e r e a g all e r y t e m pl at e i s d efi n e d a s a n a v er a g e e m b e d di n g of a v a ri a bl e n u m b e r of g all e r y i m a g e s. It c a n b e s e e n t h at v e rifi c ati o n

p erf or m a n c e i m p r o v e s a s t h e n u m b e r of e m b e d di n g s a g gr e g at e d f or a g all e r y t e m pl at e i n cr e a s e s a n d st a bili z e s w h e n 1 0 o r m or e e m b e d di n g s ar e u s e d t o c al c ul at e t h e g all er y

t e m pl at e.
p

v
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n

t
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d

p
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o

p

m

f

w e s h o w t h e i m p a ct of t hi s di s e nt a n gl e m e nt pr o c e s s o n t h e vi s u al

a p p e ar a n c e of a f e w r e c o n st r u ct e d i m a g e s fr o m t h e C el e b A d at a s et.

F or b a s eli n e c o m p ari s o n s, w e fir st r e c o n str u ct t h e e m b e d di n g s wit h o ut

m o dif yi n g t h e g e n d er or i d e ntit y i nf or m ati o n a n d s h o w r e s ult s i n

Fi g. 1 7 b. T o e v al u at e t h e i nf or m ati o n e n c o d e d i n t h e g e n d er c o m-

p o n e nt, w e r e pl a c e t hi s c o m p o n e nt wit h t h e m e a n v al u e f or e a c h

g e n d er cl a s s i n t h e d at a s et: f e m al e ( Fi g. 1 7 c), m al e ( Fi g. 1 7 d), a n d

c o m bi n e d ( Fi g. 1 7 e). A s c a n b e s e e n, t hi s m a ni p ul ati o n h a s a str o n g

a p p ar e nt eff e ct o n t h e g e n d er i nf o r m ati o n i n t h e r e c o n str u ct e d i m a g e s,

m a ki n g t h e m a p p e ar f e m al e, m al e, a n d a n dr o g y n o u s, r e s p e cti v el y w hil e

m ai nt ai ni n g i d e ntit y c o nt e nt t o a c ert ai n d e gr e e. A d diti o n all y, e v al-

u ati n g t h e g e n d er i nf or m ati o n c o nt ai n e d i n t h e i d e ntit y c o m p o n e nt

u si n g a si mil ar m a ni p ul ati o n f or f e m al e ( Fi g. 1 7 f), m al e (Fi g. 1 7 g),

n d c o m bi n e d ( Fi g. 1 7 h) v e ct or a v er a g e s, s h o w s littl e eff e ct i n t h e

orr e s p o n di n g r e c o n str u cti o n s i n t er m s of a p p ar e nt g e n d er. O n t h e

t h er h a n d, t h e i d e ntit y i nf o r m ati o n of t h e r e c o n str u ct e d i m a g e i s

u b st a nti all y alt er e d b ut s h o w s littl e d e p e n d e n c e o n w hi c h g e n d er l a b el

a s u s e d t o c o m p ut e t h e m e a n v e ct or. T hi s c a n b e attri b ut e d t o t h e

a ct t h at t h e i d e ntit y-r el at e d p art of t h e di s e nt a n gl e d e m b e d di n g i s

ri m aril y c h ar g e d wit h e n c o di n g i d e ntit y i nf or m ati o n a n d c o nt ai n s
1 7

ittl e t o n o g e n d er i nf or m ati o n. t
T h e r e s ult s of t h e s e e x p eri m e nt s a g ai n p oi nt t o t h e u s ef ul n e s s of t h e

r o p o s e d D F D f or i nt er pr eti n g t e m pl at e m a ni p ul ati o n t e c h ni q u e s a n d

ali d ati o n of t h eir c h ar a ct eri sti c s.

. C o n cl u si o n

I n t hi s p a p er, w e h a v e pr e s e nt e d a n o v el t e m pl at e i n v er si o n t e c h-

i q u e, t h e D e e p F a c e D e c o d er ( D F D), f or e x a mi ni n g t h e c h ar a ct eri s-

i c s of f a c e i m a g e e m b e d di n g s of c o nt e m p or ar y C o n v N et- b a s e d f a c e

e c o g niti o n ( F R) m o d el s. O u r e x p eri m e nt s wit h t w o F R m o d el s ( wit h

iff er e nt b a c k b o n e s) a n d m ulti pl e f a c e d at a s et s s h o w e d t h at t h e pr o-

o s e d D F D m o d el i s a bl e t o pr o d u c e i nf or m ati v e ( hi g h-fi d elit y) i m a g e

e c o n str u cti o n s fr o m t h e e m b e d di n g s, b ot h i n a w hit e- b o x a s w ell a s

bl a c k- b o x s etti n g. A d diti o n all y, w e d e m o n str at e d h o w D F D c a n b e

s e d t o a n al y z e a n d i nt er pr et t h e c h ar a ct eri sti c s of t h e e m b e d di n g s p a c e

f C o n v N et- b a s e d F R m o d el s a n d t o e x pl or e t h e i m p a ct of a p p e ar a n c e

ert ur b ati o n s, o c cl u si o n s, a d v er s ari al att a c k s, a n d v ari o u s t e m pl at e

o difi c ati o n pr o c e d ur e s o n t h e i nf or m ati o n e n c o d e d i n t h e g e n er at e d

a c e t e m pl at e s.

O ur a n al y si s l e d t o s e v er al i nt er e sti n g fi n di n g s. T h e r e s ult s r el at e d
o g e o m etri c p ert ur b ati o n s s h o w e d t h at s u c h p ert ur b ati o n s c a n dir e ctl y



E n gi n e eri n g A p pli c ati o ns of Arti fi ci al I nt elli g e n c e 1 3 2 ( 2 0 2 4 ) 1 0 7 9 4 1J. Kri ž aj et al.
Fi g. 1 7. R e c o n st r u cti o n s fr o m P F R N et l at e nt s p a c e. ( a) Ori gi n al i m a g e s. R e c o n str u cti o n s fr o m di s e nt a n gl e d l at e nt s p a c e: ( b) n o n- m o difi e d di s e nt a n gl e d e m b e d di n g s, ( c) e m b e d di n g s

u si n g t h e f e m al e a v er a g e f or t h e d e p e n d e nt s e cti o n, ( d) e m b e d di n g s u si n g t h e m al e a v er a g e f or t h e d e p e n d e nt s e cti o n, ( e) e m b e d di n g s u si n g t h e o v er all a v e r a g e f or t h e d e p e n d e nt

s e cti o n, (f) e m b e d di n g s u si n g t h e f e m al e a v e r a g e f or t h e i n d e p e n d e nt s e cti o n, ( g) e m b e d di n g s u si n g t h e m al e a v er a g e f o r t h e i n d e p e n d e nt s e cti o n, ( h) e m b e d di n g s u si n g t h e o v e r all

a v e r a g e f o r t h e i n d e p e n d e nt s e cti o n. T h e fir st v al u e b el o w e a c h i m a g e c or r e s p o n d s t o t h e c o si n e si mil a rit y [ − 1, 1 ] a g ai n st t h e ori gi n al i m a g e, w hil e t h e s e c o n d v al u e c or r e s p o n d s

t o t h e g e n d er cl a s sifi e r’ s p r o b a bilit y of t h e f a c e b ei n g m al e.
b e m o d el e d i n t h e e m b e d di n g s p a c e of F R m o d el s a n d t h at it i s p o s si bl e

t o l e ar n si m pl e li n e ar m a p pi n g s t h at n o r m ali z e f or mi s ali g n m e nt at t h e

t e m pl at e l e v el. A d diti o n all y, w e s h o w e d t h at o c cl u si o n s of t h e f a ci al

ar e a ar e oft e n i nt er pr et e d a s s e m a nti c all y m e a ni n gf ul o bj e ct s i n t h e

e m b e d di n g s p a c e, a n d t h at a d v er s ari al n oi s e i nf u s e d t hr o u g h s oft m a x

cl a s sifi er s h a s o nl y a li mit e d i m p a ct o n t h e f a ci al e m b e d di n g s. W h e n

l o o ki n g at diff er e nt str at e gi e s f or t e m pl at e c o n str u cti o n fr o m m ulti pl e

f a c e i m a g e s, w e m a n a g e d t o a s s o ci at e a s e m a nti c i nt er pr et ati o n t o

t h e t e m pl at e- c o n str u cti o n pr o c e s s t h at j u stifi e s t h e c o m m o nl y o b s er v e d

p erf or m a n c e i m pr o v e m e nt a s s o ci at e d wit h a g gr e g at e d t e m pl at e s. Fi-

n all y, w e s h o w e d t h at t h e D F D c a n al s o b e e m pl o y e d a s a hi g hl y

u s ef ul t o ol f or v ali d ati n g t h e p erf or m a n c e of t e m pl at e m o difi c ati o n

pr o c e d u r e s, e. g., s oft- bi o m etri c pri v a c y- e n h a n ci n g t e c h ni q u e s.

T a k e n t o g et h er, o ur fi n di n g s ill u mi n at e s e v e r al si g nifi c a nt c h ar-

a ct eri sti c s of f a c e i m a g e e m b e d di n g s a n d t h eir i m pli c ati o n s, off eri n g

v al u a bl e i n si g ht s t o t h e a c a d e mi c c o m m u nit y a n d t h e i n d u str y. T hi s

u n d er st a n di n g c o ul d p a v e t h e w a y f or m or e s o p hi sti c at e d, r eli a bl e, a n d
1 8

pri v a c y- pr e s er vi n g f a ci al r e c o g niti o n s y st e m s i n t h e f ut u r e. F ut u r e w or k
c o ul d e xt e n d t h e s e fi n di n g s b y e x pl ori n g m or e c o m pl e x a n d di v e r sifi e d

s c e n ari o s, a s w ell a s b y a d dr e s si n g t h e c h all e n g e s r ai s e d i n t hi s st u d y.

C R e di T a ut h o r s hi p c o nt ri b uti o n st at e m e nt

J a n e z K ri ž aj: I n v e sti g ati o n, V ali d ati o n, Vi s u ali z ati o n, Writi n g –

ori gi n al dr aft, D at a c ur ati o n, F or m al a n al y si s, S oft w ar e. Ri c h a r d O.

Pl e s h: M et h o d ol o g y, Writi n g – o ri gi n al dr aft. M a h e s h B a n a v a r: F u n d-

i n g a c q ui siti o n, R e s o ur c e s. St e p h a ni e S c h u c k e r s: F u n di n g a c q ui si-

ti o n, R e s o ur c e s. Vit o mi r Št r u c: C o n c e pt u ali z ati o n, F u n di n g a c q ui-

siti o n, M et h o d ol o g y, Pr oj e ct a d mi ni str ati o n, R e s o ur c e s, S u p er vi si o n,

Writi n g – r e vi e w & e diti n g.

D e cl a r ati o n of c o m p eti n g i nt e r e st

T h e a ut h or s d e cl ar e t h at t h e y h a v e n o k n o w n c o m p eti n g fi n a n-
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