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Abstract

The movements of molecules at interfaces and surfaces are restricted by their asymmetric
environments, leading to anisotropic orientational motions. In this work, in-plane orientational
motions of the -C=0 and —CF3 groups of coumarin 153 (C153) at the air/water interface were
measured using time-resolved vibrational sum frequency generation (TR-VSFG). The in-plane
orientational time constants of the -C=0 and —CF3 groups of C153 are found to be 41.5 + 8.2 ps
and 36.0 £4.5 ps. These values are over five-times faster than that of 198 + 15 ps for the permanent
dipole of the whole C153 molecule at the interface, which may indicate that the two groups
experience different interfacial friction in the plane. These differences could also be the result of
the permanent dipole of C153 being almost five times those of the -C=0 and —CF3 groups. The
difference in orientational motions reveals the microscopic heterogeneous environment that
molecules experience at the interface. While the interfacial dynamics of the two functional groups
are similar, our TR-SFG experiments allowed the quantification of the in-plane dynamics of
individual functional groups for the first time. Our experimental findings about the interfacial
molecular motion have implications to molecular rotations, energy transfer, and charge transfer at
materials interfaces, photocatalysis interfaces, and biological cell/membrane aqueous interfaces.

Introduction

The air/water interface, with its unique properties, is of special interest due to its relevance to
our daily life, health, industry, and atmosphere.!* The asymmetric environment at the interface
presents unique chemical and physical properties for molecular adsorbates. Due to the change of
solvent properties at the interface and the inherent anisotropy of that environment, molecular
interactions and motions at interfaces are anticipated to differ from those in bulk liquid.* Therefore,
the motions of a solute molecule at the air/water interface would be restricted by the asymmetric
environment, leading to anisotropic orientational motions therein, i.e. the dynamics of rotation in
the interfacial plane could differ from the out-of-plane orientational motions.>

Unlike the isotropic rotational motions of solutes in bulk water, the asymmetric potential
energy at the interface restricts the rotational motions of adsorbed solutes. Interfacial molecules
exhibit structure-based directionality at an air/aqueous interface, with one end of the molecule
preferentially immersed in the condensed layer and the other largely found exposed to the vapor
phase.’"1? This directionality is expected to be reflected in different interfacial molecular rotational
motions, in and out of the interfacial plane. These anisotropic rotational motions are hypothesized
to be sensitive to changes in the microscopic environment at density-gradient interfacial regions,
since solvent ordering and its expression in interfacial friction strongly affect the timescales for



molecular orientational relaxation. However, there has been no experimental evidence to date
toward this hypothesis.

The surface specificity afforded by second harmonic generation (SHG) and sum frequency
generation (SFG) spectroscopies provides a robust optical means to study the structure and
dynamics of molecules present at interfacial regions.!® *15 SHG and SFG have been used
extensively to probe interfacial phenomena at gas-liquid, gas-solid, liquid-solid, and liquid-liquid
interfaces in real time, and with molecular specificity.!* 134 The utility afforded by the interfacial
specificity of SHG, electronic SFG (ESFG) , and vibrational SFG (VSFG) techniques can be
further exploited by introducing an ultrafast pump pulse to excite the sample just prior to probing,
resulting in time-resolved (TR) experiments, so-called TR-SHG and TR-ESFG/TR-VSFG. In
these experiments, the pump pulse can excite the electronic (UV-vis wavelengths) or vibrational
(IR wavelengths) resonances of a sample and then monitor the excited state over time. The first
TR-SHG experiment was conducted by Sitzmann and Eisenthal,* where photoisomerization was
observed in-situ for the first time at the air/water interface with a visible beam. Some years later,
Sekiguchi et al. presented the first TR-ESFG using three nondegenerate waves to study ultrafast
interfacial dynamics of dye molecules at the air/water interface.>® While TR-ESFG has continued
to advance over the years and has provided much important and exciting information about critical
interfaces, we are primarily concerned with VSFG studies in the present work.

Early reports of TR-VSFG experiments primarily covered IR-pumped SFG-probed
systems.’’* However, our primary focus here is the case with a UV or visible pump. One early
report was made by Bonn et al., where incident pulses caused motion of adsorbed CO at Pt surface,
as monitored with a VSFG probe.*! In another interesting study, molecular-level heat transfer was
investigated for long hydrocarbon chains by laser flash-heating their substrate and monitoring the
terminal methyl groups with VSFG spectroscopy.*? On the other hand, Rao et al. presented the
first TR-VSFG experiments using a visible pump in electronic resonance with the analyte at the
air/water interface®’. In this work, the molecular orientational dynamics of a chromophore at the
air/water interface were investigated for the first time and exhibited ps time resolution. Later, they
also used TR-VSFG to study solvation dynamics and determine solvation times of photoexcited
chromophores at the air/water interface**. As the technique progressed, the visible-pumped VSFG
was extended to include heterodyne detection (TR-HD-VSFG), which investigated the dynamics
at the air/water interface by separating the real and imaginary parts of the SFG response.*’
Furthermore, TR-VSFG has been used to obtain in-situ observations of electron transfer at
semiconductor/organic film interfaces with excellent temporal resolution.*® Most recently, visible-
pump SFG methods have been further extended into two-dimensional (2D) techniques. In its debut,
2D electronic-vibrational SFG (2D-EVSFG) was achieved by mixing a phase-locked electronic
pump pulse pair with VSFG of dye molecules at the air/water interface, showing the ability to
uncover electronic-vibrational couplings therein, and monitor their progression over time along
with generated locally excited modes.*’ Since then, 2D-EVSFG has been used to quantify the
relative orientations of electronic and vibrational transition dipoles at the interface, monitor
structural evolutions of excited states,*® and to uncover vibronic coupling and solvent correlation
dynamics at the air water interface in-situ.*’

The ability of SFG techniques to quantify molecular orientation at interfaces makes it an
excellent choice to probe changes in orientation therein, such as rotation. For example, by exciting
the water surface by a polarized IR pump pulse, VSFG was used to monitor the formed anisotropy
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and subsequent equilibration at the air/water surface, finding that reordering occurred several times
faster than in bulk water.’® Due to the importance of rotational dynamics at the pure water surface,
it has been investigated extensively.’" 3 VSFG has also shown that the crystal structure of a
substrate can affect molecular rotations, where methyl groups turned an order of magnitude slower
at the silicon surface than in the bulk.>* >* In another study, it was found a.-pinene molecules rotate
with minimal restrictions on silica surface by conducting VSFG line-shape analyses and
simulations due to the molecule’s unique geometry.”> However, TR-VSFG studies do offer a
unique advantage over traditional, static SFG methods: the changes in the interfacial spectra upon
excitation are more obvious than subtle changes in spectral line-shapes between different
experiments, making their tracking more straightforward and eliminating potential errors that may
come from complex data analysis. In other cases, Eisenthal et. al used TR-SHG to observe slower
orientation times of coumarin 314 (C314) at the air/water interface relative to their bulk values.®
8.56 It was shown that both out-of- and in-plane interfacial relaxation times of the permanent dipole
for C314 are significantly slower than that in bulk water. The interfacial relaxation time of C314
indicates that the rotational friction at the air/water interface is greater than that in bulk water.

In our previous study, we have presented the orientational motion of the -C=0 group of
C314with visible pump TR-SFG measurements.’” This previous research demonstrated the
absolute orientational motions of a whole molecule for C314 by probing the out-of-plane
orientational motions for the -C=0 and —CF3 groups with TR-SFG. In this companion article, we
shall concentrate on the in-plane orientational motions of the -C=0 and —CF3 functional groups of
coumarin 153 (C153) at the air/ water interface using TR-SFG. C314 and C153, aromatic
chromophores, have similar structures where C153 has -C=0 and —CF3 groups which point into
the water and air phases, respectively. We chose to use C153 in this work due to the established
knowledge base form previous experiments, interesting functional group configuration, and
convenient resonant pumping frequency. Here, we focus on the in-plane dynamics of the functional
groups and examine how they interact with solvent in the plane of the interface and how those
interactions correlate with overall molecular dynamics.
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Figure 1. (A) Schematic setup of time-resolved vibrational sum frequency generation and the
definition of a dipole at the air/water interface; (B) & (C) change in interfacial orientation
distribution under X- and Y- polarized excitation along the surface normal, respectively.
Dipoles highlighted in green have a greater probability of excitation.

Theoretical considerations

Before we can investigate orientational dynamics at the air/water interface, we shall define
the system. First, to excite the sample, a linearly-polarized pump pulse is incident normal to the
interfacial plane, along the Z-axis from above. Next, we treat the probed functional groups at the
interface as a dipole oriented at an angle & with respect to the Z- axis, and its projection onto the
XY-plane has an angle ¢ with respect to the X-axis, as defined in Figure 1 (A). The static
orientational distribution is depicted schematically in Figure 1 (B) and (C) as dipoles lying between
two cones representing maximum and minimum 6. The linearly-polarized pump pulse photo-
excites a subset of the interfacial equilibrium distribution of ground state molecules, thereby
generating non-equilibrium orientational distributions in both out-of-plane and in-plane directions.

Publishing

AlP

h":f\_j



Since the SFG signal is sensitive to a change in orientational distribution at the interface, it
responds to both out-of-plane and in-plane motions which bring the ground and excited state
molecules to their equilibrium orientations. As such, dipoles oriented along the X- or Y-axes are
preferentially excited by probe pulses oriented along those respective directions, as schematically
shown in Figure 1 (B) and (C). Therefore, both excitations from the X- or Y-polarized pump break
the isotropic symmetry of the in-plane orientational distribution; and monitoring their changes over
time relative to each other can outline the movements of the interfacial molecules.

When pumped by a circularly-polarized laser along the surface normal, the symmetry of
orientational distribution in the surface plane is not affected, whereas the symmetry of out-of-plane
orientational distribution is broken. When pumped by a linearly-polarized pulse along the surface
normal, both out-of-plane and in-plane orientational distributions are broken in symmetry.
Therefore, polarized SFG intensities respond differently to the circularly- and linearly-polarized
excitations.® To understand how time-dependent SFG intensities for a vibrational mode are related
to in-plane orientational dynamics, we shall consider how the static and time-dependent SFG for
a vibrational mode are affected by two different linearly-polarized excitations.

At equilibrium, when a symmetric stretching vibrational mode with C.;; symmetry, like a —

C=0 group, and a symmetric stretching vibrational mode with C3;; symmetry, such as a —CF3,
) @)

group are considered, there are three non-vanishing hyperpolarizabilities a,,, = 7 * @y, = T *
a}(}zy)z’ where 7 is the Raman ratio of the transverse polarizability and the longitudinal polarizability

of the bond, and the subscripts in ai(jz,z refer to the local molecular corrdinates.’”° Thus, the seven

interfacial second order susceptibilities, ;(ﬁl){ , are related to the three molecular

hyperpolarizabilities by spatial orientational averages of the orientational distributions:!- ¢

)()((ZX)Z = Nagl[(l — 1){cos 8 sin? 8 sin? ¢p) + r{cos 6)]
Xl(/i)z = Nag;[(l — 1){cos 8 sin? 8 cos? ¢p) + r{cos )]
x D =42 = NalZ (1 - r)(cos 0 sin? 0 sin? p)

x D = 2 = NaZ) (1 — r)(cos 6 sin? 6 cos? ¢)

)(ézz)z = Nag)z[r(cos 0) + (1 — r){cos? 6)].
(D
As noted above, the XY-plane is defined in the laboratory coordinates system as the plane of the
interface and the Z-axis is along the surface normal. N is the surface density of molecules, 6 is the
polar angle of the symmetry axis with respect to the Z axis, ¢ is the angle between the macroscopic
X- and microscopic x-axes.

It is noted that all ¢ terms are averaged out due to the isotropic in-plane distribution

(sin? ¢p) = (cos? ¢p) = 1/2. At equilibrium (t = —c0), the surface susceptibilities can be

simplified into the following:3!-

1
(=) = 1Py (=o0) = ZNai)[(1 + ){cos 6 (—e0)) = (1 = ){cos® 8 (—oo))]



2% (=) = dy7y (=90) = gy (=00) = Kz (=)

Xxzx X YZY1 vy = Xzxx
= S NaZ[(1 = r){cos b (=) = (cos® ¢ (—2))]

X5, (—e0) = Na3)[r(cos 6 (—o0) + (1 = r){cos® 6 (~a))].
(2)

By choosing two linearly-polarized pulses, polarized parallel (X-axis) and perpendicular (Y-
axis) to the incident plane, the probabilities, p;, for the excitation of a molecule whose transition
dipole moment is oriented with an out-of-plane angle, , and an in-plane angle, ¢, are determined
by®

px = lu- Ex|* = |ul?|Ex|? sin® 0 cos® ¢
py = lu- Ey|* = |ul*|Ey|* sin® 0 sin® ¢ .
3)
Dipoles with a larger 6 angle (more nearly in-plane) have a greater probability of excitation
due to the sin? @ term for both the X- and Y-polarized pumps. In the case of the X-polarized pump,
dipoles with a smaller angle ¢ (lie more nearly along the X-axis) have a higher probability of being
excited due to the cos? ¢ term, while it is the opposite in the case of the Y-polarized pump. Upon
excitation by a linearly-polarized pump, the symmetry of the interface with Cyy is lifted and the
symmetry of the in-plane distribution is no longer isotropic. The orientational distributions of
dipoles excited by an X- or Y-polarized pump are depicted in Figures 1 (B) and (C), respectively.
Thus, the time evolutions of orientational distribution for the non-equilibrium states are given by
pg(®) = G(124; 00, 00p, (1 = py) and p, () = G2y, 20,01, py (=X, 1).% & where pg and
p. are the conditional probabilities of molecular orientation under perturbed ground and excited
state conditions, respectively. (2, and (2, are the azimuthal angles (6 and ¢, respectively) at times
zero and 1, p,q is the molecular equilibrium orientational distribution, and px or py are the pump-
induced probability as described above. The evolution function G relates the initial state ({2, 0)
and the final state (2, t).

More often than not, four effective susceptibilities for SFG experiments are measured,
including SSP, PPP, SPS, and PSS.% 3! 6466 The first letter denotes the polarization of the sum
frequency, the second one denotes the polarization of the visible pulse, and the last denotes the
polarization of the IR pulse: arranged in the order of increasing wavelength. The susceptibilities

are related to the seven second order susceptibilities by local field factors, L;;, as expressed by>"
60

)(ég, (=) = LyyLxxLzzsin 3 X;((Z;?z (—o0)

Xéi)g(—oo) = LxxLzzLxx sin B, X;((ZZ)X (—o0)
X}(’i‘)s (=) = LzzLxxLxx sin fy xé?x(—oo)
Xﬁfn)p(—oo) = LzzLzzLzz sin By sin f3; sin B3 Xézz)z (=) + LzzLyyLyy sin By cos f; cos B3 X?’y)y(—oo)
— LyyLzzLyy cos By sin B, cos B3 X}(/Zz)y(—oo)
— LyyLyyLzz cos By cos B, sin B3 )(}(,?Z(—oo),
4)

where f3; are the incident or reflection angles of w; beams with respect to the surface normal.



For simplicity, we define a new pre-factor Lj;x to denote the product of three local field
factors (Lj;L;;Lkg). For example, Ly is used to represent the LyxLyxLzz. Therefore, the time-

dependent ground state susceptibility, )((2)

g (t), for PPP-polarized SFG measurement as an example,
is given by the following expression:

X éf,)a pp(t) = LYYZX%)Z (©) + Lzyyx g/)y(t) + Lyzvx ézz)y(t) + Lzzzx ézz)z(t)

= LYYZ)()(/?Z () + (Lzyy + Lyzy)x §2y)y(t) + Lzzzx ézz)z(t)
= LYYZNa;?QZZ [(1 —1){cos 6 sin? 6 cos? gb)pg(t) + r{cos G)pg(t)]

+ (LZYY + LYZY)Na;,ZZ)ZZ(]‘ - T)(COS 9 Sinz 6 COSZ ()b)pg(t)
2
+ LZZZNaé_Z)ZZ [r(cos H)pg(t) + (1 —r){cos? 9)pg(t)].
= ﬁpp (—o0) — n(t)a;,zz)zz[cl,PPP(cos )¢ + Cappp{cos 8 sin® 0 cos® ¢)¢ + C3,PPP(COS3 9)t]-

®)

For simplicity, we define the following coefficients in Eq 5:

Cippp = (Lyyz + Lzz7)r
Cyppp = (Lyyz + Lzyy + Lyzy)(1 —1)
C3,PPP = Lzzz(1 -7)

In the case of X-polarized photoexcitation, the time correlation functions in Eq 5 could be
obtained with the similar derivation described above,

(cos ), x = | dQ, | dQg cos B, G(Q2y,t;02y,0)peq(8,) sin? B, cos? ¢y,
: a

(cos 0 sin? 0 cos? P)yx = f dQ, f dQg cos B, sin? B, cos? ¢y G (12, t; 2o, 0)peq (Bo) sin® 6, cos® ¢y,
and
(cos®O),x = f dQ, f dQg cos® 6, G (2, t; 29, 0)peq(B5) sin? B cos? ¢
(6)

With Eq 3, the expression of pumping probability functions, three correlation functions at a
time ¢ in Eq 5 under Y-polarized excitation with the evolution function G become

(cos 0),y = f dQ, f dQg cos 0y G2y, t; 020, 0)peq (o) sin® 6, sin® ¢,

(cos 0 sin? 0 cos® )y = j dQ, f dQg cos 0 sin? B, cos? ¢, G (12, t; 29, 0)peq(6,) sin? B, sin” ¢,

and

(cos®O)y = f dQ, f dQg cos® 8, G (82, t; 29, 0)peq(Bo) sin? B, sin? ¢py.
(7

As we demonstrated in Egs. 3, the polarization of the pump pulse results in different excitation



probabilities, reflected in the sin? and cos? terms. In Egs. 6 & 7, we define the time-dependence in
a similar manner. From the expressions above, it is noted that the (cos 0) ;—x y and {(cos> 6),;—x y
are time-independent of in-plane (¢) motion and are only related to the time evolution of the out-
of-plane () motion. It is important to stress that the correlation function
(cos 0 sin? 0 cos? ¢), i—x y is correlated with time-dependent in-plane motion.

After photoexcitation, the population of the excited states is equal to the decrease of the
population of the ground state. The time-dependent excited state susceptibilities for the PPP-
polarized SFG measurement under excitation along the X or Y-axis have a similar form to the time-
dependent terms in Eq. 5, but with hyperpolarizabilities of the excited state:

)(fgpp @) = LYYZ)(}(/?Z(t) + LzyyX gz)y(t) + LYZYX)EZZ)Y ) + Lzzz)(ézz)z ()
= Lyyz)(g/)z(t) + (Lzyy + Lyzy)x g/)y(t) + Lzzz)ézz)z(t)
= LYYZNag_ZZ)ZZ[(l —1){cos 0 sin? 6 cos® ¢), () + r{cos 0) )]
+ (Lyyy + LYZY)Na;ZZ)ZZ(l —1){cos 6 sin* 6 cos? ), )
+ LZZZNag_ZZ)ZZ[r(cos 0)p, ) + (1 —r){cos® e)pe(t)]

= n(t)ag,zz)zz[cl.PPP(COS 8)¢ + Ca ppp{cos @ sin® 6 cos® ¢); + C3,PPP(COS3 9>t]

®)
We can then simplify this expression by combining coefficients and plugging in Eq. 5 such that
@) O (@ @)
VZZZ
Xeppp(t) = ©) (Xg,ppp (=) — X4 ppp (t))'
ag,zzz
9)

and find that the time-dependent excited stated susceptibility when pumped along the X or Y-axis
is the product of the excited and ground state hyperpolarizability ratio and the difference between
the equilibrium and time-dependent ground state susceptibilities.

By combining Eq 5 and Eq 8, the total time-dependent susceptibilities for and PPP- SFG
measurements under X-polarized pump are

2) _ @ @)
Xtotal,ppPP X ©=x g,PPP.X © +x e,PPP,X (®)

)
= Xg,pPP X (=)
- n(t) (ag(],zz)zz - ag,zz)zz) [Cl,PPP(COS 9)t,X
+ Cy,ppp(cos 0 sin? 0 cos? @)y x + C3 ppp{cos® 8) x|
)
= Xg,pPP X (=)

- n(t)Aag(yze?zzz [Cl,PPP(COS 0)¢x + Coppp{cos 0 sin® 0 cos® ), x

+ C3,ppp{cos® 0), x|
(10)

Likewise, the total time-dependent susceptibilities for PPP-SFG measurements under Y-
polarized pump are



) _ @ @)
XtotaL,PPP,Y(t) = Xg,PPP,Y(t) + Xe,PPP,Y(t)

—_ @
= g,PPP,Y(_OO)

- n(t)Aa‘éze),zzz [C1,ppp(cos B)ey + Cy ppp(cos O sin? 6 cos? P,y
+ C3 ppp(cos® ), y].

(11)

Generally, these expressions show that the time dependent susceptibility is equal to the difference

between the total time-dependent and equilibrium susceptibilities as well as the difference between

the total time-dependent and ground state susceptibilities: Ay® (t) = )(gzal(t) - )(t(ig (=) =

Xt (®) = X (—0).

Experimentally, the changes in susceptibility over time, A th)fal, ppp(t), is measured, and equals

the difference between the total and ground state susceptibilities. By subtracting Eq. 5 from Egs. 10 or 11
we find

AXt((fgal,PPP,X (0 = _n(t)A“éze?zzz[CLPPP(COS )¢ x + Coppp{cos O sin® 0 cos® ), x
+ CB,PPP<COS3 H)t,X]
AXt(ggal,PPP,y(t) = _n(t)A“gngzz[CLPPP(COS 6)¢y + Cappp{cos 0 sin® 6 cos® p),y

+ C3,PPP(C053 9>t,y]-
(12)

The X- and Y-polarized linear pump pulses induce the same out-of-plane orientations of 6 but
the different in-plane motions of ¢. Then the sum of the change of susceptibilities induced by X-
and Y-polarized pump pulses gives the out-of-plane dynamics.® To isolate in-plane orientational
dynamics from out-of-plane orientational dynamics, we simply subtract Ay® for X- and Y-
polarized photoexcitations, the out-of-plane terms could be combined or canceled out in the
simplification

(2) _ (2) (2)
Dxpppx-v(®) = DXiorarprpx(®) = DXiotarpppy ()
= —n(t)Aa‘éi)_ZZZCzlppp((cos 6 sin? 0 cos? @), x — (cos 0 sin? 0 cos? P)yy)

= —n(t)Aa’?),,,C ppp(cos 0 sin? B)[(cos? ¢}, x — (cos? )¢y ]

1
= _n(t)Aag(;i),zzzCZ,PPP<COS 6 sin® ), [Z(COSZ Hex—y — E]

(13)
with (cos 6),x = (cos 0),y and (cos® 0),x = (cos® 0),y. Additionally, the (cos 8 sin® 8), term was
able to be factored out because they are the same for both X- and Y-polarized pump excitation.

Eq 13 shows that the time-resolved PPP- SFG measurements are related to time-dependent
population evolution, n(t), time-dependent out-of-plane dynamics, {cos 6 sin? 8),, and time-
dependent in-plane dynamics, 2(cos? ¢); x_y. The population dynamics occur on the order of tens
of nanoseconds,®” and are not considered here. Knowing (cos 6 sin? 8), from the out-of-plane
experiments,®’ we can obtain the time-dependent in-plane orientational time constant, T4, based
on the assumption that out-of-plane and in-plane time evolutions are uncoupled, namely,



t

(cos® ) x—y = f d¢ cos? ¢ G(2, t;024,0) cos? po = a + be “¢.
(14)

If we assume that the out-of-plane term in Eq. 13, {(cos 6 sin? )., happens on a time scale much longer

o 1 . o .
than in in-plane term, [Z(COSZ Dex-y — E]’ we can then omit the out-of-plane contributions and substitute

Eq. 14 into Eq. 13. The change in the difference of the X- and Y-polarized susceptibilities, A)(IE,?P,X_Y(t),

can then be fit with a single exponential fitting and thereby extract the relaxation time constants for the in-
plane dynamics of a given functional group.

Experimental section

The details of our TR-VSFG experimental setup have been described previously.” ** Briefly,
an IR beam with a typical energy of 1.5 pJ per pulse was focused onto the sample by a BaF: lens
with a 100 mm focal length at 67° relative to the surface normal and a spot size of around 120 ym
in diameter. A picosecond 400 nm pulse with a width of 10 ps and a pulse energy of 8 uJ was
focused to a 210 pm spot size by a BaF2lens of a 250 mm focal length at 76° relative to the surface
normal. A 409 nm pump pulse with a pulse energy of 5 nJ (<100 fs) was focused on the sample
from the top by a BaF: lens of a 500 mm focal length along the surface normal with a focal spot
of 800 um, as schematically shown in Figure 1 (A). The polarization of the X- and Y- polarized
pump beam was controlled using a zero-order half-wave plate. The generated SFG signal, which
propagates with an angle along the X-axis, was focused into a monochromator and detected by a
photomultiplier tube (PMT) (Hamamatsu) when the time-profile experiments were performed. The
SFG signals from PMT were sent into a lock-in amplifier with reference to a 500 Hz chopper
frequency in the pump arm, which was followed by a Boxcar gating averager. A translational stage
and the SFG signal sampling from the lock-in amplifier were controlled by a computer using
LabVIEW. The polarizations of the SFG pulses are defined as S or P: perpendicular or parallel to
the incident plane, respectively, and are listed in order of increasing wavelength: SFG signal,
visible, IR.

Results and Discussion

To investigate in-plane orientational dynamics of interfacial molecules, we made PPP-
polarized SFG measurements of the -C=0 and —CF3 groups of C153 with resonances centered at
1718 cm™ and 1319 cm’!, respectively.®’ Figure 2(A) shows the time traces of the PPP-polarized
SFG electric fields for the -C=0 group under both X- and Y-polarized excitation. The amplitude
of the electric field is the square root of the intensity. All time-dependent SFG electric fields were
normalized with the SFG electric field without pumping (at <0) to account for contributions from
ground state molecules. The initial decrease in the SFG electric field is attributed to the ground
state bleaching of C153 and cancelations due to a phase difference of © between ground state and
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Figure 2. Time traces of PPP SFG electric fields under X- and Y- polarized pump.
(A) —C=0 group; (B) —CFs group.

the newly excited state molecules in such a two-level system.®’” Under Y-polarized excitation, a
decrease in SFG electric field is also seen at initial time #=0 relative to the X-polarized data, which
is due to the different sensitivity of the PPP-polarized hyperpolarizabilities to the X- and Y-
polarized excitation. Over time, the SFG recovery curves reach the same signal level when an
orientational equilibrium is reached and in-plane isotropy is reestablished, on the order of ~70 ps.
This indicates that the same equilibrium orientational distribution is reached regardless of the
initial excitation due to pump polarization. We then conducted the same experiments, probing the—
CFs group, as shown in Figure 2(B). Here, it is shown that at =0, there is an even greater difference
in the initial intensities based on pump polarization than for the —-C=0O group, since the two
functional groups have different polarizability responses to the photoexcitation. For the —CF3
group, we see that the SFG responses for the two differently polarized pumps also equilibrate and
continue to increase parallel to each other, but only take about 140 ps. As described in Eq. 12, we
can isolate in-plane motions of interfacial molecules from their out-of-plane counterparts using the
TR-VSFG signals under two linearly-polarized pump pulses. Figures 3(A) and 3(B) show the time-
dependent difference in the SFG electric fields under X- and Y-polarized pump for the -C=0 and
—CF3 groups, respectively. It is interesting to note that the positive signature of the difference for

both the pumps suggest the magnitude for aﬁzz is less than that for aE,,ZZ)ZZ. The time traces of the

SFG electric fields for the two groups were fitted to a single-exponential plus baseline, giving the
in-plane rotational time constants of y_c—o and y_cp,to be 41.5 £ 8.2 ps and 36.0 £+ 4.5 ps,
respectively. Due to the large relative error of the time constants, we cannot say with certainty that
the functional groups behave very differently over time in the interfacial plane. With improved
experimental signal-to-noise ratios and more specialized instrumentation, such as difference, or
lack thereof, can likely be solidified. Nevertheless, these specific in-plane dynamics of functional
groups are still important and may differ from the out-of-plane process.

The in-plane rotational time constants indicate that the rotational motions for the two groups

are slower at the interfacial plane than that in bulk. In bulk acetonitrile, the —-C=0 group of a
structurally similar molecule, coumarin 314 has a rotational time of around 26 + 2 ps,68 faster than
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the air/water interface. Owing to the high solvent-solute collision rate, the solute rotational motion
is significantly hindered, and can be viewed as a succession of very small angle rotation around a
randomly oriented axis.®” Therefore, the property of the in-plane rotation of the two functional
groups is likely to be resistant at the air/water interface.
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Figure 3. The time-dependent difference in SFG electric fields under the X- and Y-
polarized pump for the -C=0 (A) and —CF3 (B) groups. The solid line is a fit to a
single exponential plus baseline yields the in-plane rotational time constants of u__._,
and H_cp, 1O be 41.5 £ 8.2 ps and 36.0 + 4.5 ps, separately.

Previous TR-SHG studies showed that the time evolution of in-plane rotations of the
permanent dipole of C153 exhibit a rotational time of 198 + 15 ps,’ which is five times faster than
those for the -C=0 and —CF3 groups found here. It is not surprising that the SHG and SFG methods
yield strikingly different values for the in-plane rotation since they probe different moieties of the
molecule. According to the geometric dimension, the size of the permanent dipole of C153 (6.10
A) is almost five times those of the —C=0 and —CF3 groups (1.20 A and 1.34 A).®® Other studies
have been carried out on molecular rotational dynamics at liquid interfaces by measuring the decay
in the fluorescence anisotropy of interfacial molecules.”!"” The rates of in-plane motions for the —
C=0 and —CFs groups are significantly different from their out-of-plane counterparts, which
exhibited distinct orientational angle change over time.®” As shown in the companion article, the
orientational angle for the —C=0 group immersed in water changes by 4°, followed by an
orientational recovery time of 130 + 20 ps upon excitation. On the other hand, the —CF3 group in
the air exhibits a change in orientational angle of 8" with a much slower orientational recovery
time of 210 + 38 ps.%” Distinct from those for the out-of-plane motions, the time progression of the
—C=0 group motions for the in-plane motion is slower than that for the —CF3 group. It seems that
the out-of-plane motions are related to the motion of the whole molecule while the in-plane
motions are more localized. The —C=0 and —CF3 groups possess different properties in terms of
size, shape, charge distribution such as dipole moment and polarizability, polarity, and hydrogen
bonding. As schematically shown in Figure 4, the more polar nature of -C=0 group immersed on
the water side, being both highly charged and solvent accessible, is likely to cause hydrogen
bonding and dielectric friction. On the other hand, the hydrophobic —CF3 group on the air side
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experiences pure mechanical friction in the highly nonpolar interfacial environment.

On the theoretical side, Benjamin et al. have examined the rotational anisotropy of interfacial
solutes using two different correlation functions for in-plane and out-of-plane motions,”* ”> and
found that no significant difference between in-plane and out-of-plane motions for a low dipole
moment solute was observed.”* However, molecular dynamics simulations on coumarin 314
showed that the in-plane rotation is characterized by a sequence of diffusive-like steps interrupted
by flipping episodes, whereas out-of-plane motions include large-amplitude oscillations
modulated by small-amplitude oscillations.”® Our findings provide strong evidence that different
moieties of interfacial molecules can manifest a significant difference between in-plane and out-
of-plane motion, originating from local frictions from different directions on the differing moieties..
While the concept of interfacial solvent friction has been rarely used to quantitatively rationalize
solute-solvent interactions, a more systematic and quantitative investigation of this important
concept requires more theoretical studies and experimental data.

Figure 4. Schematic depiction of in-plane functional group rotation for the -C=0 and —
CF3 groups of Coumarin 153 at the air/water interface.

Conclusions

We have presented the in-plane rotational dynamics of the vibrational probes for the -C=0
and —CF3 groups of coumarin 153 (C153) at the air/water interface by using femtosecond time-
resolved vibrational sum frequency spectroscopy. The in-plane orientational time constants of the
—C=0 and —CF3 groups of C153 are found to be 41.5 + 8.2 ps and 36.0 £ 4.5 ps, respectively. The
findings suggest that the in-plane dynamics of the individual functional groups progress on
timescales five-times faster than the molecule as a whole. While no significant difference can be
drawn between the dynamics of the -C=0 and —CF3 groups of C153, our TR-SFG experiments
provided their direct quantification for the first time. The difference in orientational motion reveals
the microscopic heterogeneity where C153 molecules are located at the interface. Further
improvements of the experimental systems will likely provide certainty of the relationships
between the dynamics experienced by functional groups of the same molecule which do not share
the same solvent conditions. These structural dynamics for molecular moieties have implications
in molecular rotations, energy transfer, and charge transfer at biological cell/membrane and
aqueous interfaces.
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