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ARTICLE INFO ABSTRACT

Keywords: Despite the extensive body of literature focused on remote sensing applications for land cover mapping and
Bayesian inference the availability of high-resolution satellite imagery, methods for continuously updating classification maps
Water mapping in real-time remain limited, especially when training data is scarce. This paper introduces the recursive

Land cover mapping
Deforestation detection
Spectral indices
Time-series analysis

Bayesian classifier (RBC), which converts any instantaneous classifier into a robust online method through a
probabilistic framework that is resilient to non-informative image variations. Three experiments are conducted
using Sentinel-2 data: water mapping of the Oroville Dam in California and the Charles River basin in
Massachusetts, and deforestation detection in the Amazon. RBC is applied to a Gaussian mixture model (GMM),
logistic regression (LR), and our proposed spectral index classifier (SIC). Results show that RBC significantly
enhances classifier robustness in multitemporal settings under challenging conditions, such as cloud cover
and cyanobacterial blooms. Specifically, balanced classification accuracy improves by up to 26.95% for SIC,
12.4% for GMM, and 13.81% for LR in water mapping, and by 15.25%, 14.17%, and 14.7% in deforestation
detection. Moreover, without additional training data, RBC improves the performance of the state-of-the-art
DeepWaterMap and WatNet algorithms by up to 9.62% and 11.03%. These benefits are provided by RBC while
requiring minimal supervision and maintaining a low computational cost that remains constant for each time
step regardless of the time-series length.

1. Introduction and Fang, 2023). Furthermore, many studies focus on deforestation
detection in areas such as the Amazon rainforest, a region with un-

1.1. Background paralleled biodiversity and a crucial role in global climate regulation,
yet facing alarming deforestation rates. Numerous works address the

For the purpose of allaying increasing concerns on global envi- environmental impact that this ongoing crisis has on climate change
ronmental changes and sustainability, and thanks to the vast amount and public health (Lapola et al., 2023; Ellwanger et al., 2020). Of
of high resolution remotely sensed data available today, there exists particular concern is the 129% increase in deforestation within Indige-
a considerable body of work focused on remote sensing applications nous territories since 2013 (Silva-Junior et al., 2023). Deforestation

involving land cover mapping and change detection (Mashala et al.,
2023; Wang et al., 2023). Some examples are studies on land con-
servation, sustainable development, and the management of resources
such as water. Changes in water dynamics can be studied by surface
water mapping to monitor floods (Yaseen, 2024), describe water qual-
ity (Wasehun et al., 2024), and for coastline extraction (Sun et al.,
2023). Land cover mapping also plays a crucial role in identifying the
distribution of different crop types (Zhang et al.,, 2024) and under-
standing the dynamic evolution of land use in urban environments (Yu

detection conducted by human experts through visual inspection is
time-consuming and costly due to the vast geographic areas involved,
making automated detection methods necessary (Karaman et al., 2023;
Martinez et al., 2024).

Several sources of remotely sensed data are currently available,
presenting different characteristics when it comes to spatial, spectral,
radiometric and temporal resolution (Chuvieco, 2020). Spatial resolu-
tion varies from centimeters, as with high-resolution sensors on GeoEye

* Corresponding author.
E-mail address: calatrava.h@northeastern.edu (H. Calatrava).
1 Indicates shared first authorship.

https://doi.org/10.1016/j.isprsjprs.2024.09.003

Received 12 April 2024; Received in revised form 19 August 2024; Accepted 5 September 2024

Available online 27 September 2024

0924-2716/© 2024 The Authors. Published by Elsevier B.V. on behalf of International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS). This is an
open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).


https://www.elsevier.com/locate/isprsjprs
https://www.elsevier.com/locate/isprsjprs
mailto:calatrava.h@northeastern.edu
https://doi.org/10.1016/j.isprsjprs.2024.09.003
https://doi.org/10.1016/j.isprsjprs.2024.09.003
http://crossmark.crossref.org/dialog/?doi=10.1016/j.isprsjprs.2024.09.003&domain=pdf
http://creativecommons.org/licenses/by/4.0/

H. Calatrava et al.

and QuickBird-2 satellites, to a few meters, as with Landsat 9 and
Sentinel-2 A/B sensors. These satellites can acquire weekly images of
the same scene. Conversely, satellites with MODIS and VIIRS sensors
offer daily image acquisitions but at a lower spatial resolution of
hundreds of meters. Modern commercial satellite systems push the
boundaries of Earth observation (Miura et al., 2023). An example is the
Pléiades Neo by Airbus, with a twice-daily revisit capacity and a ground
sampling distance of up to 30 cm (Chouteau et al., 2022). Notably,
hundreds of CubeSats with subweekly or even daily temporal resolution
and medium to high spatial resolution (Zhu et al., 2022), such as the
ones providing Planetscope data (Huang and Roy, 2021). Also, very
high resolution optical imagery is available with the constellations
of SkySat, BlackSky and Nu-Sat micro-satellites. The SkySat satellites
can provide ground sampling distances of up to 50 cm and a sub-
daily revisit time (6-7 times per day) when considering the whole
constellation (Jacobsen, 2022). Additionally, multimodal image fusion
techniques are used to generate high spatio-temporal image sequences,
contributing to generating a wealth of remotely sensed data (Li et al.,
2022; Karmakar et al., 2023).

Spectral indices are one of the main land cover mapping tools given
their simplicity and required low computational cost (Tran et al., 2022).
They compute scalar-valued features as a function of specific spectral
bands, whose value can be used to distinguish between different land
cover classes contained in a pixel. Although they show a limited per-
formance when compared to other techniques such as deep learning
methods, they are widely used in remote sensing applications given
their unsupervised nature (Khalid et al., 2021). They can be considered
to be unsupervised because their output depends on the ratio between
a combination of spectral bands, which does not require any training.
The decision threshold, however, must be selected and this can be
challenging when no reference data is available. Another advantage is
that spectral index values are easy to interpret because they minimize
the effect of illumination in satellite imagery while enhancing different
spectral features present in the scene under study. For instance, the
normalized difference vegetation index (NDVI) enhances the presence
of trees, bushes, and others (Huang et al., 2021; Xu et al., 2022). This
is due to the reflectance given by the spectral response of vegetation
decreasing in the red and increasing in the infrared wavelengths. On the
other hand, water indices are used for water extraction at pixel level,
given the difference in spectral reflectance of land and water in the near
and middle infrared wavelengths (Liu et al., 2023). The most widely
used water indices are the normalized difference water index (NDWI),
the modified NDWI (MNDWI) and the automated water extraction
index (AWEI) (Acharya et al., 2018). It has been shown that challenging
weather conditions may disrupt the extraction of water bodies with
these indices (Yang et al., 2022). This can be solved by using modified
methods like the one proposed by Gao et al. (2016), which effectively
mitigates mountain shadows and allows the extraction of particularly
challenging small water bodies. Khalid et al. (2021) also suggest that
the land surface temperature based water extraction index (LBWEI)
provides high accuracy under a wide variety of weather conditions.

Aside from spectral index methods, there is a wide choice of land
cover classification approaches based on machine learning available in
the literature, whose main advantage is an increased flexibility (Wang
et al., 2022). The taxonomy of image classification techniques in remote
sensing proposed by Satir and Berberoglu (2012) groups them into su-
pervised/unsupervised, parametric/non-parametric and hard/soft clas-
sifiers, among others. Some of the explored machine learning methods
used in remote sensing applications include maximum likelihood clas-
sifiers (Zeb et al., 2019), support vector machines (Kok et al., 2021),
logistic regression (LR) (Li et al., 2024), random forests (Pelletier
et al.,, 2017; Tariq et al., 2023), naive Bayes (Bai et al., 2023) and
clustering methods like the widely used K-means algorithm (Ghezel-
bash et al.,, 2023). Lik6 et al. (2024) showed an improvement in
maximum likelihood classification maps of Himalayan regions through
post-classification correction measures, including ancillary data, digital
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elevation models, and spectral vegetation indices. Various studies assess
the need for a comprehensive comparison between widely used ma-
chine learning algorithms for land cover classification (Adugna et al.,
2022; Zhang et al., 2023). Ko Oo et al. (2022) propose random forest
as the best classification model in mining districts when compared to
maximum likelihood, support vector machines, and classification and
regression trees. Furthermore, the authors in Qiu et al. (2019) suggest
that deep learning methods like artificial neural networks provide high
accuracy results in land cover classification, even when compared to
other machine learning classifiers such as support vector machines.

Despite their widespread use in land cover mapping, the previously
mentioned techniques suffer from several limitations. First, they are
highly sensitive to illumination and atmospheric interferences (e.g., dif-
ferent aerosol concentrations or viewing angles), which can signifi-
cantly impact the spectra of pixels from a given material class (Bor-
soi et al.,, 2021b). The lack of robustness to such non-informative
spectral variations is a significant limitation of, for instance, spectral
indices such as the MNDWI (Yang et al.,, 2018). Moreover, due to
the high sensor-to-target distances involved in remote sensing appli-
cations, many image pixels do not belong to a single class, but are
instead composed of a mixture of different material classes (Cavalli,
2023). Although this can be addressed by spectral mixture analysis
techniques (Cai et al., 2024) or by assigning a pixel to more than one
class with sub-pixel mapping (Wang et al., 2020; Hu et al., 2021), it
poses a significant challenge to traditional classification algorithms. As
a consequence, an apparent need for robustness to outliers and spurious
artifacts in remotely sensed data arises.

1.2. Multitemporal time-series classification

The analysis of multitemporal or time-series data is of increasing
interest for remote sensing applications (Miller et al., 2024). Exploiting
multitemporal data makes it possible to improve the performance of
tasks such as classification (Deng et al., 2019; Wei et al., 2023) and
spectral mixture analysis (Borsoi et al., 2021a) given the temporal
correlation, while at the same time supplying the end-user with a more
complete product that shows the spatial as well as the temporal dis-
tribution of land classes or their proportions. The simplest approach to
perform multitemporal land cover mapping is to apply an instantaneous
classifier to each image in the sequence, being spectral indices such
as the NDVI a popular choice (Sun et al., 2018). However, this does
not exploit the temporal information available in the data. Significant
effort has been dedicated to developing techniques specifically suited
to process multitemporal image sequences. For instance, Kenduiywo
et al. (2017) and Shi et al. (2022) proposed classification methods
based on conditional random field models, which represent the in-
teractions between class labels in both time and space. Transfer and
active learning have been combined to adapt a pre-trained classifier
to new images acquired at other time instants (Cao et al., 2020).
Time-series classification accounting for missing pixels using Gaussian
process regression was proposed by Constantin et al. (2022), while
other works considered 1D temporal convolutional neural networks
(CNNs) (Pelletier et al., 2019), and 3D spatio-temporal CNNs (Ji et al.,
2018).

These techniques, known as batch or offline time-series classification
methods, require a complete image time-series to generate classification
maps. However, with satellites like Sentinel-2 and Landsat 9 contin-
uously acquiring images, reprocessing the entire series each time a
new image is acquired becomes computationally expensive. Recursive
methods, also known as online methods, iteratively update multitem-
poral classification maps with new images by leveraging previously
computed results, making them ideal for studies involving ongoing
data collection. Bayesian recursion is widely used in target tracking
applications, where an efficient filter (Imbiriba and Closas, 2020) must
be designed to recursively obtain target state estimates from a state—
space model (Ji et al., 2022). Filtering methods can also be applied
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Fig. 1. Overview of the proposed recursive Bayesian classification framework. Our method allows to convert an instantaneous generative model (i.e., modeling the observation
of a pixel given its class label with the likelihood function p(z,|C,)) or a discriminative model (i.e., modeling the observation of a class label given a corresponding pixel with
P (C,|z,)) into a recursive Bayesian classifier that exploits the temporal relationship of time-series data. Knowledge about the class prior probabilities p(C,) and the transition
probability hyperparameter ¢ is assumed. The hat operator in 6, denotes the decision from the classifier. & is an experiment-dependent set containing K different labels.

to online parameter learning (Wu et al., 2019; Borsoi et al., 2020;
Demirkaya et al., 2021; Imbiriba et al., 2022), which is of special
interest in machine learning tasks involving the processing of time-
series data (Campbell et al., 2021), such as video prediction (Franceschi
et al., 2020) and speech enhancement (Martin-Donas et al., 2020).
Bayesian recursion has also been applied in pattern recognition for
bioengineering applications, such as tracking retinal vasculature by
estimating vessel geometry parameters (Uslu and Bharath, 2019).

The earliest recursive remote sensing classification techniques were
based on Bayesian filtering ideas, by recursively updating the prob-
abilities of each class given the measurements after each datum is
acquired (Swain, 1978; Strahler, 1980). These techniques are based on
a statistical model that represents the pixel spectra given its class, called
a generative model, which is non-trivial to obtain. More recent Bayesian
approaches have proposed classification strategies that are recursive
both in time and across multiple spatial scales (multiresolution) (Hedhli
et al., 2021), using computationally expensive algorithms such as ex-
pectation maximization to learn the model parameters and a generative
model for the pixels. Other recent works have leveraged deep learning
strategies, in particular different instantiations of recurrent neural net-
works, such as long short-term memory (LSTM) networks (Zhou et al.,
2023; Wang et al., 2024). These have been applied to predict flood
susceptibility and for crop identification, among others (Ruf} wurm
and Korner, 2017; Fang et al., 2021). These methods enable learning
intrinsic spatial and temporal dependencies of remotely sensed data,
along with spectral patterns in specific classes over time, all with min-
imal supervision. The main disadvantage of other recursive algorithms
is that they require large amounts of training data and long training
times compared to the framework proposed in this paper. This is the
case for the algorithm in Sharma et al. (2018), which uses patch-based
recurrent neural networks, and the one in Pastorino et al. (2024), which
combines fully convolutional networks with hierarchical probabilistic
graphical models and decision tree ensembles. Mountrakis and Heydari
(2023) show that deep learning methods provide substantial classifi-
cation improvements over the commonly implemented random forest.
Nevertheless, demonstrative numbers on simulation times suggest that
these methods require up to four times larger running times.

The lack of open-source labeled Sentinel-2 data for time-series
analysis (i.e., containing the dynamical evolution of the true class
labels) poses an important challenge to the evaluation of the methods.
Although there are available multitemporal satellite imagery datasets,
most of them contain pixel-wise annotations that are unique for the
whole time-series. That is, no changes over time exist or are prop-
erly mapped to labels, and therefore, it is not possible to evaluate
the algorithm at different time instants. One example of this is the
benchmark dataset for multi-temporal and multi-modal land use land
cover mapping MultiSenGE (Wenger et al., 2022). To address this, we
generated our own ground truth data, as detailed in the next subsection.
For the Amazon deforestation experiment, ground truth labels were
available in the MultiEarth challenge dataset (Cha et al., 2023).
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1.3. Contributions

This paper aims to develop a recursive classification framework
that improves the decision-making process in multitemporal and mul-
tispectral land cover classification algorithms by leveraging previous
classification results. An overview of the proposed framework may be
found in Fig. 1. The key contributions of this paper are as follows:

» We propose the recursive Bayesian classification (RBC) frame-
work, which converts any instantaneous classifier into a robust
online method using a probabilistic framework that enables the
integration of temporal information. RBC addresses the trade-off
between adaptability to natural changes in the scene and robust-
ness to outliers caused by illumination variations and spurious
artifacts in remotely sensed data. This is achieved without the
need for additional training data, as opposed to more complex
deep learning models.

In Section 3.2, we introduce the spectral index classification
(SIC) algorithm, which uses standard broadband spectral indices
to generate predictive probabilities. This approach allows for
the incorporation of class prediction uncertainty into the RBC
framework.

To overcome the lack of available ground truth data for time-
series analysis, we created our own ground truth data with manu-
ally generated labels. This enabled a rigorous quantitative assess-
ment of the proposed framework (see Section 3.3.3). The ground
truth dataset, along with the pre-processed satellite imagery, has
been made publicly available at Calatrava et al. (2024).

The performance of the proposed approach is demonstrated using
Sentinel-2 images in three different experiments: water mapping of
a reservoir and downstream river in Oroville, California, USA; water
mapping of the Charles river basin in Boston, Massachusetts, USA;
and deforestation detection in the Amazon rainforest. RBC may be
applied atop a generative model (see Section 3.1.1) or atop discrim-
inative models (see Section 3.1.2). We evaluate the proposed RBC
framework against three instantaneous classifiers: a Gaussian mixture
model (GMM), an LR classifier, and the SIC algorithm, along with their
recursive counterparts. For the water mapping experiments, we in-
clude two state-of-the-art deep learning classifiers: the DeepWaterMap
(DWM) (Isikdogan et al., 2017) and WatNet (WN) (Luo et al., 2021)
algorithms.

The remainder of this paper is structured as follows. Section 2 de-
scribes the satellite data and the are under study. Section 3 introduces
the proposed RBC framework and the SIC algorithm, followed by details
on the experimental setup. Section 4 presents the results, while their
implications and impact are discussed in Section 5. Finally, Section 6
provides the concluding remarks. The successful extension of the RBC
framework to a three-class classification task for the Charles River area
is detailed in Appendix A.
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Fig. 2. Sentinel-2 RGB composite image with LAT/LON information and classification map from the ESA WorldCover Map tool (Zanaga et al., 2021) of test sites 1a and 1b

(Oroville Dam, California, USA).

Table 1
Resolution and central wavelength of the processed Sentinel-2 spectral bands.

Band Description Resolution (m) Central wavelength (nm)
2 Blue 10 490

3 Green 10 560

4 Red 10 665

8 NIR 10 842

8A Narrow NIR Edge 20 865

11 SWIR 1 20 1610

2. Area of study and satellite data

Our research focuses on two areas of study located in the US and one
area located in the Amazon rainforest, as we believe it is essential to
test our methodology across varied geographical locations to achieve
a more comprehensive performance assessment. In this section, we
describe the three selected areas of study and the challenges they pose
to land cover mapping algorithms.

We consider images at the blue, green, red, near-infrared (NIR),
narrow NIR and shortwave infrared (SWIR) bands, with resolution and
central wavelength listed in Table 1. Band 4 (red) is useful for identify-
ing soil, water and many urban features, band 3 (green) gives excellent
contrast between clear and turbid waters, and band 2 (blue) is useful
for identifying vegetation and also human-made features (Maciej Huk
and Marcin Maleszka, 2020). The SWIR bands are useful for measuring
vegetation, water and soil moisture.

2.1. Test site 1: Oroville Dam

The first test site is located in Oroville Dam, an embankment dam on
the east side of the city of Oroville, in the state of California (see Fig. 2).
Being 235 meters high, it is the tallest dam in the US. The area of
study has geographic center coordinates of LAT/LON: 39.61, —121.43.
Test sites 1la and 1b belong to the dam downstream and upstream,
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respectively. The water mapping of areas with geographic features like
this reservoir is imperative to study, as they are essential for flood
control, management and sustainability of water resources.

Ilumination variations in images from test site 1a can be observed
in Fig. 4. These may be caused by fluctuations in the solar incidence
angle and also by differences in image acquisition times. Ripples and
other artifacts in test site la are caused by the high flows in the
river stream, making the classification of water pixels challenging and
increasing the probability of false negatives. As illustrated in Fig. 4
for test site 1b, and based on reservoir storage data obtained from the
NWIS USGS website,? the water level in the reservoir changes abruptly
with the season. In October 2020, the recorded water storage was
of 200,485.8 hc-m, decreasing to 160,783.2 hc-m in December 2020.
Subsequent changes resulted in a recorded water storage of 183,223.8
hc-m and 97,542.6 he-m in May and September of 2021, respectively.
These phenomena demand the flexibility of the proposed recursive
classification framework, which ensures its ability to adapt to changes
in the scene. However, the very high flexibility of the method can put
its robustness at risk.

Sentinel-2 Level-2A images are downloaded using the Google Earth
Engine platform from the COPERNICUS/S2 SR collection, with dates
between 2020-09-01 and 2021-09-26. This platform atmospherically
corrects the images using the standard SEN2COR software package and
indicates a cloud cover percentage. Only images with at most 10%
cloud cover are downloaded. The downloaded images have dimensions
of 2229 x 3341 pixels. For evaluation purposes, images were cropped
to sizes of 200 x 500 pixels for test site 1a and 150 x 110 pixels for test
site 1b. To ensure consistency, images from bands 8A and 11, initially
at a resolution of 20 m, were resampled to 10 meters using nearest-
neighbor interpolation. A total of 45 images remained available for
further processing.

2 https://waterdata.usgs.gov/nwis/
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Fig. 3. Sentinel-2 RGB composite images with LAT/LON information and classification map from the ESA WorldCover Map tool (Zanaga et al., 2021) of test site 2 (Charles river,

Boston, USA).
2.2. Test site 2: Charles river basin

The area of study for this experiment covers the Charles river,
the Mystic river and the Boston harbor in Massachusetts, with geo-
graphic center coordinates of LAT/LON: 42.36, —71.12 (see Fig. 3).
This location includes a big permanent water body, urban vegetation,
and a built-up area, which makes it a site of interest for land cover
classification. Tracking land cover changes in urban environments is of
great help for urban and agriculture planning, and also when trying
to identify correlations between social activities and land changes.
Challenges in test site 2 include illumination variations (see Fig. 4)
and the presence of reflective surfaces from buildings and seasonal
cyanobacterial blooms in the Charles river and in the Boston harbor
waters. Algal blooms mostly occur during summer (Rome et al., 2021),
as in the image captured on 2021-07-31 shown in Fig. 4.

Sentinel-2 Level-2A images are downloaded using the Google Earth
Engine platform from the COPERNICUS/S2 SR collection, with dates
between 2020-09-04 and 2021-09-26. Only images with at most 10%
cloud cover are downloaded. The downloaded images have dimensions
of 927 x 2041 pixels. For evaluation purposes, images were cropped to
sizes of 700 x 1241 pixels. Images from bands 8A and 11 are resampled
to 10 meters by nearest-neighbor interpolation. After visual inspection,
15 images depicting snow-covered land or exhibiting significant dispar-
ities are excluded from the dataset, resulting in a total of 28 images for
further processing.

2.3. Test site 3: Amazon rainforest

The third experiment focuses on the geographic area of the Amazon
rainforest in Brazil, at the geographic center coordinates LAT/LON:
—4.05, —54.6 (see Fig. 5). Sentinel-2 images of the Amazon rainforest
downloaded using the Google Earth Engine platform are obtained from
the MultiEarth challenge dataset (Cha et al., 2023). For some dates, this
dataset includes manually generated deforestation labels using mosaic
satellite images from the Planet APIs.®> We initially considered a total
of 225 images with dates between 2018-12-03 and 2021-12-27. These
have the same dimensions as the MultiEarth dataset images after being

3 https://api.planet.com/
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Challenges in test site 1a:
Ripples caused by the water flow
and variations in illumination.

2020-10-21 2021-06-23

2020-10-16  2021-01-19  2021-05-04  2021-09-01

Challenges in test site 1b:
Abrupt water level changes in the
reservoir.

Challenges in test site 2:
Appearance of algal blooms in the
summer, variations in illumination
Y and atmospheric disturbances.

2021-03-23 2021-07-31

Fig. 4. Sentinel-2 RGB composite images showing the challenges posed by test sites
la, 1b, and 2, within the context of water mapping and land cover classification.

tiled and segmented, i.e., 256 x 256 pixels. The study area is selected
to be relatively small in order to ease the analysis of results since
the evolution in time of output classification maps can be more easily
interpreted for smaller regions. Also, the overall computational cost
decreases when lowering the number of pixels to be evaluated.

The percentages of cloud and cloud shadow are calculated with the
CI, and CSI indices proposed by Zhai et al. (2018). From the initially
225 selected images, the ones with a cloud/shadow cover above 20%
are filtered out. We also discard 12 images by visual inspection. This
results in a total of 31 images for further processing. Pixels in the
images from the MultiEarth dataset are shifted accordingly such that
surface reflectance values are between 0 and 1, showing a considerable
bias under the presence of clouds or illumination factors. To solve
this, a time-varying bias is fitted to each image, for which an area
where the statistics are expected to be time-invariant (i.e., no clouds
or disturbances are observed inside that area for all evaluation dates)
is selected. Taking the first evaluation image as a reference, the mean
Xcef Of pixel values inside that area is calculated. For each subsequent
image, a bias is computed as b(f) = X — Xest(f) and applied in the
pre-processing stage so that the pixel mean in the selected region
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Fig. 5. Sentinel-2 RGB composite images with LAT/LON information and classification maps from the ESA WorldCover Map tool (Zanaga et al., 2021) of test site 3, located in

the endangered Amazon rainforest.

is the same for all time instants. With this procedure, pixel values
corresponding to the surface reflectance are not altered by the presence
of clouds or other atmospheric effects.

Even after the detection and filtering of images with a relatively
high cloud percentage, scenes in the Amazon rainforest often show a
large number of small clouds, which may disrupt instantaneous classi-
fication. On the one hand, this demands the robustness of the proposed
RBC framework. On the other hand, the temporal variability of the
spectra of both vegetated and, especially, deforested areas, requires
flexibility in the algorithm. This variability can be observed in the
Sentinel-2 RGB composite images from dates 2019-08-10 and 2020-06-
10 in Fig. 13. Overall, the proposed framework must address a trade-off
between adaptability and robustness to surpass these challenges.

3. Methodology

The main contribution of this manuscript is the framework for
recursive Bayesian classification using multispectral and multitemporal
data, which is introduced in Section 3.1. We also propose, in Sec-
tion 3.2, a classifier that uses spectral indices to generate predictive
class probabilities. The experimental setup is described in Section 3.3.

3.1. Algorithm: recursive Bayesian classification (RBC)

The Bayesian philosophy involves updating beliefs based on evi-
dence. It begins with a prior probability, i.e., the initial belief about
a class label, which is updated with new data to generate a pos-
terior probability, i.e., the refined belief after considering the new
observation (Siarkkd and Svensson, 2023). Let us denote by Z, €
RBXN an image with B bands and N pixels observed at time instant
t € {1,...,T}. The images at the different time instants are supposed
to be coregistered, that is, they constitute observations of the same
geographic scene. For each pixel z,, € RE, being n € {1,...,N},
we associate a label C,, € ¥, where % is an experiment-dependent
set containing the possible K labels. Bayesian recursion allows the
refinement of class probabilities at each time step as new data is
observed. For a set of images Z, over time, the most likely label C, , for
each pixel z,, (i.e., the nth column of Z,) can be estimated based on
all the previous imagery {Z,, Z,_,, ..., Z,} by maximizing the posterior
probability p(C, ,|Z,,Z,_,,..., Z,) as

~

Ct,n=a-rgcmae)% p(C,’,,IZ,,Z,_l,...,Zl), (1)
tn
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where 6,’,1 denotes the decision from the classifier. The expression
in Eq. (1) is powerful, as it considers both temporal and spatial in-
formation. However, learning the posterior PMF in Eq. (1) can be
hard, especially with high dimensional images. A spatial independence
assumption can be applied to reduce the computational cost when
calculating the conditional PMF. We propose to treat the label of
every pixel as independent of the data from other pixels, meaning that
C,,, only depends on z,,,2,_y,.....Z],, Or, equivalently, on z,,, =
(2> Z4—1 > - » 21 ,,}- This is without loss of generality, as the proposed
approach can be directly extended to consider spatial information
(i.e., from multiple pixels). Thus, the posterior in Eq. (1) becomes
p(C, ,121.,,), disregarding spatial information, and leading to

~

C =arg ggg&g p(Cilzy.p), 2
where the pixel index » is omitted for simplicity. The classifier proposed
in Eq. (2) still considers a temporal dependence on previous data,
meaning that the labels and images at previous time instants influence
the results of the current time 7. Specifically, we assume first-order
Markovity, with the dependencies between class labels (states) and
pixel observations (measurements) depicted in Fig. 6(a). This Markov
property implies that C,, (and the whole future C,,;, C,,,, ...) given
C,_, is independent of anything that occurred prior to time step 7 — 1.

The probability of a class label C,_; given all the data up to time
t — 1 corresponds to the posterior distribution at time ¢ — 1, denoted
as p(C,_y|zy.;—1). From this distribution, the transition probabilities
allow us to build the prior or predictive distribution at time step 7 as
p(C,|z;.,_,). Finally, with Bayes’ rule, we can compute the posterior
distribution with the newly observed pixel z, as p(C;|z,.,). This process
allows the probability of class labels to be refined at each time step
and is illustrated in Fig. 6(b). With RBC, recursion can be applied to
generative models (see Section 3.1.1), and to discriminative models
(see Section 3.1.2).

3.1.1. Classification based on a generative model (RBGM)

The posterior PMF in Eq. (2) can be computed recursively using
Bayes theorem under conditional independence assumptions and as-
suming knowledge about the class prior probabilities p(C;), which
reflect the initial understanding about the scene, the state transition
p(C,|C,_) and the likelihood distribution p(z,;|C,) given by a generative
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posterior p(Cy_1]z1.4—1) at t — 1

prior p(Ct|z1.4—1) at ¢

2t
posterior p(C|z1.¢) at t

(b)

Fig. 6. Diagrams illustrating the Bayesian recursion process. a) Dependencies between class labels and pixel observations based on the first-order Markov assumption. b) Bayesian

recursion flow, updating the prior distribution to the posterior distribution using new pixel observations.

model. Thus, the posterior PMF can be computed as

z,|C)Hp(C,|z,.,_
C,lz1.) @ pz|CIP(C21:0-1)
P(z(|21:-1)

ECHG% P(CAC,_DP(Cr_i21:4-1)
Zc;e% p(z,|CHP(C]|21.4-1)
ZCH ez P(CIC_Dp(C_11Zy:-p)
Zorew PEIC) B o PCIC_DP(C]_ 1210-0)
3

where in equality (a¢) we assumed the conditional independence of
measurements, that is, given the class label C,, z, is independent of
the previous z;.,_;; in equality (b) we assumed a first-order Markov
model, considering that given the previous class label C,_;, the cur-
rent class label is independent of past measurements. We refer to
the method in Eq. (3) as recursive Bayesian classification based on
a generative model (RBGM) due to its dependence on the likelihood
function p(z,|C,). The term p(C,_,|z,.,_;) denotes the posterior PMF of
the previous time step. When ¢ = 1, p(C,_;|z;.,_;) = p(C,) becomes
equivalent to the marginal class probabilities at t = 0, which we assume
to be uniform in the absence of prior information about the scene,
ie, p(Cy = % V C,. The transition PMF p(C,|C,_,) is described later
in this section.

(b)
= p(z,lC,)

= p(z,IC,)

3.1.2. Classification based on a discriminative model (RBDM)

The posterior probability can also be calculated as a function of the
probability of the labels given the pixel values, which allows existing
classification algorithms to be used in the RBC framework. We refer
to this as recursive Bayesian classification based on a discriminative
model (RBDM). Applying the Bayes’ rule to the likelihood p(z,|C,) we
obtain
p(C;1z)p(z,) ’ @

p(C))
where p(C,|z,) is the prediction of the classifier to which the RBC frame-
work is applied, i.e., the benchmark classifier. As the RBC framework
is agnostic to the classifier that is used, the prediction can be the result
of any type of classifier, including deep learning methods as well. The
Bayes theorem can be used to extend RBGM to RBDM by applying the
Bayes theorem to Eq. (3) as

p(C,|z)ptz)

p(z|C) =

ZCHG%” PCIC_Dp(Ci_y121)

p(Cylzl'z) =
: C (C] |z,)pezy
p( ') Zq’ei@ %{;ﬁ/ ZC:_IE%’ p(C”C;_l)p(Cr/_l |z1 :t—l)
_ p(Clz,) ZC,,]E%” P(CIC,_)P(C,_y12).-1)
- (C1z) ’
p(C,) EC/E% PP(CJZ) ZC,LIE% p(C”Cr/_l)p(C’,_l |zl :r—])

%)
where p(C,) denotes the marginal class probability. In the widely
used naive Bayes classifier, the marginal class probabilities are also
used (Barber, 2011). In the absence of labeled training data and prior
information about the scene, we set their value to p(C,) = % v C,.

Note that the proposed recursive classification solution is in closed-
form and consists of a summation of probability distributions over
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the different classes. Egs. (3) and (5) are straightforward to compute
given the likelihood of the pixels or their posterior probability, re-
spectively, which correspond to the result given by the instantaneous
classifier. Considering this, it can be stated that recursion does not add
a significant computational overhead to the classification problem.

3.1.3. Class transition probabilities

In this work, we assume that the class transition probability p(C,|
C,_,), which represents the likelihood of transitioning from class C,_,
to class C,, is time-invariant. Although strong, this assumption copes
with the lack of knowledge we assume regarding the studied scene.
Moreover, we highlight that this is without loss of generality since
prior knowledge about, e.g., seasonality, can be easily incorporated in
a time-dependent transition PMF. The stationary or time-invariant case
requires selecting K> parameters, but this is simplified by assuming
pij = p(C, = jIC,_y = i) = e for all i # j, reducing the problem to
selecting a single parameter. This parameter, known as the transition
probability hyperparameter ¢, corresponds to the probability of a pixel
transitioning from one label to another in the two-class case. A study on
the model sensitivity to this hyperparameter is presented in Section 4.3.

3.1.4. Implicit regularization of the posterior

Note that the proposed RBC framework relies in probabilistic clas-
sifiers or generative models. Although many deep learning classifiers
are currently trained based on the cross-entropy loss, which leads to
a maximum likelihood estimation of the class labels (Barber, 2011),
very flexible models, such as deep neural networks, can lead to over-
confident classification results, i.e., there being some j such that p(C, =
Jjlz;) =~ 1. This can be damaging when such models are integrated into
the proposed RBC framework since such overconfidence diminishes the
relevance of the prior information obtained in previous time instants
through the recursion. To remedy this issue, we propose to empirically
reduce the confidence in the predictions of deep learning models before
integrating them into the proposed framework, with this simple relation

p(Clz,) + A
oo (0 (Cllz) +4)

where p’ (C,|z,) is the distribution of the overconfident discriminative
model, being it the probability of the labels C, € ¥ given the pixel value
at time instant 7, and 4 € R, is a positive constant used to slightly push
the predicted class probabilities towards ]? (i.e., towards a uniform
PMF). The same idea can be applied to an overconfident generative
model p/(z,|C,) (Barber, 2011, Chapter 20.3).

The proposed approach is motivated, at a high level, from the
maximum entropy principle (Jaynes, 1957). This principle states that
among all available solutions that fit some measurements, the most
suitable solution is the one with the highest entropy. In this paper,
an estimation problem has not been defined for this matter because
the PMFs (i.e., the likelihood or class posterior) are directly obtained.
Consequently, the PMF entropy is increased in an ad-hoc fashion by
following Eq. (6). This regularization of the posterior, or likelihood,

p(crlzr) = (6)
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Fig. 7. Overview of the proposed Spectral Index Classifier (SIC), where the values of standard broadband spectral indices such as the NDWI are converted into probabilities p(C,|z,)
as in Eq. (7). The proposed RBC framework can be applied on top of the SIC algorithm, resulting in the recursive SIC (RSIC) model.

is of great importance within the context of recursive classification
of time-series data since overconfident classifiers can mask the prior
information from previous time instants, jeopardizing the algorithm
performance.

3.1.5. Computational overhead of the recursion

Neural networks or more complex algorithms that classify entire
batches of data often experience a substantial increase in complexity
with sequence length (Hoberg et al., 2015; Kenduiywo et al., 2017). In
contrast, and given the nature of Bayesian recursion described at the
beginning of Section 3.1, the computational cost of RBC is not affected
by the baseline classifier it is built upon and remains constant for each
time step regardless of the length of the image time-series. To quantify
this, we analytically evaluate the overhead introduced by recursion in
terms of operations.

Assuming that each operation consists of a sum and product or a
sum and division, and given that p(z,|C,), p(C,_;|z;.,_;) and p(C,|z,) are
already computed (hence, their evaluation cost is the same as for the
instantaneous classifier), we can present the following calculations. For
the RBGM, the overhead cost is K x (K2 + K +2) = K? + K2 + 2K
operations. This breaks down into K operations in the summation
from the numerator, K operations in the inner summation for the
denominator multiplied by K operations in the outer summation also in
the denominator, and 2 operations from the division and multiplication
by the instantaneous classifier result. This result is then multiplied by
K because the expression in Eq. (3) needs to be computed for each
class. By applying the same logic, the overhead cost for the RBDM can
be expressed as K x (K X (K + 1) + K +2) = K> 4+ 2K? + 2K. We
can argue that this is not substantial in the context of most classifiers
since K is generally small. For detailed quantitative results on the time
required by recursion and instantaneous classifiers across all test sites
and algorithms tested in this study, please refer to Section 4.4.

3.2. Spectral index classification (SIC)

We introduce the SIC algorithm, which uses broadband spectral
indices to generate the predictive probability of occurrence of land
classes, such as water or soil. Spectral indices are of interest for clas-
sification algorithms due to their clear interpretability and lack of
supervision, as explained in Section 1.1. An overview of this classifier
can be found in Fig. 7. The class probability p(C,|z,) is defined as

fe, (¥z))
ch/qu fcl’ (z) ’
where y(z,) corresponds to the spectral index value, which is computed
as a function of the pixel z,. This is a similar but not equivalent idea to
applying a softmax function. To compute the probability value, we use
a Gaussian function as fc, = N (”C,"’C, . A different value of mean

p(Cilz,) = 7
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and standard deviation can be assigned for each class as u = col{uc’}
and ¢ = col{acr}, being col{-} the operator returning a vector whose
elements are y¢, and o, for C, € €, respectively. The function f¢, can

be expressed as
2
S S |
1 2 2

T

thus giving a measure of how close the spectral index y(z,) is to the
mean value of each class C,, denoted as . This is used as an indication
of the likelihood of z, being of class C;. The standard deviation o,
accounts for the length of the spectral index interval defining class C,.
For ease of exposition, let us consider for the remainder of this section
that C, € € = {1, ..., K}, and also that the class indices are ordered in
the same way as the threshold intervals, i.e., class i corresponds to the
ith spectral index interval.

The length of the intervals defining each class can be highly non-
homogeneous and depends on the spectral index class thresholds 7,
where i € {0,...,K}. These thresholds define a hard classification
result based on the spectral index value, with pixel z, being assigned
to the ith class if and only if y(z,) € (r;_;,7;]. Their length can be
calculated as L; = 7; — 7;_;, where j € {l,...,K}. The values of u
and o are calculated as y; = L;/2+7;_; and 6; = L;/2, so that the
probability of a pixel belonging to a given class decreases smoothly as
¥(z;) moves away from the center of the interval and approaches one
of the thresholds. The threshold values are determined empirically and
are experiment-dependent, as discussed in Section 3.3.3.

Y(Z,) - MC,

fe, (=) = ®)

O, C,

3.3. Experimental setup

A classifier based on a GMM, an LR classifier, and the SIC al-
gorithm introduced in Section 3.2, are compared to their recursive
counterparts, namely the RGMM, RLR and RSIC algorithms. When
working with data from test sites 1a, 1b, and 2, two additional pre-
trained deep learning models are used as a benchmark in the context
of water mapping: the DeepWaterMap (Isikdogan et al., 2017) and the
WatNet (Luo et al., 2021) algorithms. All models under consideration
are listed in Table 3. To ensure consistency when evaluating the RBC
framework in different areas of study, we maintain the same number
of classes across the three test sites.

As discussed in the introduction, the instantaneous likelihood or
class posterior to which the RBC framework is applied may be either
semi-supervised, supervised or unsupervised. When the data model is
unsupervised, the entire procedure may be viewed as unsupervised. The
converse is also true for supervised methods. When we describe the
methodology followed in the training stage in Section 3.3.2, we are
referring to the training stage of the GMM and LR models, which are
the models that need supervision.
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Fig. 8. Proportionally scaled timeline showing Sentinel-2 image dates (yy-mm-dd) used to train the GMM and LR models (green markers), and to test the GMM, LR, SIC, DWM
and WN models, and their recursive counterparts (blue markers). The filled blue markers correspond to test images for which manually generated ground truth labels are available.
This allows to evaluate the proposed framework quantitatively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this

article.)

3.3.1. Data splitting

A proportionally scaled timeline with the dates of images used for
training and evaluation can be found in Fig. 8. Each downloaded image
belongs to a different date and they are mostly spaced 5 days apart,
i.e., the temporal resolution of Sentinel-2 satellites. However, temporal
spacing between images may vary as a consequence of filtering images
with high cloud/shadow cover and other discrepancies. On the one
hand, large temporal spacings between training images translate into
training data diversity. On the other hand, large temporal spacings
between evaluation images can pose a challenge, because a change in
land that occurs gradually can be interpreted as a sudden artifact to be
discarded by the recursive algorithm. This matter is further discussed
in Section 5.

3.3.2. Training the GMM and LR models

The LR and GMM models are trained in a weakly supervised ap-
proach. Training images correspond to those acquired on the dates
indicated with green markers in Fig. 8. To generate surrogate ground
truth class labels, or pseudo-labels, the pixels from the training images
are classified based on their spectral index value (MNDWI for test sites
la, 1b and 2, and NDWI for test site 3) and considering the class
thresholds = in Table 2. To obtain the generative model p(z,|C,) used
in the RBGM from Eq. (3), one GMM is trained for each class label,
i.e., p(z;|C,) is a GMM for each choice of C,. To adequately represent
the training pixels without overfitting, we select the smallest number of
components for each GMM such that the histograms of the training data
distribution and the one generated by the respective GMM are visually
close.

3.3.3. Evaluation

Test images correspond to those acquired on the dates indicated
with blue markers in Fig. 8. Across all test sites, the dataset is imbal-
anced, with the majority of pixels being attributed to the land class
in the two water mapping experiments and the forest class in the
deforestation detection experiment. To prevent biases and ensure equal
contribution from each class when benchmarking between classifica-
tion models, balanced classification accuracy is used as a metric for
the comparative analysis between instantaneous classifiers and their
recursive counterparts in Section 4.1 and Section 4.2. In Section 4.3,
the same metric is used to assess the model sensitivity to the transition
probability hyperparameter.

Ground truth: The lack of openly accessible labeled Sentinel-2
data for time-series analysis presents a significant challenge to the
assessment of our framework. Consequently, water labels were man-
ually generated for the dates employed in the quantitative analysis
(filled blue markers in Fig. 8), and shared by the authors at (Calatrava
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Table 2

Parameter settings for the three experiments conducted in this research. The tran-
sition probability e is defined in Section 3.1.3 and the regularization constant 4 is
introduced in Section 3.1.4, Eq. (6). The thresholds 7y, and 7, are used to generate
surrogate ground truth labels to train the GMM and LR algorithms, as explained
in Section 3.3.2, and to generate predictive probabilities of occurrence with the SIC
algorithm (see Section 3.2).

C, € Gy = {land, water}
Ty =[-1, 0.13, 1];

) SIC 1y = [-0.435, 0.565];
Test sites 1a, 1b oy = [0.565, 0.435];
Yaow (2,) = ﬁ
RSIC e = 0.001 (1a), 0.02 (1b); 41 =10.8
RGMM e =0.2,0.09 21=028
RLR e = 0.001, 0.02; 1 =0.8
RDWM e = 0.001, 0.095; 2 =0.8
RWN e = 0.005, 0.085; 1=0.8
C, €6y
Test site 2 sI¢ ;]\\Z;ID:‘IVEZT)W
RSIC e=0.1; 1=0.8
RGMM €=0.001; 1=0.8
RLR e =0.005; A=0.8
RDWM €=0.001; 1=0.8
RWN €=0.001; 2 =028
C, € 6p = {land, forest}
Test site 3 sic ;[; : [[::)i1(7)'56,5’0;]2;5];
op = [0.825, 0.175]
YNDWI (Z,) = =
RSIC €=0.03; 1=0.8
RGMM e=0.04; 1=0.8
RLR €e=0.04; 1=0.8

et al., 2024). This procedure was facilitated by the LabelStudio tool.*
In the case of test site 3, the MultiEarth challenge dataset contains
deforestation labels, which removes the need to manually generate
ground truth labels for the third experiment. The dates for which
deforestation labels are available do not necessarily match any date
from the Sentinel-2 images in the MultiEarth dataset. Taking this into
account, for each of the provided five labels, error classification maps

4 https://labelstud.io/
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Fig. 9. Function fe, (y(z,)) introduced in Section 3.2. The corresponding values of
7, u, o, and the spectral index y(z,) are the ones in Table 2 for the water mapping
experiments (top subplot) and the deforestation detection experiment (bottom subplot).

Table 3

Full name and abbreviation of the benchmark classification models,
i.e., SIC (introduced in Section 3.2), GMM, LR, DWM (Isikdogan et al.,
2017) and WN (Luo et al., 2021), and their recursive counterparts, i.e.,
RSIC, RGMM, RLR, RDWM and RWN, which derive from applying the
proposed recursive Bayesian classification framework.

Full name Abbreviation
Spectral Index Classifier (Section 3.2) SIC
Gaussian Mixture Model GMM
Logistic Regression LR
DeepWaterMap (Isikdogan et al., 2017) DWM
WatNet (Luo et al., 2021) WN
Recursive Spectral Index Classificatier RSIC
Recursive Gaussian Mixture Model RGMM
Recursive Logistic Regression RLR
Recursive DeepWaterMap RDWM
Recursive WatNet RWN

are computed between the label and the classification result that is
closest in time after the label date.

Parameter settings: The parameter values used for the conducted
experiments are presented in Table 2. For the recursive algorithms, € is
chosen to maximize the average balanced accuracy across test images
with available ground truth, with optimization done independently for
each algorithm and test site. Optimal e values are determined through
sensitivity analysis as described in Section 4.3. To prevent the adverse
effects of overconfident predictions of the instantaneous classifiers, we
empirically selected 4 = 0.8 for all methods. To convert a standard
broadband spectral index into a probability measure as in Eq. (7), it
is necessary to define the thresholds z. These are tuned accordingly
so that the generated classification maps obtained with the training
images are visually close to the reference maps in Figs. 2, 3 and 5. As
explained in Section 3.2, the thresholds are used to calculate u and o
(see Fig. 9).

4. Results

Complete results can be reproduced following the instructions in
https://github.com/neu-spiral/RBC-Satlmg. Overall, the RBC frame-
work significantly increases the robustness of existing classification
algorithms in multitemporal settings, while preserving the adaptability
to changes in the land. Substantial improvements are shown when
compared to pre-trained state-of-the-art deep learning-based classifiers,
without the need for additional training data.

4.1. Error classification maps
The following figures include the classification maps, error clas-

sification maps, and balanced classification accuracy results obtained
using the test images with available ground truth labels. RGB composite
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images of the studied areas are shown as a reference because they
highlight changes in the scene. In the case of test site 1b, and due to
space limitations, only one every two test images with ground truth
data are included in the analysis. The interested reader may find the
classification map results for all test images, including those without
ground truth data, in the supplemental material.

4.1.1. Test site 1

Water mapping results for test sites 1a and 1b are presented in Figs. 10
and 11, respectively. Fig. 10 shows noticeable differences among bench-
mark and recursive algorithms. For instance, the SIC algorithm clas-
sifies a large portion of the stream as land for dates 2021-05-19,
2021-06-13, 2021-09-06 and 2021-09-26. The same is observed with
the LR and DWM classifiers for dates 2021-05-19 and 2021-09-06.
Nevertheless, their recursive counterparts, i.e., the RSIC, RLR and
RDWM algorithms, can adequately classify most of the stream pixels
as water. This translates into an increase in balanced classification
accuracy of more than 20% provided by the use of recursion. For
instance, the RSIC algorithm provides an improvement of 26.95%
and 20.31% for dates 2021-05-19 and 2021-06-13. The WN algorithm
classifies some portions of land as water on dates between 2020-11-
25 and 2021-07-08. While the RWN algorithm misclassifies part of
the stream, it shows considerably more accurate classification maps.
This can be especially observed for the dates 2021-04-09 and 2021-
05-19, where the RBC framework offers an improvement in balanced
classification accuracy of 8.85% and 4.9%, respectively. Overall, results
suggest that the proposed RBC framework improves the performance
of modern deep learning-based mapping algorithms. Moreover, it has
been observed that the DWM and WN algorithms provide overconfident
classification results, which can be an issue in recursive multitemporal
classification. This is solved with the strategy proposed in Eq. (6) to
regularize the predictive class posterior.

In the case of date 2020-12-30, the SIC, LR, DWM and WN algo-
rithms misclassify a considerable amount of water as land, while their
recursive counterparts output more correct classification maps. This
results in an increase of balanced classification accuracy of 14.82%,
4.27%, 13.81%, 9.62%, and 11.03% for the RSIC, RGMM, RLR, RDWM
and RWN algorithms respectively. Between these, the improvement
provided by the RGMM classifier is more modest due to its non-
recursive counterpart already performing well. A similar effect is ob-
served on dates such as 2021-06-13, 2021-08-02, and 2021-09-26,
for which the non-recursive methods provide adequate classification
results and consequently the improvement introduced by recursion is
moderate (under 10%). The trade-off between adaptability and robust-
ness presents a challenge to the recursive framework for the upstream
subscene of Oroville Dam. Prioritizing robustness makes the recursive
framework less flexible, potentially leading to delayed detection of
abrupt scene changes. For example, the increase in water level starting
in February is better identified by the instantaneous classifiers, as they
do not rely on information from previous images showing lower water
levels. Consequently, when recursion is employed on the date 2021-
04-09, there is a decrease in balanced classification accuracy of up
to 6.79%, as indicated by the RSIC classifier. However, this setback
is gradually resolved on subsequent dates, as indicated by improved
classification results on 2021-06-13.

4.1.2. Test site 2

Water mapping results for test site 2 are presented in Fig. 12. The
interested reader may refer to Appendix A, where classification map
results are shown for a three-class classification experiment with the
same data, thus demonstrating the scalability of the framework to
handle more complex classification tasks. Test site 2 extends over an
area covering the Boston harbor, the Charles river lower, mid and
some upper basins, and the Mystic river lower basin. Since most of
these correspond to urban and suburban areas, we can find many
reflective surfaces from, e.g., building terraces and metal sheds, which
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Fig. 10. Water mapping results obtained for the Oroville dam downstream (test site 1a). Classification maps, error classification maps, and balanced classification accuracy results
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of this article.)

lead to pixels with high spectral reflectance. Such pixels may be easily
misclassified as water since their MNDWI values are close to zero. This
can be observed in the classification maps from 2020-12-13, where
the recursive algorithms result in fewer misclassifications of reflective
surface pixels as water. However, this reduction in misclassifications
does not necessarily translate to a performance increase in terms of
balanced classification accuracy. In general, results for dates between
2020-12-13 and 2021-04-24 are already good enough for the instan-
taneous classifiers. Consequently, the improvement provided by their
recursive counterparts is either non-existent or very small. On 2021-
05-27, given the appearance of cyanobacterial blooms, due to which
the water becomes diluted with chlorophyll pigments, an important
portion of water pixels are classified as land by the instantaneous SIC,
GMM, LR and DWM classifiers, whereas their recursive versions provide
more accurate classification maps. This leads to an improvement in
balanced classification accuracy of 12.77%, 12.4%, 8.59%, and 9.11%
for the RSIC, RGMM, RLR and RDWM models respectively. The WN
algorithm exhibits poor performance, particularly since 2021-05-27,
misclassifying a significant portion of land pixels as water. We observe
an increase in balanced classification accuracy provided by its recursive
counterpart of 10.58% on 2021-05-27, 6.02% on 2021-07-31, and
0.95% on 2021-09-14. The reason for this decrease in improvement
over time is due to the repeated failures in the task of the WN instanta-
neous classifier. Overall, the recursive algorithms provide significantly
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more robust performance than their non-recursive counterparts. The
latter are less sensitive to atmospheric interference and illumination
factors. For some dates, the recursion introduces a smoothing effect,
which makes it more difficult to adapt to class changes. This can be
understood by comparing the classification maps obtained with the SIC
and RSIC algorithms on 2021-03-20.

4.1.3. Test site 3

Deforestation detection results for test site 3 are illustrated in
Fig. 13. On dates 2020-06-10, 2020-08-04, and 2021-05-26, cloud pres-
ence disrupts the performance of the instantaneous classifiers, while
their recursive counterparts demonstrate adequate classification map
results. This led to a rise in balanced classification accuracy of 7.06%,
14.17%, and 8.37% for the RSIC, RGMM, and RLR algorithms on
2020-06-10, and 15.25%, 10.58%, and 14.7% on 2021-05-26. On 2020-
08-04, despite improved classification maps, there is a loss in balanced
classification accuracy of 1.6% and 1.88% for the RGMM and RLR
algorithms respectively. We attribute this to the class imbalance in the
dataset, where the forested area substantially exceeds the deforested
area. The RSIC algorithm, however, provides a slight improvement of
0.97% for that date. The adaptability of the framework is evident in
the classification map results from 2021-05-26, which reveal a newly
deforested area detected by the three recursive algorithms but missed
by their non-recursive counterparts. On the subsequent date (2021-
08-19), only the RSIC algorithm can detect this same deforested area,
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which remains undetected for the other algorithms. This failure of the
RGMM and RLR algorithms is due to repeated failures in the task by
the instantaneous classifiers, which disrupts the performance of their
recursive counterparts. Supplemental results show that the recursive
classifiers need two iterations where the instantaneous classifiers detect
the deforested area to acknowledge this change, as a consequence of the
trade-off between the robustness and adaptability of the framework.

4.2. Classification accuracy visualization

The boxplot in Fig. 14 shows the distribution of the balanced
classification accuracy results presented in the previous subsection. The
introduction of recursion mitigates the negative outliers from the non-
recursive models. Additionally, negative outliers from the recursive
models fall within the interquartile range of the non-recursive models,
or are slightly below their lower quartile in the case of the RGMM for
test site 1b and the RLR for test site 3. For instance, when analyzing
the RSIC model with data from test site la, there is a significant
reduction in result variability, with one negative outlier falling within
the interquartile range of the SIC model.

A noticeable trend is the reduced variability in performance among
the recursive algorithms, evident from the narrower spread of balanced
accuracy values. This is specially apparent for the RGMM model. While
the upper quartiles remain consistent and do not show a significant
increase, the lower range of results for the recursive models is notably
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higher than the ones offered by their recursive counterparts. This
suggests that although peak accuracies do not exhibit a significant
rise, there is a marked enhancement in the lower-end performance,
implying a more consistent and improved overall performance across
the tested algorithms. This results from the robustness provided by the
RBC framework. Upper quartiles for the recursive classifiers for test
sites 1b and 3 indicate a noticeable enhancement. Finally, in the case
of the RSIC, RLR, and RDWM algorithms when tested with data from
test site 1a, we observe a decrease in the upper quartile values that may
have originated from the higher variance in the accuracies provided by
their instantaneous classifiers.

4.3. Sensitivity analysis

The class transition probabilities are governed by the hyperparame-
ter ¢ introduced in Section 3.1.3. This hyperparameter is site-specific,
emphasizing the need for careful selection of its value. An analysis
of the RBC model sensitivity to ¢ has been conducted using the data
with available ground truth for each test site. This provided the op-
timal values for the hyperparameter, which have been used in the
three conducted experiments and can be found in Table 2. The results
in Fig. 15(a) show the balanced classification accuracy concerning
values of ¢ between 0.001 and 0.8 for the water mapping experiment
with data from test site 1a. Fig. 15(b) shows results for data from test
site 3 in the context of deforestation detection.

Given that we consider uniform marginal class probabilities, results
for ¢ = 0.5 match the non-recursive benchmark given by the instanta-
neous classifiers. The improvement with respect to the non-recursive
algorithms is notable for ¢ < 0.5. For the water mapping task, the RBC
framework provides an increase in average balanced classification accu-
racy of up to 5.87%, 0.3%, 4.38%, 3.68%, and 4.55% for the SIC, GMM,
LR, DWM, and WN classifiers respectively. The RGMM algorithm gives
a lower improvement because its non-recursive counterpart provides
an already good performance, which can be understood from the low
variance of the non-recursive GMM boxplot for test site 1a in Fig. 14.
For the deforestation detection task, the improvements in accuracy are
of up to 5.9%, 4.9%, and 4.2% for the SIC, GMM, and LR classifiers
respectively. For ¢ > 0.5, the recursive algorithms demonstrate inferior
performance compared to their non-recursive counterparts. This makes
sense, as € > 0.5 suggests a higher likelihood for a pixel to transition
between classes rather than remaining in the same class, which is an
unrealistic hypothesis. Although the accuracy provided by the RSIC
model increases slightly for ¢ > 0.6, this result does not appear to be
influential in shaping the conclusions.

The best performance is achieved for 0 < ¢ < 0.1. This region is
shaded in gray and magnified in the right subplot of the figures. The
e values yielding the best results are 0.001, 0.2, 0.001, 0.001, and
0.005 for the RSIC, RGMM, RLR, RDWM, and RWN models in the water
mapping analysis, and 0.03, 0.04, and 0.04 for the RSIC, RGMM, and
RLR models in the deforestation detection analysis. The RGMM algo-
rithm in the water mapping analysis shows a wider range of ¢ values
providing classification accuracy results near the best accuracy, and a
notably lower sensitivity to e variations. The sensitivity to this hyper-
parameter is highly influenced by the performance of the instantaneous
classifier, in particular to the variance of its balanced classification
accuracy results. As an example, the RSIC algorithm shows the highest
sensitivity to e in Fig. 15(a), being the SIC algorithm the one showing
the highest interquartile range in the subplot from Fig. 14 for test site
la. Interquartile ranges in the subplot for test site 3 are similar between
the three algorithms under study, resulting in similar sensitivities to e
in Fig. 15(b).

4.4. Computational cost analysis

We provide an analysis of the computational cost associated with
the RBC framework. Specifically, we examine the computation time



H. Calatrava et al.

SIC GMM

LR DWM WN

ISPRS Journal of Photogrammetry and Remote Sensing 218 (2024) 447-465

RGB/Label

89.76

2020-11-18
90.77

92.03

2020-12-13

89.11

2021-03-20

2021-04-24

Rl

83.62

86.94 89.04 88.82
2021-05-27| Tl T e il
N RS s e
74.39 77.21 80.27 80.21 72.67
By oS s iy 5 -
2021-07-3 1 [ e : .
BEaNae " snSe T IR\l %
8171 8058 8484 86.5 3
/\—‘{;LE /‘L{; ,fﬁ %
2021-09-14 :
83.58 88.08 86.64 86.21 75.12

e

RSIC RGMM RLR RDWM RWN

88.47 89.48 89.76 90.77

> :l o ~
: Py Rt i

89.28 88.26 89.48

L

89.52 88.6 89.45

L .
89.32

89.61 88.86

o N < “.'L_ b
86.44 89.48 88.58 88.96

R X

89.0

87.86  89.62 89.01 76.07

Fig. 12. Water mapping results obtained for the Charles river basin (test site 2). Classification maps, error classification maps, and balanced classification accuracy results are
presented. Purple and yellow represent water and land, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version

of this article.)

Table 4
Total computation time in seconds for recursion and instantaneous classification
(baseline) across different test sites for RSIC, RGMM, RLR, RWN, and RDWM algorithms.

Metric Test Site RSIC RGMM RLR RWN RDWM
la 0.008  0.007 0.007  0.008  0.008
Recursion Time (s) 1b 0.003 0.002 0.002  0.002 0.002
2 0.06 0.07 0.06 0.06 0.07
3 0.004  0.005 0.004 N/A N/A
la 0.005 0.12 0.005 2.49 1.49
Baseline Time (s) 1b 0.003 0.07 0.002 2.19 1.32
2 0.04 0.92 0.02 4.32 1.62
3 0.002  0.02 0.001 N/A N/A

dedicated to recursion and the time required by the corresponding
instantaneous classifier (SIC, GMM, LR, WN, or DWM) for each test site
and algorithm, measured over a single time step. RBC transforms any
instantaneous classifier into an online method with minimal overhead
added by recursion at each time step, as demonstrated by the magni-
tudes in Table 4. Using the code in https://github.com/neu-spiral/RBC-
Satlmg, the cost analysis was conducted on an Apple M1 Pro (10 cores,
16-core integrated GPU) with 16 GB RAM, running macOS Sonoma
14.4.1. TensorFlow was used to integrate GPU via the METAL APL

Execution times vary across classifiers due to their complexity, with
deep learning models like WN and DWM taking longer (2.49 and 1.49 s
on test site 1a) than simpler models like SIC and LR (0.005 s on test
site 1a). Notably, and given the nature of Bayesian recursion explained
in Section 3.1, the computational cost of recursion is independent of
the complexity of the underlying instantaneous classifier. For instance,
across test site 1a, the recursion times for all models are similar, ranging
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from 0.007 to 0.008 s. The cost of recursion increases, however, with
image size. For example, test site 2, with the largest images (927 x 2041
pixels), has recursion times of 0.06 to 0.07 s, while test site 1b, with
smaller regions (150 x 110 pixels), shows recursion times as low as
0.002 to 0.003 s. The minimal overhead introduced by recursion is
mostly evident for more complex models like RWN and RDWM. For
example, the recursion time for RWN constitutes only 0.32% of the
baseline time on test site 1a, 0.09% on test site 1b, and 1.39% on test
site 2. Similarly, for RDWM, the recursion time is 0.54% on test site 1a,
0.15% on test site 1b, and 4.32% on test site 2. Moreover, given the
nature of Bayesian recursion introduced in Section 3.1 the RBC cost
at each time step remains constant regardless of the time-series length.
This reinforces its suitability for real-time remote sensing applications.

5. Discussion

This section discusses the implications of the main findings from this
research. For a quantitative summary of the results, please refer to the
conclusion in Section 6.

5.1. Study overview and significance

Real-time updating of classification maps in remote sensing remains
a significant challenge, particularly when training data is limited. This
article presents the RBC framework as a solution that enhances ro-
bustness and accuracy in land cover classification across multitemporal
settings. By using information from previous time steps, RBC success-
fully handles disturbances present in remote sensing imagery such as
illumination and atmospheric interference, e.g., different aerosol con-
centrations or viewing angles. It can be applied atop any instantaneous
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classifier based on either a generative or discriminative model. Fur-
thermore, classification results obtained with a three-class experiment
using data from test site 2, as presented in Appendix A, illustrate the
scalability of the RBC framework to more complex classification tasks.

This paper also introduces the SIC classifier, which converts a spec-
tral index value into a probability measure using the mapping in Eq. (7)
(please refer to Fig. 7). Spectral indices are highly regarded in the
remote sensing community owing to their simplicity, interpretability
and low computational cost. However, they are often sensitive to
changes in illumination and pixel disturbances. Applying RBC on top of
SIC helps to address these difficulties and improves the overall strength
of the classification.

The versatility of RBC is shown in its application to various models,
ranging from traditional algorithms for machine learning like GMM
and LR to sophisticated deep learning models such as DeepWaterMap
and WatNet. Deep learning models, such as deep neural networks, offer
great flexibility but can sometimes lead to overconfident classification
results. This overconfidence reduces the impact of information from
previous time steps and therefore compromises algorithm robustness.
To circumvent this phenomenon, we propose to empirically reduce such
overconfidence by inserting a positive constant to slightly push the
probabilities towards a discrete uniform distribution as in Eq. (6).

Reliability and low computational overhead (as demonstrated in
Section 4.4) make RBC an excellent choice for real-time remote sens-
ing applications where fast updates are essential, e.g., environmental
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monitoring and disaster management. RBC can enable quick decision-
making in the presence of events like deforestation, wildfires, and
floods. Being able to manage such diverse and critical tasks high-
lights the broad importance and potential influence of the proposed
framework in many real-world applications.

RBC is simple, easy to use, interpretable, and controlled by a unique
explainable hyperparameter ¢ which regulates the probability of tran-
sitioning among the different classification labels. As a consequence,
e governs the trade-off between adaptability to natural changes in the
scene and robustness to outliers caused by illumination of atmospheric
interferences. As the class transition probability is specific to each
site and the instantaneous classification algorithm, a study has been
conducted on the model sensitivity to the hyperparameter ¢ in the
context of water mapping and deforestation detection. The following
subsection looks into the process of selecting this hyperparameter.

5.2. Hyperparameter selection

The scarcity of labeled temporal data makes unsupervised strategies
particularly appealing for the parameter selection task. One potential
approach is to maximize the model evidence or marginal likelihood of
the test data (Barber, 2011). While this method aligns with Bayesian
principles, it requires further investigation beyond the scope of this
study. Therefore, based on the insights gained from the sensitivity anal-
ysis in Section 4.3, we propose the following guidelines for selecting
€.

Overall, the analysis shows that to obtain robust classification re-
sults, i.e., that are insensitive to undesired abrupt changes in the
image, it is best to select small values of €. In the absence of ground
truth data, we propose to first assess the evolution of the number of
pixels classified as a specific class over time for different ¢ values. For
instance, in a water mapping experiment, tracking how the number of
pixels classified as water changes over time under different ¢ values
may be informative. The sensitivity of the scene to ¢ is best evaluated
on dates with significant changes in class distribution, such as those
caused by natural phenomena like draining events in preparation for
extreme rainfall in the water mapping task. The selection process begins
by determining the appropriate increment between tested e values to
observe changes in the algorithm behavior. Starting with an e value
close to O offers high robustness, and the value can be gradually
increased in increments of 0.005. If variability is not observed in the
curves showing the number of water pixels over time, the increment
can be doubled until changes are detected. From our experience, ef-
fective ¢ values typically range between 0 and 0.1, as these values are
small enough to ensure robustness while still allowing for adaptability.
Importantly, ¢ values greater than 0.5 should not be tested, as they
suggest the typically unrealistic scenario where a pixel is more likely
to transition between classes than remain in the same class. When there
is a change in the scene, such as draining, the selected e value should
allow the model to reflect this change smoothly. This means e should
be sensitive enough to capture the change, yet robust enough to avoid
erratic fluctuations, ensuring both adaptability and stability. If multiple
e values achieve this balance, the final choice can be made arbitrarily
among them.

5.3. RBC framework limitations and challenges

In this subsection, we discuss the limitations of the proposed frame-
work. These include the lack of ground truth data, which challenges
quantitative performance evaluation; missing data due to cloud cover
and other atmospheric disturbances; reliance on constant class transi-
tion and prior probabilities; and the omission of spatial correlations
between classification results across different pixels.

The main limitation of this work is the scarcity of ground truth
multitemporal classification maps, which complicates the quantitative
assessment of results. For test sites 1a, 1b, and 2, the authors manually
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labeled a water mapping dataset with the LabelStudio tool. The labeled
dataset has been shared with the remote sensing community to support
researchers facing similar challenges (Calatrava et al., 2024). This
labeling process is both time-consuming and resource-intensive, which
limits the extension of the evaluation of the proposed framework under
multiple geographic and environmental conditions. The availability
of open-source labeled deforestation data in the MultiEarth challenge
dataset (Cha et al., 2023) facilitated a quantitative analysis for test site
3. However, this dataset lacks deforestation labels for each acquisition

461

date, allowing quantitative metrics to be computed for only a limited
portion of the time series. Specifically, error classification maps were
generated for just five images, indicated by filled blue markers in Fig. 8.
Additionally, temporal misalignment between image and label dates in
the MultiEarth dataset required comparing each label to the nearest
classification result in time, which introduced temporal gaps.

Despite the limited availability of temporal datasets with ground
truth, we evaluated our algorithm under a variety of settings to demon-
strate its full capabilities, versatility, and potential limitations. We
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carefully selected three geographical regions: the Oroville Dam (Cal-
ifornia, USA), Charles River (Boston, USA), and the Amazon rainforest
(Brazil), each presenting unique challenges (see Fig. 4). Cloud cover
and shadows were particularly problematic in the Amazon rainforest,
where we used CI, and CSI indices to assess cloud contamination (Zhai
et al., 2018). On specific dates, such as 2020-06-10 and 2020-08-04, the
presence of clouds caused interference, but RBC was able to improve
classification accuracy. Significant differences in illumination were ob-
served between the winter of 2020 and the fall of 2021 in the Oroville
Dam region, especially at test site 1a. Additionally, natural events such
as substantial fluctuations in water levels at Oroville Dam, particularly
at test site 1b from April 2021 to September 2021, presented unforeseen
changes that challenged the framework. The summer of 2021 also saw
the emergence of seasonal algal blooms in the Charles River, creating
some of the most challenging conditions.

RBC effectively handles temporary disruptions in remote sensing im-
agery and resolves missing data from cloud cover by using information
from previous time steps. However, prolonged cloud cover and per-
sistent disruptions can negatively impacts classification performance.
In general, extended cloud cover may hinder the overall efficiency of
the classification process with RBC. During data preprocessing for test
site 3, 182 of the 225 available images were discarded due to high
cloud and cloud shadow percentages as indicated by the CI, and CSI
indices, and an additional 12 images were filtered out through visual
inspection. Although this level of cloud cover did not deny the perfor-
mance of RBC and allowed us to demonstrate its capability to handle
temporary disruptions, continuous cloud cover and a larger extent of
missing data would need additional strategies. Temporal interpolation
is a potential solution that can be employed to estimate absent values
using data from other periods to ensure dataset continuity. However, a
recent investigation (Che et al., 2024) that used linear interpolation
to fill in missing values in time series data showed only marginal
enhancements in classification accuracy when deep learning models
were used. The authors emphasized the need for stronger methods to
deal with persistent gaps in data, such as data fusion from multiple
sensors and RNNs with masking capabilities. Another recent study uses
the Whittaker smoothing to reduce noise and produce continuous NDVI
time series using satellite data collected from multiple sources. This
technique benefits the precision and spatial resolution of the recon-
structed images (Liang et al., 2023). Consequently, further research is
needed to enhance the adaptability of RBC to diverse environments and
develop improved strategies for managing larger levels of missing data.

Our methodology, which relies on constant transition probabilities,
is computationally efficient, scalable across large geographic areas, and
relatively easy to tune. However, this simplicity may come at the cost
of accurately reflecting real-world dynamics, as natural systems and
human activities often experience shifts that influence transition prob-
abilities. Incorporating recursion could help automatically determine
these transition probabilities over time, and a similar approach could
be applied to class prior probabilities. Another limitation of our work
is the absence of spatial correlation between classification results at
different pixels. By assuming independence between pixel labels, the
RBC framework fails to leverage the spatial structures and patterns
that are prevalent in natural environments. Addressing these limitations
could lead to meaningful advancements in future research.

6. Conclusion

In this paper, we have introduced the recursive Bayesian classifier
(RBC), a framework that converts any instantaneous classifier into a
robust online method through a probabilistic approach that is resilient
to non-informative image variations. Using Sentinel-2 data, we have
applied RBC to GMM, LR, and to our proposed SIC algorithm, which
uses standard broadband spectral indices to generate predictive prob-
abilities. The conducted experiments involve water mapping of the
Oroville Dam in California, the Charles River basin in Massachusetts,
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and deforestation detection in the Amazon. The results demonstrate
that RBC significantly improves the robustness of classifiers in multi-
temporal settings under challenging conditions. Specifically, in water
mapping, RBC enhances balanced classification accuracy by up to
26.95% for SIC, 13.81% for LR, and 12.4% for GMM. In deforestation
detection, the accuracy improvements are 15.25% for SIC, 14.17% for
GMM, and 14.7% for LR. Additionally, without requiring additional
training data, RBC improves the performance of state-of-the-art deep
learning models, with DeepWaterMap showing a 9.62% accuracy in-
crease and WatNet improving by 11.03% thanks to recursion. Despite
these significant gains, RBC introduces a low computational cost, with
minimal overhead that can be considered negligible when applied to
more complex deep learning models. For instance, recursion time for
recursive WatNet constitutes only 0.32% of the total algorithm time on
test site 1a, 0.09% on test site 1b, and 1.39% on test site 2. Similarly, for
recursive DeepWaterMap, the recursion overhead is 0.54% on test site
1a, 0.15% on test site 1b, and 4.32% on test site 2. This overhead, in
addition to being small, remains constant for each time step regardless
of the image time-series length due to the nature of Bayesian recursion,
making the proposed methodology a suitable solution for real-time
remote sensing applications. Future work will focus on methods for
automatically determining class transition probabilities and addressing
the issue of missing data caused by cloud cover and other disruptions
in satellite imagery.
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Fig. A.16. Land cover classification map results obtained for the Charles river basin
area covered by test site 2. Purple, green and yellow represent water, vegetation and
land, respectively. Images are arranged in chronological order. By visually inspecting
these results, it can be assessed that the proposed RBC framework provides adaptability
to seasonal changes and robustness to highly reflective surfaces and other disturbances.
(For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

Table A.5
Parameter settings for the three-class land cover classification experiment
with data from test site 2.

C, € 6, = {water, land, vegetation}

e =[-1, —0.05, 035, 1];

_ sIC e = [-0.525, 0.149, 0.675];
Test site 2 6L = [0.475, 0.19, 0.325];
yaovi (2) = %
RSIC €=005 41=0
RGMM €=005 =0
RLR €=005 1=0

Appendix A. Land cover classification experiment

Land cover classification results for a three-class classification ex-
periment using data from test site 2 and the settings in Table A.5 are
presented in Fig. A.16. Performance evaluation in this experiment is
restricted to the visual inspection of the classification maps given the
lack of ground truth data for the vegetation class in this test site. Results
suggest that seasonal variations in the distribution of land, water
and vegetation are captured well by the instantaneous classifiers and
their recursive counterparts. The decrease in the amount of vegetation
starting from November (through winter) with an increase in dry land
(at dates 2020-12-13 and 2021-03-20) is represented by an increase
in yellow pixels until May, followed by an increase in the number of
vegetation pixels through summer and fall (from 2021-05-27 to 2021-
09-14). The advantages of the RBC framework are evident, especially
on the date 2020-12-13, where the instantaneous classifiers misclas-
sify a substantial land area as water, while the recursive algorithms
properly identify the land pixels. On 2021-09-14, both the SIC and
LR algorithms fail to identify a section of the water body, yet their
recursive counterparts successfully handle this task.

Appendix B. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.isprsjprs.2024.09.003. A Python imple-
mentation of the proposed algorithms can be found at https://github.
com/neu-spiral/RBC-SatImg. The pre-processed data and the manually
generated ground truth labels for the water mapping experiments are
available at (Calatrava et al., 2024). Supplemental material containing
additional experimental results is also available with this paper.
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