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We study statistical inference for the optimal transport (OT) map (also
known as the Brenier map) from a known absolutely continuous reference
distribution onto an unknown finitely discrete target distribution. We derive
limit distributions for the LP-error with arbitrary p € [1, co) and for linear
functionals of the empirical OT map, together with their moment conver-
gence. The former has a non-Gaussian limit, whose explicit density is de-
rived, while the latter attains asymptotic normality. For both cases, we also
establish consistency of the nonparametric bootstrap. The derivation of our
limit theorems relies on new stability estimates of functionals of the OT map
with respect to the dual potential vector, which may be of independent inter-
est. We also discuss applications of our limit theorems to the construction of
confidence sets for the OT map and inference for a maximum tail correlation.
Finally, we show that, while the empirical OT map does not possess nontriv-
ial weak limits in the L2 space, it satisfies a central limit theorem in a dual
Holder space, and the Gaussian limit law attains the asymptotic efficiency
bound.

1. Introduction.

1.1. Overview. Optimal transport (OT) provides a versatile framework to compare prob-
ability measures and has seen a surge of applications in statistics, machine learning, and ap-
plied mathematics; see, for example, [65, 66, 74], among many others. We refer to [2, 73, 80]
as standard references on OT. For Borel probability measures R and P on R¢ with finite
second moments, the Kantorovich OT problem with quadratic cost reads as

1
1 i —|ly —x|%d
(1) nelr'ln(lzrel,P)/ 2||y x| dm(y. ).

where T1(R, P) denotes the collection of couplings of R and P (i.e., each w € TI(R, P) is
a probability measure on the product space with marginals R and P). A central object of
interest in OT theory is the OT map, or the Brenier map [11]. For absolutely continuous R,
the unique optimal solution 7 * to (1) exists and concentrates on the graph of a deterministic
map T*, called the OT map. The OT map has been applied to transfer learning and domain
adaptation, among many others. Also, the OT map can be seen as a multivariate extension of
the quantile function [12, 18, 37, 41] and has been recently applied to causal inference [77].
Motivated by these applications, the statistical analysis of the OT map has seen increased
interest, mostly focusing on estimation error rates [18, 23, 28, 37, 43, 58, 67-69]; see a lit-
erature review below for a further discussion on these references. Still, there is much to be
desired on statistical inference for the OT map, such as valid testing and the construction
of confidence sets, both of which hinge on a limit distribution theory. Alas, to the best of
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our knowledge, there have been no limit distribution results for the OT map, except for the
d =1 case where the OT map agrees with the composition of the quantile and distribution
functions (cf. Chapter 2 in [73]).! Indeed, deriving distributional limits of OT maps poses a
significant challenge from a probabilistic perspective. This is because the OT map is implic-
itly defined via the gradient of a dual potential function that is an optimal solution to a certain
optimization problem, and hence its dependence on the data is highly complicated.

The present paper tackles this challenge and derives several limit distribution results for the
empirical OT map under the semidiscrete setting. Semidiscrete OT refers to the case where
the input distribution R is absolutely continuous while the target P is (finitely) discrete. Uni-
variate quantiles for discrete outcomes have been investigated by [17, 56], and semidiscrete
OT maps can be seen as a multivariate analog of discrete quantile functions. Discrete out-
comes appear in many applications, including count data, ordinal data, discrete duration data,
and data rounded to a finite number of discrete values. Additionally, semidiscrete OT has
been applied to computer graphics [26, 53], fluid dynamics [27, 36], and resource allocation
problems [42].

For known reference measure R, which is natural when viewing the OT map as a vector
quantile function, we derive limit distributions for the L?-error ||Tn —-T *||£ P(R) with arbi-

trary p € [1, co) and for linear functionals of the form (¢, f’n)Lz(R) = [(o, f‘n) dR.Here T,
is the empirical OT map transporting R onto the empirical distribution, and ¢ is a suitable
Borel vector field. The limit distribution for the L”-error is non-Gaussian, while that for the
linear functional is a centered Gaussian. In addition to distributional convergence, we estab-
lish moment convergence of any polynomials of the L”-error and linear functional, which in
particular leads to an asymptotic expansion of the squared L?(R)-risk of T,. Furthermore,
we derive an explicit form of Lebesgue density of the non-Gaussian limit law for the L?-error
functional. Finally, we establish consistency of the nonparametric bootstrap for both cases.

These statistical results enable us to perform various inference tasks for the OT map, such
as the construction of L”-confidence sets for T and confidence intervals for (@, T) 2 (g
One drawback of L?-confidence sets is that they are difficult to visualize compared to L°°-
confidence bands. To address this, we discuss a method to construct a confidence band de-
rived from an L”-confidence set that satisfies a certain relaxed coverage guarantee (cf. [81],
Section 5.8). Also, we develop a method to construct confidence intervals for a version of
the maximum tail correlation [6], which serves as a risk measure for multivariate risky assets
and is an instance of a linear functional of the OT map. Small-scale simulation experiments
confirm that the bootstrap works reasonably well for L!-confidence sets and inference for the
maximum tail correlation.

It is important to note that the semidiscrete OT map is a discrete mapping that is piecewise
constant over the partition of R? defined by the Laguerre cells ([3, 4]; Chapter 5 in [66]). As
such, the empirical OT map at a fixed interior point of each Laguerre cell exactly coincides
with the population OT map as soon as the sample size is large enough, which effectively
means that no nondegenerate pointwise limit distribution exists for the empirical OT map.
Nevertheless, this observation does not contradict our limit theorems since both functionals
aggregate the contributions of the empirical OT map near the boundaries of the Laguerre
cells, which add up to nontrivial weak limits. See the discussion at the end of Section 2.1 for
more details.

The proof of our limit theorems relies on new stability estimates of the OT map with re-
spect to the dual potential vector—this result may be of independent interest. Specifically, we
show that the LP?-error functional is Hadamard directionally differentiable with a nonlinear

10ne exception is the recent preprint [57], which appeared on the arXiv after the initial submission of this
manuscript; see the discussion at the end of Section 1.2.
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derivative as a mapping of the dual potential vector. For the linear functional, we establish
(Fréchet) differentiability and characterize the derivative. The derivation of these stability
estimates, which relies on the careful analysis of the facial structures of the Laguerre cells,
is the main technical contribution of the present paper. Given the stability results, the limit
distributions follow by combining the extended delta method [71] and a central limit theorem
(CLT) for the empirical dual potential vector [24]. The bootstrap consistency readily follows
for the linear functional, as it is Fréchet differentiable with respect to the dual potential vec-
tor. For the L?-error functional, while the derivative is nonlinear, the bootstrap is still shown
to be consistent, thanks to the specific structure of the derivative; see the discussion after
Theorem 3.

Having established limit theorems for the L”-error and linear functionals of the empirical
OT map, the question remains whether the empirical OT map has a weak limit in a function
space. A natural function space to work in would be L?(R), but it turns out that the empirical
OT map does not possess nontrivial weak limits in that space, under reasonable regularity
conditions on the reference measure. Still, we establish that the empirical OT map satisfies a
CLT in the dual space of the «-Holder space with any « € (0, 1]. The idea to consider weak
limits of function-valued estimators in normed spaces endowed with a weaker norm than
L? is partially inspired by [14, 15], where this approach was used to derive nonparametric
Bernstein-von Mises theorems. Additionally, we show that the empirical OT map is asymp-
totically efficient in the H4jek-Le Cam sense (cf. Chapter 3.11 in [79]) under the said dual
Holder space setting. To the best of our knowledge, this is the first paper to derive asymptotic
efficiency results for OT map estimation in an infinite-dimensional setting.

1.2. Literature review. The literature on statistical OT has rapidly expanded in recent
years, so we confine ourselves to discussing only references directly related to OT map
estimation and semidiscrete OT. The literature on OT map estimation has mostly focused
on continuous targets. [18] propose viewing the OT map as a multivariate extension of the
quantile function and establish local uniform consistency of the empirical OT map; see also
[12, 37, 41]. [43] derive minimax rates for estimating the OT map and analyze wavelet-
based estimators. For continuous targets, the results of [43] suggest that the minimax rate
(for the L?-loss) would be n~1/¢ when no further smoothness assumptions are imposed on
the dual potentials (although the n~'/¢-minimax rate is formally a conjecture). Thus, estima-
tion of the OT map suffers from the “curse of dimensionality”, similar to the OT cost itself
[29, 35, 64, 83]. See also [23, 28, 58, 69] for other contributions on estimation of the OT map.
None of the above references contain limit distribution results for the OT map.

An object related to the OT map is an entropic OT (EOT) map [69], which is defined by the
barycentric projection of the optimal coupling for the regularized OT problem with entropic
penalty [21, 66]. The EOT map approximates the standard OT map as the regularization
parameter approaches zero [13, 61]. For a fixed regularization parameter, [39, 40, 40, 70]
derive the parametric convergence rate for the empirical EOT map. Furthermore, [39] estab-
lish a limiting Gaussian distribution, bootstrap consistency, and asymptotic efficiency for the
empirical EOT map; see also [40]. However, the results of [39] and [40] do not extend to
vanishing regularization parameters and hence do not cover standard OT map estimation.

For semidiscrete OT, [47] and [5] derive several important structural results, including reg-
ularity of the dual objective function. [1] derive an asymptotic expansion of the EOT cost in
the semidiscrete case when the regularization parameter tends to zero, showing faster conver-
gence than the continuous-to-continuous case. In the statistics literature, there are two recent
papers related to ours. The first is [24], which derives limit distributions for the OT cost and
dual potential vector in the semidiscrete setting. The derivation of our limit theorems builds
on their work, but as noted before, the bulk of our effort is devoted to establishing (direc-
tional) derivatives of the L”-error and linear functionals of the OT map with respect to the
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dual potential vector; these are not covered by [24] and require substantial work.? Also, in
contrast to [24], we allow the support of the reference measure R to be unbounded, which
requires additional work to derive a CLT for the dual potential vector in our setting. The sec-
ond related work is [68], which shows that empirical EOT maps with vanishing regularization
parameters achieve the parametric convergence rate toward the standard OT map (under the
squared L2-loss) in the semidiscrete setting, showing that OT map estimation in the semidis-
crete case is free of the curse of dimensionality. No limit distribution results are derived in
that paper.

Finally, we comment on the recent preprint [57], which was posted on the arXiv after the
initial submission of this manuscript. In [57], the authors establish pointwise CLTs for kernel
estimators of smooth OT maps for absolutely continuous distributions supported on the flat
torus. Their scope and proof techniques are substantially different.

1.3. Organization. The rest of this paper is organized as follows. In Section 2, we present
background material of semidiscrete OT, Hadamard differentiability, and the extended delta
method. Section 3 collects the stability results and limit theorems for the two functionals of
interest. Section 4 presents applications and simulation results. In Section 5, we show that
the empirical OT map does not possess nontrivial weak limits in L>(R), but nonetheless
satisfies a CLT in a dual Holder space; that section also shows that the empirical OT map
is asymptotically efficient in the said Banach space setting. All the proofs are gathered in
Section 6. Section 7 leaves some concluding remarks.

1.4. Notation. For a,b € R, we use the notation a V b = max{a,b} and a A b =
min{a, b}. We use || - || and (-, -) to denote the Euclidean norm and inner product, respec-
tively. Vectors and matrices are written in boldface letters. Let 0 and 1 denote the vectors of
all zeros and ones, respectively; their dimensions should be understood from the context. For
r > 0, let B, denote the closed ball with center 0 and radius r. For a subset A of a Euclidean
space, the boundary and interior are denoted by dA and int(A), respectively. Also, define
dist(y, A) :=inf{||y — y'|| : y' € A}. Ford e Nand 0 < r < d, H" denotes the r-dimensional
Hausdorff measure on R,

r/2

X rdiam €\
Z(%) :ACUCj,diaij§8}, ACRY,

j=1 j=1

where diam C; is the diameter of C; and I'(-) is the gamma function. See [32] for a textbook
treatment of Hausdorff measures.

2. Preliminaries.

2.1. Semidiscrete optimal transport. We consider a semidiscrete OT problem under
quadratic cost. Let R be a Borel probability measure on R¢ with finite second moment and
P be afinitely discrete distribution on R9 with support X = {x1,...,xn}, Wwhere x,...,xn
are all distinct (N > 2). Consider the Kantorovich problem (1). Assuming that R is abso-
lutely continuous with respect to the Lebesgue measure, Brenier’s theorem [11] yields that
the Kantorovich problem (1) admits a unique optimal solution (coupling) 5 *. Furthermore,
the coupling * is induced by an R-a.s. unique map T* : R? — X, that is, 7* agrees with
the joint law of (Y, T*(Y)) for Y ~ R. We refer to T* as the OT map transporting R onto P.

2The most recent update of [24] available at https://hal.science/hal-03232450v3 added a remark (Remark 4.9)

showing that ﬁllf’n — T*||%2(R) is stochastically bounded, but leaves the problem of finding weak limits of

T,-T* open.
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The duality theory for the OT problem (cf. [2, 73, 80]) plays a central role in the derivation
of the limit theorems for the empirical OT map. Regarding P as a probability measure on X,
the (semi)dual problem for (1) reads as

() max / de+/ Y dR,

yeLl(P)Jx R4
and the maximum is attained; here, ¥¢(y) = minyex (J|ly — x ||2/2 — ¥ (x)) is the c-transform
of Y for the cost c(x,y) = ||x — y||2/2 (cf. Theorem 5.9 in [80]; Theorem 6.1.5 in [2]).
Setting z = (Y (x1), ..., ¥ (xy)T € RY, the dual problem (2) reduces to

(1 2
3) fgﬁﬂ“’”/lg}?]\,(i”y_x"” —m) dR(y),
where p = (p1, ..., pN)T = (P({x1}), ..., P({xn}))T is the simplex (frequency) vector cor-
responding to P. We shall call any optimal solution z* to the dual problem (3) a dual potential
vector. Now, for ¥¢(y) = minj<j<n (||y — x; ||2/2 —z}), the OT map T* transporting R onto
P agrees with y — V,¥“(y) (cf. Theorem 1.22 in [73] and its proof; note that ¥ is an optimal
potential from R to P), which simplifies to

A
T*(y) = argmin (Eny — x|~ z?)
xi:1<i<N
for R-a.e. y. For R-a.e. y, the argmin on the right-hand side is a singleton.
For z € RV, define the Laguerre cells {C; (z)}lN: | as

1 1
Cii= () [yeRt: Jim -y -z =1 -y -z
- 2 2
J#
I<j=<N
= ﬂ {yeR?:(x; —xj,y) = bij(2)},
J#i
I<j<N
with b;(z) :=b;j(z;i, z;) = (||x; % — llx 12)/2 —zi + zj. By definition, Laguerre cells agree
with Voronoi cells when z is constant, that is, z; = - -- = zn. Each Laguerre cell C;(y) is a
polyhedral set defined by the intersection of N — 1 half-spaces. Then, we see that

4) T*(y)=x; foryeint(Ci(z*))andie{l,...,N}.

Since the Laguerre cells form a partition of R¢ up to Lebesgue negligible sets, the expression
(4) defines an R-a.e. defined map with values in X'. Furthermore, since T* is a transport map,
that is, T*(Y) ~ P for Y ~ R, we have

R(Ci(z")) = R(int(C;(z"))) = P(T*(Y) =x;) = P({x;}) = pi > 0

for every i € {1,..., N}. We refer the reader to [3, 4] and Chapter 5 in [66] for more details
about Laguerre cells.

In the present paper, we assume that R is a known reference measure and are interested in
making statistical inference on T* for unknown P. Given an i.i.d. sample X1, ..., X, from
P, anatural estimator for 7™ is the empirical OT map T, transporting R onto the empirical
distribution P, =n~! Y, 8x,. Set

ﬁn = (ﬁn,l, s ﬁn,N)T = (ﬁn({xl})’ s ﬁn({xN}))T

as the empirical frequency vector. Then, the empirical OT map T, admits the expression

~ . 1 .
#,(y) = argmin (Eny x| - zn,i),

x;:1<i<N
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where Z, = (Zn.1, ..., 20, n)T is an optimal solution to the dual problem (3) with p replaced
by p,,.

We shall study limit theorems for the empirical OT map. The problem has a certain sub-
tlety which we shall discuss here. In our semidiscrete setup, OT maps are piecewise con-
stant functions with values in the discrete set X'. Hence, it is not hard to see that, for every
y € int(C;(z*)), the empirical OT map T, (y) exactly coincides with T*(y) as n — oo. This
effectively means that finding pointwise limit distributions is a vacuous endeavour; see Propo-
sition 3 ahead for the precise statement. However, this “super consistency” result has limited
statistical value since (i) the population Laguerre cells are unknown; (ii) there is no guarantee
that a chosen reference point y lies in the interior of one of the population Laguerre cells; (iii)
the sample size needed to guarantee T, (y) = T*(y) relies on how close y is to the boundary
of C;(z*); and (iv) the super consistency result cannot capture the behavior of the OT map
near the boundaries of the Laguerre cells.

Because of these reasons, we shall analyze functionals of the empirical OT map other
than pointwise ones. The preceding observation does not preclude the possibility of finding
nontrivial weak limits for certain functionals of the empirical OT map, because the contri-
butions from the behaviors of the empirical OT map near the boundaries of the (population)
Laguerre cells may pile up and lead to nondegenerate limits. Specifically, we shall focus on
the following functionals:?

e [Lf-error with arbitrary s € [1, 00):

T = Ty = [ 170 = T

e Linear functional:
. Tubioy = [ to. To) dR

for a suitable Borel vector field ¢ : R? — R9.

We will establish (nondegenerate) weak limits for those functionals (for the linear functional
case, nondegeneracy of the weak limit relies on the choice of ¢). We also establish consis-
tency of the nonparametric bootstrap for both functionals. These results enable performing
various inference tasks for the OT map. See Section 4 ahead for more details.

REMARK 1 (Known R assumption). Our assumption of a known reference measure R is
natural when we view the OT map as a multivariate extension of the quantile function [18].
Indeed, when d = 1 and R = Unif[0, 1], the OT map T* agrees with the quantile function of
P. In general, the OT map shares two important properties of the quantile function. (i) For
Y ~ R, T*(Y) recovers the target distribution P, T*(Y) ~ P; and (ii) T™ is a monotone, that
is, (T*(y) — T*(y'), y — y') > 0, which follows because T* is cyclically monotone, that is,
it agrees with the gradient of a convex function. Common choices of the reference measure
R include the uniform distribution over the unit cube [0, 1]¢ and the unit ball B;. Another
possible reference measure would be the standard Gaussian distribution.

REMARK 2 (Computational aspects). The decomposition into Laguerre cells is known as
a “power diagram” in computational geometry [3], for which efficient algorithms are avail-
able [10, 82]. They are implemented in several programming libraries, such as CGAL [20]
and GEOGRAM [54]. Efficient algorithms for computing dual potential vectors were pro-
posed by [47, 60]. Among others, [47] established linear convergence of a damped Newton
algorithm for solving the dual problem (3). We refer to [55] and [66], Chapter 5, for a review
of computational aspects of semidiscrete OT.

3We use LS instead of LP as p might be confused with the probability simplex vector or its elements.
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2.2. Hadamard differentiability and extended delta method. We briefly review Hadamard
differentiability and the extended delta method. The reader is referred to [71, 78, 79] for more
details. Let ©, & be normed spaces and consider a map ¢ : ® — &, where ® is a nonepty
subset of ©. We say that ¢ is Hadamard directionally differentiable at 6 € ©® if there exists a
continuous map ¢y, : ©® — €& such that
5) lim ¢ () — ¢ (0)

/

n—o00 th = d’g (h)
for every sequence of positive reals #, | 0 and every sequence 6, € © with 7, L6, —0)—h
as n — oo. The derivative ¢, need not be linear. If (5) only holds for & € D for a subset
Do C D, then we say that ¢ is Hadamard directionally differentiable at 6 € ® tangentially
to Do. In that case, the derivative ¢, is defined only on Dy. If the derivative ¢ is linear,
then we say that ¢ is Hadamard differentiable at 6. When ® is finite-dimensional and ©® is
open, Hadamard differentiability is equivalent to Fréchet differentiability; cf. Example 3.9.2
in [79]. Recall that ¢ is Fréchet differentiable at 0 if there exists a continuous linear map
¢y 1 © — € suchthat (60 + h) — ¢ (0) = ¢, (h) +o(||h]) as ||| — O.

The extended delta method enables deriving limit theorems for Hadamard directionally
differentiable functionals of convergent (in distribution) sequences of random elements.

LEMMA 1 (Extended delta method; [71]). Consider the above setting. Let T,, : 2 — © be

maps such that r,(T,, — 6) 4T for some norming sequence r, — 0o and Borel measurable
map T : Q — 3 with values in a separable subset of ©. Then, we have r, (¢ (T,) — $(0)) —

¢y (rn (T, — 0)) — 0 in outer probability. In particular, r, (¢ (T,) — ¢ (0)) —d> ¢p(T).

3. Stability and limit theorems for two functionals. Our approach to finding limit dis-
tributions for the preceding functionals relies on establishing (directional) differentiability
with respect to the dual potential vector. Indeed, the bulk of our effort is devoted to proving
those stability estimates. The desired limit distributions follow by combining a limit distri-
bution result for the empirical dual potential vector (cf. [24]) and the extended delta method.
After discussing regularity conditions on the reference measure R and the Borel vector field
@, we present key stability results, which would be of independent interest. Then, we move
on to discuss the limit theorems.

3.1. Assumptions. Throughout, we maintain the following assumption on the reference
measure R.

ASSUMPTION 1 (Regularity of R). The reference measure R has finite second moment
and is absolutely continuous with Lebesgue density p continuous H¢~!-a.e. on a closed set )/
containing the support of R. Furthermore, for every affine subspace H of R? with dimension
r € {d — 1,d — 2} and for some sufficiently small 7y > 0, we have

6) / sup  p(y+v)dH (y) < o0,
Hye(H—yg)t
lvll<to

where y is any fixed pointin A and (H — yo)L ={v:(v,y—yy =0,Vy e H}. Finally, the
set ) satisfies either of the following: (i) ) is a convex polyhedral set () = RY is allowed),
or (ii) ) has Lipschitz boundary with H¢~1(8) N H) = 0 for every hyperplane H in R<.
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The density p need not be globally continuous on R¢. Without loss of generality, we set
o =0 on Y°. Condition (6) holds if ) is compact and p is bounded, in which case the left-
hand side on (6) can be bounded by ||p|lco™’ (H N Y) < 0o, where Y is the fy-blow-up
of ), that is, Y = {y : dist(y, )) < to}. In particular, Assumption 1 allows for the uniform
distributions over the unit cube and ball. Also, (nondegenerate) Gaussian distributions on R4
clearly satisfy Assumption 1.

For the limit theorems, we need an additional assumption on the regularity of R, stated as
follows.

ASSUMPTION 2 (L'-Poincaré inequality). The reference measure R satisfies an L!-
Poincaré inequality, that is, there exists a finite constant Cp such that for Y ~ R,

E[lf(¥) —E[f(M]|]] < CeE[|V (D) ]],

for every locally Lipschitz function f on R4, where ||V S| :=limsup,_, y

Lf ) —f
lx=yll -

Assumption 2 is not needed for the stability results in the next section, but needed to
establish a limit distribution for Z,, whose derivation relies on (minor extensions of) the
results of [5, 47]. In [5, 47], the L'-Poincaré inequality is used to guarantee strict concavity of
the dual objective function in nontrivial directions, which ensures the uniqueness of the dual
potential vector subject to proper normalization. The L!-Poincaré inequality is equivalent to
Cheeger’s isoperimetric inequality,

)
RATNA) Cp ' min{R(A), 1 — R(A))

@) 11r8r1¢ %)nf
for every Borel set A C R?, where A® = {y:d(y, A) <6}.See [62], Lemma 2.2, and [8]. For
regular p and A, the left-hand side on (7), called the Minkowski content, agrees with (our
definition of) the surface measure Rt (A). Our reference density p may have discontinuities,
but our proof only requires Cheeger’s inequality to hold for Laguerre cells C; (z) with positive
R-measure, for which the Minkowski content agrees with R*(C;(z)) under Assumption 1
from our proof of Theorem 1 below.

The L'-Poincaré inequality is known to hold for every log-concave distribution, that is, a
distribution Q of the form d Q = ¢~V dy for some convex function ¥ : RY — (—o0, oo]; see
[7, 45]. The uniform distributions over the unit cube and ball and nondegenerate Gaussian
distributions all satisfy Assumption 2 as they are log-concave.

When we consider inference for linear functionals of the form (@, T*) L2(R)> We make the
following assumption on the Borel vector field ¢. Denote by D, the set of discontinuities of
@on).

ASSUMPTION 3 (Regularity of ¢). The Borel vector field ¢ : RY — R¢ is R-integrable
(i.e., each coordinate of ¢ is R-integrable) and satisfies that ¢ ~! (Dy N H) =0 for every
hyperplane H in R¢. Furthermore, Condition (6) with p replaced by ||¢|| - p holds for every
affine subspace H of R¢ with dimension r € {d — 1, d — 2} and for some sufficiently small
to > 0.

The assumption essentially guarantees that the discontinuities of ¢ have H¢~!-measure
zero around the boundaries of the Laguerre cells, which is needed for the Fréchet differ-
entiability result. Assumption 3 will be discussed further after Theorem 1 below. We al-
low the test function ¢ to have discontinuities to cover maximum tail correlations, where
o(y) = oe_ly]lBrc(y) for some o € (0, 1) and r > 0; see Section 4 ahead.
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REMARK 3 (Unbounded reference densities). Assumptions 1 and 2 allow for unbounded
reference densities. For example, assume d > 2 and consider

Ca
Iyl

where ¢y is the normalizing constant. Note that ¥ ~ p corresponds to independently generat-
ing ﬁ from the uniform distribution over the unit sphere and || Y || from the Beta (d —«a, 1)
distribution. In this case, we may take ) = By, for which Assumption 1 (ii) is verified, and
p is continuous on ) except at y = 0. Condition (6) trivially holds if the affine space H does
not contain the origin since in that case p is bounded on H. Suppose that H contains the
origin and take y, = 0. For every v € HL, ||y + v~ = (| y|I*> + [v]|>) %% < |y %, so
that for every 79 > 0,

p(y) = 1oy (y), O<a<d-—2,

C
sup  p(y+v) < g, (¥)
veH L |v] <1 Iyl

Since fHﬁBmO lyl~“H" (dy) < oo whenever « < r, Condition (6) is verified. The L'-

Poincaré inequality (Assumption 2) follows from a small adaptation to the proof of Proposi-
tion A.1 in [47], upon observing that the density p(r) rd=1=% on [0, 1] is log-concave and
hence satisfies the L!-Poincaré inequality. However, Assumption 1 excludes the spherical
uniform distribution that corresponds to &« = d — 1. Indeed, Theorem 1 below does not hold
in general for the spherical uniform distribution; see Remark 4 for further discussion.

3.2. Stability results. For z € RV, define a map T ; with values in X’ by

. 1
T,(») = argmin (Eny — x| - z,-),

xi:1<i<N
which is well defined R-a.e. Note that, since T ; agrees with the gradient of the convex func-
12
tion maxj<j<n{(-, x;) — (@ — z;i)} up to Lebesgue negligible sets, by the Knott—Smith

theorem [48], T ; is the OT map transporting R onto Z,N:1 R;(Ci(z))dy;. In this section, we
establish (directional) differentiability of the following functions:

05(z1,22) =Ty _Tz2||2s(R), ZhZZGRN,
Yo(2) =0, T2) 12k =/<<o, T:)dR, zeRM.

Observe that || T, — T*||7s gy = 65 (Zn, 2¥) and (@, T,— T*)2r) = Vo (Zn) — Vp(z*). Com-
bined with a limit distribution result for Z,, (which will be discussed in the next section), the
limit distributions for these functionals follow via the extended delta method. It turns out
that the 8, functional is not (Fréchet) differentiable at (z*, z*), but Hadamard directionally
differentiable, which is enough to invoke the extended delta method. Note that to find a limit
distribution for ||f'n - T* ||SLS( Ry» We only need to derive a Hadamard directional derivative
of a simpler function z = [|T; — T 3« ||} s (R at z*. However, to study the bootstrap for the
L*-functional, we need to analyze the two-variable mapping (z1,z2) = [|T7, — Tz, ||SL_Y( R)-

To state our stability results, we need additional notation. For a subset D of a hyperplane
in R4, the R-surface measure of D is defined by

RTY(D) = /D pdH!

Recall the Laguerre cells {C; (z)}lN | defined in the previous section and set b;; (z) = (|| x; ||2 —

llx ||2)/2 —z; +2;. When evaluated at z = z* (an optimal solution to (3) for (R, P)), we often
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FIG. 1. Laguerre cells C;(z*) and C(z*) and their intersection D;;(z*) in d = 2. Here, R = Unif([—1, 1%
and P = Unif({xq,..., xs}) for 5 points x1, ..., x5 chosen randomly on [—1, 112,

omit the dependence on z*, that is, we write b;; = b;;(z*) and C; = C;(z*) (here z* is any
optimal solution to the dual problem (3)). Denote the boundary between C; and C; by

D,'j =C; ﬂCj =C; N {y:(xi —xj,y) Ibij} =Cj ﬂ{y: (x; —xj,y) Zb,'j}.
Observe that b;; is anti-symmetric in (i, j), b;j = —bj;, and that it satisfies b;; + bjr = b,
while D;; is symmetric in (i, j), D;; = Dj;. The collection {D;;}-; forms the boundary of
C;. Figure 1 displays Laguerre cells and their boundaries in d = 2.

We are now ready to state the main result of this section.

THEOREM 1 (Stability). Under Assumption 1, the following hold.

(i) For arbitrary s € [1, 00), the map RV 5 (74, 22) = 05(21,22) =Tz, — Tz2||sLs(R) is
Hadamard directionally differentiable at (z*, z*) with derivative
®) [l k)= Y lxi —x;I° 7 R (Dij)lhaj — hoi — by j + huil
I<i<j<N
Jor by = (hg1,....hg N)T € RN andk=1,2.
(ii) Suppose in addition that Assumption 3 holds. Then, the map RN > z Yo (2) =
(@, T ;) 2(p is (Fréchet) differentiable at 7* with derivative
@, Lz)12(R)

hi —hj _
©) ol = D | lei=x omlomant o)

I<i<j<N

forh:(hl,...,hN)TeRN.

The derivative of & in (8) is nonlinear in (%1, k), so s is only directionally differentiable.
On the other hand, y, is Fréchet differentiable and the derivative in (9) is linear in k. The
derivative [y,],. may vanish depending on the choice of ¢. For example, if ¢ vanishes on
the boundaries of the Laguerre cells {Ci}lN: |» then [yq,]/z* = 0. However, the derivative may
be nonvanishing if the support of ¢ intersects the boundaries of the Laguerre cells.

The proof of Theorem 1 is lengthy and constitutes the majority of Section 6. For Part (i),
we observe that

8s(z* +thy,z" +thy)= Y |xi —x;II°R(Ci(z" +thi) N Cj(z* + thy)).
I<i#j<N

The proof proceeds by carefully analyzing the facial structures of polyhedral sets of the form
Ci(z*+th1) N C;(z* + thy), which gives rise to a Gateaux directional derivative. To lift the



5704 R. SADHU, Z. GOLDFELD AND K. KATO

Gateaux differentiability to the Hadamard one, we establish local Lipshitz continuity of J;
(cf. [75]). The proof of Part (ii) is similar upon observing that

Yo(z* +1h) — v (z*) = Z / (xj—xi,0(»)dR(y).
1<i#j<N i (z*)NCj(z*+th)
Assumption 3 is essential to guarantee that the discontinuities of ¢ do not affect the local
behavior of ¢ around each D;; = C; N C; with respect to H9=! Indeed, if the set of disconti-
nuities of ¢ has positive ’Hd_]]—measure, then the function y,, is in general not Fréchet differ-
entiable. To see this, consider ¢ = T*, for which y,(z) — v (z*) = —|T; — T*||%2(R)/2 +

(T, ||§2(R) —\T* ||§2(R))/2. The function z — || T, ||iz<R> =N, R(Ci(2))||x;||? is Fréchet
differentiable at z* from the proof of Theorem 1, while z +— || T, — T* ||i2 R is not by The-
orem 1 (i), so y, is not Fréchet differentiable at z*.

REMARK 4 (Spherical uniform distribution). One of the common reference measures
used in the literature is the spherical uniform distribution [41],

p(y) = 1 1\ (03 (¥),

Y19 wa—
where wg_1 is the volume of the unit sphere in R4, However, the results of Theorem 1 do
not hold for the spherical uniform distribution. Consider the case where x| = (1,0)T, x> =
(—=1,0)7T, and P({x1}) = P({x2}) = 1/2, for which C;(z*) ={y : y1 > 0} and C»r(z*) =
{y:y1 <0}. Since R*(D;p) =R ({y : y1 =0}) = a)l_l f_ll ly2|~' dy> = oo, the derivative
formulas in Theorem 1 do not hold in general.

Nevertheless, an inspection of the proof shows that the results of Theorem 1 hold for the
spherical uniform distribution if the hyperplane containing each D;; does not intersect the
origin (the L'-Poincaré inequality follows by the argument in the proof of Proposition A.1 in
[47]); however, the said assumption seems difficult to verify in practice.

3.3. Limit theorems. Recall that Xy, ..., X, is an i.i.d. sample from P with empirical
distribution P, = n~! "_1 8x,. The frequency vector for P, is p, = (Pp,1,-.., Po,N)T =
(ﬁn({xl}), e Isn({x ~})T. Before deriving the limit theorems for the (functionals of inter-
est of the) semidiscrete OT map, we briefly rederive the CLT for the empirical dual potential
vector. The latter result was originally established in [24] for compact ) by combining the
results from [47] and the M -estimation (or Z-estimation) machinery. We present a slightly
different and direct derivation that relies on the delta method—an approach that lends better
for the subsequent bootstrap consistency analysis. Also, in contrast to [24], our derivation
allows for unbounded Y, which requires additional work. Asymptotic efficiency of the em-
pirical estimator (@, T'n) 2 gy follows as a direct byproduct of our approach.

We first need to guarantee the uniqueness (identification) of an optimal solution to the dual
problem (3) subject to proper normalization. Obviously, if z is optimal for (3), then z 4 c1
for any ¢ € R is optimal as well, so we make the normalization that (z, 1) = 0. Proposition 1
below shows the uniqueness of the dual potential vector under this normalization as well as its
Hadamard differentiability. An application of the delta method then yields a limit distribution
for z,.

To state the proposition, we need additional notation. Let

Q={qeRY):(g.1)=1}

denote the set of probability simplex vectors. We may identify ¢ € Q with the probability
measure ZlN:l qidx,. Also, define

Q9 =2nRY,.
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Set the objective function in the dual problem as
. (1
o) =(z.a)+ [ min (Sly-xil =) dR()
1<i<N\2

for z € RN and ¢ € Q. We are ready to state Proposition 1. The proof essentially relies on
the results from [5, 47], but requires additional work to cover the case where the set ) is
unbounded and p has discontinuities on ). Recall that we have assumed that p € O .

PROPOSITION 1 (Uniqueness and differentiability of dual potential vector). Under As-
sumptions 1 and 2, for every q € Q. , the dual problem
(10) max ®(z,q)

ze(l)+

admits the unique optimal solution z*(q), where (1)= = {z € RN : (z, 1) = 0}. Furthermore,
the mapping Q. > q — z*(q) is Hadamard differentiable at p tangentially to (1), that is,
there exists an N x N matrix B such that for every t, | 0 and (1)* 5 h, — h, one has
2°(p + thhy) =25 (p) + t, Bh + o(ty).

REMARK 5. (i) Since ®(z + cl, q) = ®(z, q) for any c € R, z*(¢) maximizes ®(-, q)
over the entire RV space. (ii) The uniqueness of the dual potential vector is known to hold
under a (somewhat) weaker assumption. Indeed, the uniqueness holds provided that the ref-
erence measure R (has a finite second moment and) is absolutely continuous and its support
agrees with the closure of a connected open set; see Theorem 7.18 in [73] and its proof. See
also Remark 3.1 in [5]. (iii) The matrix B is not unique (one may add any matrix orthogonal
to 1), but its restriction to (1) is unique. Let L = (¢;j)1<;, j<n be the symmetric matrix with
tij =—llxi — x| "' RT(Djj) fori # j and £;; =Y 44 I1Xi — x| "' RT(Djz). The proof of
Proposition 1 (or a simple adaptation of the results from [5, 47]) shows that L is positive
semidefinite with eigenvalues 0 = 1] < Ay < --- < Ay and eigenvector 1 corresponding to
eigenvalue A; = 0. Denoting its spectral expansion by L = Zf\’: > Ai Pi, L has formal inverse

L= Zlsz ki_l P;. Then, the proof of Proposition 1 yields that the restriction of B to (1)*

agrees with L™! and is isomorphic onto (1)~

Having Proposition 1, we now derive the CLT for z,, via the delta method. In what follows,
we normalize z* and Z,, in such a way that they are orthogonal to 1. Observe that z* = z*(p)
and z, = z*(p,,) when p, € Q,, which holds with probability approaching one (indeed,
D, € Q4 holds with probability at least 1 — e~®" for some constant ¢ > 0). Since \/n(p,, —

p) LS N (0, A) with A =diag{p1,..., pn} — ppT by the multivariate CLT, an application of
the delta method yields

(1) V(G —2¥) S N(0, BABT).

Since (z, — z*,1) = 0, the Gaussian distribution N'(0, BABT) is singular. Note that, the
matrix A (the covariance matrix of a multinomial vector) has rank N — 1 (cf. [76]) and its
null space agrees with (1)+, so in view of Remark 5, the matrix BABT is isomorphic from
(1)+ onto (1)~.

Now, combining (11) and the stability results in Theorem 1, together with the extended
delta method (cf. Lemma 1), we obtain the following theorem that provides distributional
limits and moment convergence of T, = T 3, to T* =T+, under the functionals of interest.

THEOREM 2 (Limit distributions). Suppose Assumptions 1 and 2 hold. Let W =
(Wi, ..., Wy)T~N (0, BABT). Then the following hold.
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(1) For arbitrary s € [1, 00), we have

A d —
(12) V| Ty =T sy~ lxi — x| RT(Dij) |1 W; — Wl
1<i<j<N
The limit law is absolutely continuous and its density is positive almost everywhere on [0, 00).
Finally, for every continuous function Y on Rxq with polynomial growth, we have, for V
denoting the limit variable in (12),

tim B[ (] — T [ )] = E[Y(V)]
(i) Suppose in addition that Assumption 3 holds. Then
A d
Vnl@, Tn = T%) 2y = N (O, Uq%)’

where Gq% is the variance of the following random variable

2 [l —x,||/ —xj, 0M)p () dH ().

I<i<j<N
Furthermore, for every continuous function T on R with polynomial growth, we have

,,lgrgoE[T(x/ﬁ(% T, - T)2r) ] =E[T V(0 Oq%))]'

REMARK 6 (Asymptotic efficiency of (¢, Tn) 12(ry)- Consider Part (ii) and assume
that aq% > 0. Observe that (9, T*);2g) = Vp(z*(p)) and the function g — y,(z*(q)) is
Hadamard differentiable at p. Since p, is the maximum likelihood estimator for p, the
plug-in estimator (¢, f‘n) [2(R) = Yo (2¥(P,)) is asymptotically efficient in the Hajék-Le Cam
sense. See Chapter 8 in [78] for details. We will show in Section 5 that, when viewed as ele-
ments of the dual of a Holder space, the empirical OT map is asymptotically efficient.

REMARK 7 (Simple example). The following setting ties the linear functional case to the
2-Wasserstein distance. Assume that ) is bounded and consider ¢ (y) = y1y(y), for which
we have (¢, T*)Lz(R) = [(y,x)dn*(y,x) for the optimal solution * to the Kantorovich
problem (1). Denoting by W%(R, P) the squared 2-Wasserstein distance, that is, twice the
optimal value in (1), we have W3(R, P) = [ ||y[?dR(y) + [ x| d P (x) — 2{@, T*) 12(g).-
Then, under Assumptions 1 and 2, we have aq% = Varp(|| - ||2/2 — %), where ¥ : ¥ — Risa
function defined by v (x;) = z; fori € {1,..., N}; see Section 6.2 for a proof. Hence, in this
case, we have /n(9, T, — T*)LZ(R) 4 N0, Varp(|| - I>/2 — ¥)). This is consistent with
(the implication of) Theorem 4.3 in [25].

The second claim of Theorem 2 (i) shows that the limit law in (12) is nondegenerate. This
follows from the next proposition, which also derives an explicit form of density. The proof
relies on Theorem 11.1 in [22] and the coarea formula.

PROPOSITION 2 (Density formula for non-Gaussian limit law). Let B = (B;j)1<i, j<N

be a nonnegative symmetric matrix with zero diagonal entries such that Z _1Bij > 0 for
everyie{l,...,N},and W_y = (Wy,..., Wy_T ~N(0 Y) with X bemg nonsingular.
Denote by ¢x the density of W_y and set WN =— lel W;. Consider the random variable

V=g¢W_n)=21<icj<n Bij|Wi — Wj|. Define

N
C<B>=H< Zﬁ,ﬁ Z ﬂu+ZﬂNf> :
=1

Jj=i+1
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For every permutation o of {1,. N} set Bs = (Bos(i),o(j))1<i,j<nN and E; = {w_p :
Wo (1) > =+ > Wo(N)} With wy = — Z 1 w, Then, the following hold.

(i) The law of V is absolutely continuous and its density is positive almost everywhere on
[0, 00).

(i1) A version of the density of V is given by

1
o~ C(By) J{g(w_n)=vInE,

where ) is taken over all permutations o of {1,..., N}.

fr(v) = ¢z (w_yN)dH" 2(w_y), vel0,00),

The third claim of Theorem 2 (i) in particular implies that the squared L2(R)-risk of f‘n
can be expanded as

E[” Tn - T*“iZ(R)] = n_l/zz ”xi — xJ||R+(DU)E[|W, _ W]|] +0(7’l_1/2),
i<j
which is also a new result in the literature.

For the linear functional case the next lemma gives a necessary and sufficient condition
for the asymptotic variance O’ in Theorem 2 (ii) to be strictly positive. Set

af, = / X 0P AHIT (3), ]
||x i— Xl
and&f’zZ#U forz_l
LEMMA 2 (Nondegeneracy of a(%). Suppose that Assumptions 1-3 hold. Then, the asymp-
totic variance crq% in Theorem 2 (ii) is zero if and only if&ip =-..= af\’,

The limit distributions in Theorem 2 depend on the population distribution P in a com-
plicated way, and the analytical estimation is nontrivial. The bootstrap offers an appealing
alternative route for statistical inference. Our next result establishes consistency of the non-
parametric bootstrap for estimating the distributional limits. A

Let Xf,.. XB be an i.i.d. sample from P, conditional on Xi,..., X, and PnB =

n~! By XB denote the bootstrap empirical distribution. Let

i’n = (ﬁn,l’ cee pAn,N) = (Pn ({xl})’ e Pn ({xN}))T
denote the corresponding frequency vector. Let 25 € (1)* be an optimal solution to the dual
~ ~ B A ~ ~
problem (3) with p replaced by pf, and set T'), =T ;5. Note that zf = z*(pf) when pf €
Q.+, which holds with probability approaching one.
For a sequence of (univariate) bootstrap statistics S,If (i.e., functions of X{,..., X, and

X f . ¢ f) and a (nonrandom) distribution v on R, we say that the conditional law of Sf
given the sample converges weakly to v in probability if
sup |E[g(S®)X1,..., X,] —Esw[g(S)]| = 0
gGBLl (R)

in probability, where BL{(IR) is the set of 1-Lipschitz functions g : R — [—1, 1]; cf. Chap-
ter 3.6 in [79] and Chapter 23 in [78].
We are now ready to state the bootstrap consistency results.

THEOREM 3 (Bootstrap consistency). Suppose Assumptions 1 and 2 hold. Then the fol-
lowing hold.
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~B A
(i) For arbitrary s € [1, 00), the conditional law of /n|T, — T, ||3LS(R) given the sample
converges weakly to the limit law in (12) in probability.
(i) Suppose in addition that Assumption 3 holds. Then the condltlonal law of \/n{ (o,
T n)L2(R) §iven the sample converges weakly to N(0, o, ) where a is given in Theorem 2 (ll)

~2

B A
Furthermore, for 6 O'n =nE[(p, T, — Tn) |X1,..., Xn], we have o, — U(p in probability.

L%(R)

The proof first establishes a conditional CLT for \/n (25 — Zn), which follows from the
delta method for the bootstrap. Given this, the first claim of Part (ii) follows from an-
other application of the delta method for the bootstrap, since the mapping z > Y, (z) is
(Fréchet) differentiable at z*. The second claim of Part (ii), which establishes consistency of
the bootstrap variance estimator, follows by verifying “conditional” uniform integrability of

n{e, Tf — T’l)iZ(R); cf. Lemma 2.1 in [46].

Part (i) might seem surprising as the corresponding mapping (z1, z2) — 8;(z1, 22) is only
directionally differentiable with a nonlinear derivative. In fact, [30] and [34] show that the
bootstrap fails to be consistent for functionals with nonlinear Hadamard derivatives. However,

their results do not collide with Part (i). The results of [30] and [34] applied to our setting
~ B ~
show that the conditional law of \/n(||T,, — T*||“LS(R) —\T, T*||L;(R)) = /n(8 (zn ,2¥) —
85 (Zn, %)) fails to be consistent for estimating the limit law in (12), which is indeed the case,
~ B A N N

but our application of the bootstrap is different and uses /n||T,, — T, ||} (R) = /N8y (zf ,Zn)
instead. See Proposition 3.8 in [38] for a related discussion.

The proof of Part (i) goes as follows. By the stability result from Theorem 1 (i), we can
approximate /nd; (Ef ,Zn) by

\/E[SS]/(z*’z*) (25 - z*a 2}1 - Z*)’
which, from the explicit expression of the derivative in (8), agrees with
[55]/(z*,z*) (\/E(if - 2”)’ 0)'

The conditional law of the above converges weakly to the law of [SS]I(Z*, Z*)(W, 0) with W ~
N (0, BABT), which agrees with the limit law in (12).

REMARK 8 (Dependent data). Theorem 2 follows from the Hadamard directional deriva-
tives of the composite mappings g = [T z+q) — TZ*”SLZ(R) and ¢ > Y,(z*(q)) com-
bined with a CLT for p,, which is simply a sum of bounded random vectors, p; =
n~ly" 1IL(X =x;) fori € {1,..., N}. Hence, the conclusion of the theorem extends read-
ily to dependent data. For example suppose that X, X», --- ~ P are a stationary o-mixing
sequence,

a(k) := sup sup  |[P(A)P(B) —P(ANB)|— 0, k— oo,
=1 AerF{ . BeF,
where ]-"iJ is the o-field generated by {X, :i <t < j}. Since the o-mixing property is pre-
served under (measurable) transformations, the process {X; : t =1, 2, ...} could be generated
as a (discrete) transformation of another «-mixing sequence. We refer to Chapter 2 in [33]
for details on mixing processes. Now, by Theorem 2.21 in [33] and the Cramer—Wold device,
as long as ) 72 ; a(k) < oo, one obtains

Ji(p—p) S N, A),
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where the (i, j)-component of the N x N matrix A is given by

o0
pi(l—pi)+2) Cov(L(X;=x)),1(X14x =x)) ifi=],
k=1

o0
—pirj +2) Cov(l(X1=x), 1(X 1k =x;))  ifi=].
k=1
Hence, the conclusion of Theorem 2 continues to hold with W replaced by W ~
N(0, BABT).

On the other hand, Theorem 3 does not directly extend to the dependent data scenario,
because the nonparametric bootstrap fails to take into account the dependence of the data.
Instead, one may use the moving block bootstrap [49], which can be shown to be consistent
for both functionals under mild regularity conditions. See [51] for bootstrap methods for
dependent data.

Finally, we state a super consistency result for the empirical OT map mentioned in Sec-
tion 2. We present a nonasymptotic version.

PROPOSITION 3 (Super consistency). Set Cy = maxi<j<j<n llx; — x| and 8o =

minj<;<y pi/2. Under Assumptions 1 and 2, for every i € {1,..., N} and compact set
K Cint(C;(z*)), we have
(13) T,(y)=T"(y) forallyecK

with probability at least
8nedo}

1 — Ne=2% — (2N —2)e NCiCh

where g9 = minjeq1,.. N)\(i)infyex {(x; — xj, y) — bij} > 0. Therefore, with probability one,
(13) holds for all large enough n.

The proof first verifies that (13) holds if ||z, — z*|| < &9/2. The rest is to derive a concen-
tration inequality for ||z, — z*||, which is done by bounding |z, — z*| by ||p, — pllup to a
constant and invoking a concentration inequality for the latter in [84]. The final claim follows
from the Borel-Cantelli lemma.

The parameter &y quantifies how close K is to the boundary of C;(z*). So the closer K is
to the boundary of C;(z*), the less likely the event (13) happens.

REMARK 9 (General integral error functionals). The results of Theorems 1 (i), 2 (i), and
3 (i) extend to more general error functionals than the L®-error. Indeed, for any centrally
symmetric function g : X’ — R with g(0) =0 (here X’ = {x; — x;:1<i,j<N}),consider
the following integral error functional:

erty(T, — T*) := /g(f‘n —T*)dR.

Adapting the proof of Theorem 1 (i), one can readily show that, under Assumption 1, the
map (z1,22) +> errg(T;, — T;,) is Hadamard directionally differentiable at (z*, z*) with
derivative®

g(x; —x;)
(hi,ho) > > L RY(Djj)lhaj — hai — hij+ hul.

1<i<j<N ||xl _xj”

4As X is finite, g is Lipschitz on &7, from which local Lipschiz continuity of (z1, z2) — errg(Tz, —Tz,)
follows. The directional Gateaux derivative follows analogously to the L®-error case.
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The distributional limit and boostrap consistency for errg(f'n — T™) follow analogously
under Assumptions 1 and 2. This general setting allows to cover, for example, the L°-
error for each coordinate, that is, errg(f’n —T%) = ||fn,k — Tk*||SLS(R) when g(x) = |x¢|® for
x=(x1,...,xz)7.

4. Applications and numerical results.

4.1. Applications. The results of Theorems 2 and 3 enable us to construct L*-confidence
sets for T* and confidence intervals for (@, T*) 2g). As a particular example of a linear
functional, we consider a maximal tail correlation [6].

4.1.1. L'-confidence set and confidence band. Consider constructing an L'-confidence
set for T*. Given « € (0, 1), set T, 1—q as the conditional (1 — «)-quantile of /n ||T5 —
T, L1(R)> Which can be computed via simulations. The next corollary verifies the validity of
the resulting L'-confidence set.

COROLLARY 1 (Validity of L'-confidence set). Under Assumption 1 and 2, the set

(14) (Tl T =Tl gy < Tn1-a)
contains T* with probability approaching 1 — a.

One drawback of L'-confidence sets is that they are difficult to visualize compared to
L°°-confidence bands. Section 5.8 in [81] discusses a method to construct a confidence band
from an L2-confidence set, which builds on an idea in [44]. Such a confidence band does not
satisfy the uniform coverage guarantee but instead satisfies the average coverage. We adapt
the method in [81], Section 5.8, to L!-confidence sets. Consider the confidence band of the
form

fn,l—a/Z 2}
——= . c).
N/ yey

Then, the argument in [81], p. 95, yields the following corollary.

Cot—a(y) = {x ) — x| <

COROLLARY 2 (Validity of confidence band). Under Assumption 1 and 2, the band
Cn.1—« has average coverage at least 1 — o + o(1), that is,

(15) fP(T*(y) €Cpi—a())dR(y) =2 1 —a+o(D).

For the reader’s convenience, we include the proof of Corollary 2 in Section 6.3. Since T*
only take values in X', we may intersect C, 1—o(y) with X to construct a tighter confidence
band (cf. [17]),

én,l—a(y) :Cn,l—oc(y) Nn&.

The average coverage property continues to hold for the latter.

4.1.2. Inference for maximum tail correlation risk measure. For univariate data, the quan-
tile function (or value at risk) and its functionals such as the expected shortfall are com-
monly used as risk measures in financial risk management; see [59]. For multivariate X ~ P,
[31, 72] propose a class of risk measures defined by the maximal correlation,

(16) max{E[(X,Y)]: X ~ P,Y ~ R},

where R is a reference measure. In particular, [31] give axiomatic characterizations of the
maximum correlation, extending Kusuoka’s characterizations of law invariant coherent risk
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measures to the multivariate case [50]. By definition, the maximal correlation (16) agrees with
E[(Y, T*(Y))] for Y ~ R. Building on this observation, [6] propose a modified risk measure
defined by the maximal tail correlation E[(Y, T*(Y))|||[Y| > 1 — «] when R is the spherical
uniform distribution. [6] establish consistency of the empirical estimator for the maximal tail
correlation, but do not develop methods of statistical inference for it. We consider a version
of the maximal tail correlation for a different choice of the reference measure R and construct
confidence intervals for the risk measure. It should be noted that [6] allow for a general target
distribution P, while we focus here on finitely discrete P.

Fix any «, § € (0, 1). Let R be the uniform distribution over the unit ball By, which satis-
fies Assumptions 1 (with Y = Bp) and 2. For Y ~ R, let r;_, denote the (1 — «)-quantile of
Y]], that is, 71—y = (1 — &)/, Define a maximal tail correlation for P by

a7) ke =E[Y, T*"D)IY || > ri—a] = /(%, T*)dR,

where ¢, (y) =o'yl B, (¥). Similarly, a maximal trimmed correlation can be defined

by E[(Y, T*(Y))||Y|| < ri—ql, which can be dealt with analogously to the tail case. The
empirical estimator for « is given by

R :f((pa, T, dR

. . . . N d
Since the test function ¢, satisfies Assumption 3, we have /n(K,.o — ko) — N(O, aq%a)

by Theorem 2. Assume now aéa > 0 (cf. Lemma 2). Confidence intervals for «, can be

constructed by using the bootstrap. Set

&8, = [(00 T1)AR()

and 7, g by the conditional S-quantile of KB Then, Theorem 3 above and Lemma 23.3 in
[78] immediately lead to the following corollary.

COROLLARY 3 (Validity of bootstrap confidence interval). Under the above setting, the
data-dependent interval [2k, ¢ — Tn,1-g/2, 2kn,a — Tn,p/2] contains ko with probability ap-
proaching 1 — B.

Alternatively, one may use the bootstrap variance estimator for aq% to construct a normal
confidence interval.

4.2. Numerical experiments. We present small-scale simulations to assess the finite sam-
ple properties of the empirical L !-error and maximum tail correlation. For each case, we draw
the histograms of the sampling distribution and the coverage probabilities for the bootstrap
critical value. We used the python package pysdot [52] for solving the dual problem in both
cases. We consider the following settings.

o Ll-error: The discrete distribution P is taken as the uniform distribution on 5 points cho-
sen at random from the unit square [0, 1]?; the reference measure R is the uniform dis-
tribution on [0, 1]?. To compute the coverage probabilities P(\/n ||T n =T < Th.a)
for a € (0, 1), for each Monte Carlo iteration, we compute the rank of /7| T n—T"| 11 (R)
w.r.t. the bootstrap distribution (i.e., ﬁf (W/n ||f'n — T LI(R))> Where ﬁnB is the bootstrap

e e . . ~ B A
distribution function of /n||T, — T, L( r))» and evaluate how many ranks are less than
« in the Monte Carlo repetitions.
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0.00

(a) L'-error: n = 5000 (b) Maximal tail correlation: n = 5000

0.40

(¢) L-error: n = 10000 (d) Maximal tail correlation: n = 10000

FI1G. 2. Histograms for ﬁ”f‘n -T* ||L1(R) ((A) and (C)) and \/n(kn.o — ko) /on (With a = 0.1) ((B) and (D))
based on 10000 Monte Carlo repetitions. The sample size is n = 5000 for (A) and (B) and n = 10000 for (C) and
(D); oy, is the Monte Carlo standard deviation of /n(kn,« — ko). The red curves in (B) and (D) represent the
N (0, 1) density.

o Maximum tail correlation: For the maximum tail correlation «,, we choose o« = 0.1 and
P supported on the 4 points (0.5, 0.5), (0.5, —0.5), (=0.5,0.5), and (—0.5, —0.5) in R?
with weights p = (0.2, 0.2, 0.3, 0.3). The reference measure R is the uniform distribution
over the unit ball B;. We approximate the linear functional form (17) via Monte Carlo
integration with M random points from [—1, 1]?, with M = 10000 for the histogram and
M = 1000 for the coverage probabilities. Like in the L!-error case, coverage probabilities
are evaluated by first computing the rank of /n(k,.o — ko) W.L.t. the bootstrap distribution
for each Monte Carlo repetition, and then counting how many ranks are below S.

Figure 2 shows the histograms of the L!-error N ||f‘ n— T*| (r) and the (standard-
ized) maximum tail correlation /n(ky o — ko)/0n, both with n € {5000, 10000}, based on
10000 Monte Carlo repetitions. Here o, is computed as the Monte Carlo standard deviation
of /11 (Rn.o — k). The figure shows that: (i) the sampling distribution of /7| T, — T*| LI(R)
is reasonably stable from n = 5000 to » = 10000, and the histograms are right-skewed, as
can be expected from the form of the limit distribution from Theorem 2; (ii) the histograms
of /n(kn.q — ke)/on are close to the N (0, 1) density, which suggests that the normal approx-
imation works well for the maximum tail correlation in the finite sample.

Figure 3 presents results concerning the coverage probabilities P(y/n \T, — T LI(R) =
Tp,a) for a € (0, 1), and P(/n(kn,o — ko) < Tu,p) for B € (0, 1), both based on 250 Monte
Carlo repetitions. For each case, the sample size is n € {5000, 10000} and the number of boot-
strap iterations is 500. Here 7, o in (A) and (C) is the o-quantile of the bootstrap distribution
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1.0 1.0

Ply

(a) L-error: n = 5000 (b) Maximum tail correlation: n = 5000

P(y

(c) L-error: n. = 10000 (d) Maximum tail correlation: n = 10000

FIG. 3. Coverage probabilities with bootstrap critical values based on 250 Monte Carlo repetitions:
P(/nllTn — T*\ L1 gy < Tn,a) for e € (0, 1) ((A) and (C)) and P(Vn(kn,a — ka) < Tn,p) for B € (0, 1) with
a = 0.1 ((B) and (D)), where ty o and 1, g are the a and B-quantiles of the corresponding bootstrap distribu-
tions. The sample size is n = 5000 for (A) and (B), and n = 10000 for (C) and (D); the number of bootstrap
iterations is 500. The red line represents the 45° degree line.

of \/n|| T,, - Tn 1 (r)> While T, in (B) and (D) is the B-quantile of the bootstrap distribu-
tion of \/n (/Q,f o — Kn.o). The figure shows that in both cases, the coverage probabilities are
close to the 45° degree line, especially in the upper tails, which are relevant in applications,
showing that the bootstrap works reasonably well to approximate the sampling distributions.

5. Weak limits and asymptotic efficiency in dual Holder space. So far, we have es-
tablished limit theorems for the L*-error and linear functionals of the empirical OT map. A
question remains as to whether the empirical OT map has a weak limit in a function space.
We first point out in Proposition 4 below that the L?(R) norm is too strong for that purpose
meaning that the empirical OT map does not possess nontrivial weak limits in L?(R). In-
stead of L2(R), we shall view T, as elements of the topological dual of the «-Hélder space
with any « € (0, 1] and show that T n satisfies a CLT in the said Banach space. This enables
us to address the question of asymptotic efficiency for estimating the OT map, for the first
time, in an infinite-dimensional setting.

5.1. Impossibility of nontrivial weak limits in L? space. In view of Theorem 2, it would
be natural to inquire whether r,, (T, — T*) has a distributional limit in L2(R:; RY) for some

S A similar observation was made in the recent preprint [57] in the context of smooth OT map estimation for
absolutely continuous distributions supported on the flat torus.
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norming sequence r, — 00, where L?(R; RY) is the Hilbert space of Borel vector fields ¢ :
R? — R? whose coordinate functions are square integrable w.r.t. R, equipped with the inner
product (-, -);2(g). Indeed, Theorem 2 implies that, for a given norming sequence r, — 00,

the only possible weak limit of 7, (T — T*) is the point mass at 0, which happens if and only
if r, = o(n'/*). In other cases, rn(T — T*) does not possess a distributional limit.

PROPOSITION 4 (Impossibility of nontrivial weak limits in L? space). Suppose Assump-
tions 1 and 2 hold and that L*(R; R?) admits a complete orthonormal system {¢ j} ° | con-
sisting of functions satisfying Assumption 3. Then, for a given norming sequence r, — 00,
if rp = = o(n'’*), then rn(T — T*) converges to 0 in probability in L%(R; RY), while if

nY/* = 0(r,), then r,,(T — T*) does not converge in distribution in L2(R; RY).

For most common reference measures, a complete orthonormal system in LZ(R; R?) can
be constructed by applying Gram—Schmidt orthogonalization to polynomials, for which As-
sumption 3 holds under tail conditions on the reference density. For example, the above
proposition allows for the uniform distributions over the unit cube and ball, as well as the
nondegenerate Gaussian distributions as reference measures.

5.2. Stability and CLT in dual Holder space. First, we need some new notation. For
a € (0, 1], recall that the a-Holder space C*()) is defined by the set of functions f:) — R
with || f]lce < 00, where

1 fllce =11 flloo + sup LD =TOIL
y#y' ||J’—y ”a

y.y'ey

Fix o € (0, 1]. Consider the Banach space B = ]_[INZIC"‘())) ={p =(o1,...,oN)T : @i €
C*(V),Vie{l,..., N}} withnnorm |||l = maxj<;<n ||¢;|ce. Denote by By = {¢ : [@|s <
1} the unit ball in B and B* the (topological) dual of B, that is, B* is the Banach space of
bounded linear functionals on B equipped with norm ||b*||p+ = sup,cp, b*(9).

Observe that the OT map T ; induces a linear functional on B as

0= (9. Tz)12pr),

whiclAl is bounded on B;. Hence, T ; can be identified with an element of B*. As it turns out,
/n(T, — T*) does have a nontrivial weak limit as elements of B*. To derive this result, we
formally identify the mapping z > T, with T" : RN — B* defined as

(18) L) (@) :=(0.T2)2pr), @€B,

and show that the latter map is Fréchet differentiable. Combining the CLT for Zn and the
extended delta method yields a CLT for /n(T,, — T*) = /n(C'(Z,) — T'(z*)) in B*. To state
the result, define b} € B* fori € {1,..., N} by

- / B2 0O ) a1 ),

i ||xl x|l

The map z — I'(z), RN — B* is continuous (indeed, locally Lipschitz; see the proof of Theo-
rem 4 (i) below), so Borel measurable, which guarantees that T, = I"(Z,,) is Borel measurable
as a mapping into B*.

THEOREM 4 (Stability and CLT in dual Holder space). The following hold.
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() Under Assumption 1, T : RN — B* is Fréchet differentiable at z* with derivative
TL.(h) =YN hib}, forh=(hy,...,hy)T € RV,

(i) Under Assumptions 1 and 2, we have ﬁ(f‘n - T —d> G in B*, where G is a cen-

tered Gaussian random variable in B* with G < ZlNzl W;b?, for W = (W, ..., Wy)T ~
N(0, BABT) given in Theorem 2.

Part (i) of the theorem can be seen as a uniform-in-¢ version of the Hadamard differen-
tiability result for the linear functional in Theorem 1 (ii). In order that the derivative formula
holds uniformly in ¢, we require the test functions to be (uniformly bounded and) uniformly
equicontinuous. Part (ii) follows directly from the CLT for Z, and the extended delta method.

5.3. Asymptotic efficiency. Next, we establish asymptotic efficiency (in the Hajek-Le
Cam sense) of f‘n in estimating T when viewed as elements of B*. We follow the frame-
work in Chapter 3.11 of [79]. To this end, we need to specify statistical experiments
Xy, Ay, Pyp - h € H) indexed by a subspace H of a Hilbert space and local parameters.
Choose H to be H = {h € RN : hTp = 0} equipped with the inner product (a, b) p =
Zf-vzla,-bipi for a = (aj,...,an)T and b = (by,...,by)T. Set X, = X", A, = 2%, and
Pun = (N punide)®" With pupi = (1+ hi/J/m)p; for h = (hy,....hy)T € H. The

observations X1,..., X, are the coordinate projections of X,. By direct calculations, the
log-likelihood ratio can be expanded as
d Pn,h R 1 5
log dPn,() = <\/’/_1(Pn - P), hl_i ||h||p + OP,,,(](I)’

:An,h

where (A, n)her i> (Ap)hen (finite-dimensional convergence) under P, ¢, and (Ap)nen
is a centered Gaussian process with covariance function E[Ap, Ap,] = hIAhz = (h1, hy)p
for h1, hy € H. Hence, the sequence of experiments (X,,, Ay, P, : h € H) is asymptotically
normal in the sense of [79], p. 412.

We consider the local parameter sequence T, (h) = T"(z*( Pun)) € B*, and view Tn as an

estimator for T, (h) with values in B*, that is, T n = I'(Z,). We say that the local parameter
sequence T, (h) is regular if /n(T,(h) — T,(0)) — T (h) for every h € H for some con-
tinuous linear map T : H — B*. Furthermore, we say that a sequence of estimators 7, for
T, (h) is regular if the limit law of \/n (T — Ty (h)) under P, j, exists for every h € H and
is independent of A.

PROPOSITION 5 (Asymptotic efficiency of empirical OT map). Consider the above set-
ting, and let Assumptions 1 and 2 hold. Let G be a centered Gaussian random variable in B*
given in Theorem 4. Then the following hold.

(1) (Convolution) The sequences of parameters T (h) and estimators T are regular. For
every regular sequence of estimators Ty, the limit law of /n (75, = Tn(0)) under Py,.0 equals
the distribution of the sum G +W for some B*-valued random variable W independent of G.
_ (i) (Local asymptotic minimaxity) For every sequence of (Borel measurable) estimators
T and every k € N,

sup liminfsup By [||v/n (7, — Tn(h))HIIE;*] > E[[|GlI],

1 C H :finite =00 pej

where [y, denotes the expectation under P, . Furthermore, for every I C H finite, we have

Jim sup B4 [ /n(F, = 7 () 5] = B[NG5
€
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Part (i) of the theorem shows that the limit law of f‘n is the most concentrated around
the origin among the regular estimators for 7', (k). Part (ii) shows that the local asymptotic
minimax lower bound for the loss || - ||’]§* agrees with IE[||G||’]§*], and the empirical OT map
attains this lower bound, establishing its local asymptotic minimaxity against the said loss.
The second claim of Part (ii) requires to establish moment convergence for the empirical OT
map under local alternatives P, p, which requires additional work.

6. Proofs.
6.1. Proof of Theorem 1. We separately prove Parts (i) and (ii).

6.1.1. Proof of Theorem 1 (i). We first note that

8(zi.z) =Y. lxi—x;II°R(Ci(z1) N Cj(z2)).
I<i#j<N

For by, hy, € RN and ¢t > 0, we have

Ci(z"+tha)=({y:(xj—xt.y) = bjrx = t(hax — h2j)},
k#j

so Ci(z*+th))N C‘,'(Z#< +thy) C D;j(hy, hy, t), where
Djj(hy, ha, 1) :=Ci(z" +th)) N {y:(x; —x;,y) — bij <t(hyj —thy;)}

= < () {y: i —xe, y) —bix =t (hi o — hl,i)})

ki, j
Ny :t(hyj—hi) <(xi—xj,y) —bij <t(hyj —hyi)}.
Here we have used bj; = —b;;. We divide the rest of the proof into three steps.

Step 1. Observe that D,‘j(hl, hy, 1)\ (Ci(z* +th) N Cj(z* + thy)) = D,‘j(hl, hy, 1)\
C;(z* + thy)). First, we shall show that for every i, j € {1,..., N} with i # j and every
h],h2 ERN,

R(Djj(hy, ha, )\ Cj(z* +1thy)) = O(t?), 0.
For every y € D;j(hy, hy,t) \ Cj(z* + thy), there exists k € {1,..., N} \ {i, j} such that
(xj =Xk, y) —bjr <t(hy — hy ;). For such k, we have
(Xi —xk, y) —bix=(xi —xj,y) —bij +(xj —xi, y) — bjk
<t(hyj—hyi+hog—hyj)=thyx —ha;),
where we have used the fact that bjy = b;j + bji. Since y € D;j(hy, hy, 1), we have (x; —
Xk, y) —bix = t(h1 — h1,;), and thus
t(hige—hii) < (xi — Xk, y) — bik <t(hak —hai).
Conclude that
Dij(hy, hy, )\ Cj(z" +thy) C | Aije(0),
k#i,j
where
Ajj@):={y:t(hij—h1;) <(x;i—xj,y) —bij <t(hyj—h2;)}
N{y:thig—hii) < (xi—xk, y) —bix <t(hay —haj)}.

Pick any k #i,j. If x; — x; and x; — x; are linearly independent, then we have
R(Ajjr()) = O(1?), which follows from the next lemma.
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LEMMA 3. Letay, oy € RY be linearly independent unit vectors with A := (a1, a2, and
let b e Rand t; <t; fori =1,2. Consider the affine subspace H = ﬂ%zl{y ai, y) =b;}
of dimension d — 2. Then, we have

2
m yit;, <{a;,y) —b; <t;} c H® := |y :dist(y, H) <8},

where § = 2(1 — AY)™! 1(|t | 4+ |2;1). Furthermore, under Assumption 1, we have
RH =0 ass 0.

The proof of this lemma will appear after the proof of Theorem 1 (i).
Conversely, suppose that x; — x; and x; — x are linearly dependent, that is, x; — x; =
c(x; — x ) for some ¢ # 0. Set Li={y:{(xi—xj,y)=b;jj}and Ly ={y: (x; —xp,y) =
biry ={y: (x; _xj’y>_c bir}. ForevernyAljk(t)
t(lh1,j —hiilVlhoj —hoil VI —hyil Vb — hoil)
llxi —xl

dist(y, L) v dist(y, L2) <
Furthermore, since L and L, are parallel, we have
b; b
dist(Ly, L) := max{ sup dist(y’, L1), sup dist(y’, Lz)} 1bij = ¢ ikl

yeLy yelL llei —x;l

Pick any 7, | 0 as £ — 00. Suppose that A;jx(t;) # @ for infinitely many £. Then, we have
dist(Ly, L) =0, that is, bj;x = cb;;. In what follows, we separately consider the cases when
c<0,ce(0,1),orc>1.

e When ¢ < 0: Observe that

Ci(z*)C{y:(xi—xj,y)=bij} N {y:(xi —xr, y) > bk}
={y:(xi—x;,y) =bij}N{y:clxi—xj, y)>cbij}
={y:(xi—x;,y)=bij}N{y:(xi —x;,y) <bjj} (becausec <O0)
={y:(xi —x;,y) =bi},

which entails R(C;(z*)) = 0. But this contradicts the fact that R(C;(z*)) = p; > 0.
e When ¢ € (0, 1): Since by; = —cb;j, bxj = by + bij = (1 —c)b;j, and x; —x; = (1 —
c)(x; —xj), we have

Cr(z") C{y: (xk —xi, y) = b} N {y: (xk —xj, y) > byj}
={y:—clxi—xj,y)=—cbij} N{y: (A —c)(x;i —x;,y) = (1 — )b}
={y:(xi—x;,y) <bij}n{y:(x;i —xj,y) > b;j} (becausec € (0, 1))
={y:(xi —x;,y) =bij},

which entails R(Cy(z*)) =0, a contradiction.
e When ¢ > 1: Since bji = (¢ — 1)b;j and xj — x = (¢ — 1)(x; — x ), we have

Ci(z)c{y:xj—xi,y)=bji}n{y:(x; —xr, ¥) = bji}
={y:xi—x;,y)<b}n{y:(c—Dixi —xj,y) = (c— Db}
={y:(xi —xj, )<b,J} {y:(xi —xj,y)>bij} (becausec > 1)
:{y:(xi_xj’ ) }

which entails R(C;(z*)) =0, once more, a contradiction.
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Therefore, in all cases, we have A; (1) = & for all sufficiently small 7 > 0. Finally, sum-
ming R(A;jx(t)) over k # i, j, we obtain

R(Djj(h1, ko, 1)\ Cj(z* + tha)) = O(?),

as desired.
Step 2. Next, we shall evaluate the probability R(D;;(hy, h2,t)) as t | 0, which is given
in the following lemma.

LEMMA 4. Under Assumption 1, for every i,j € {1,..., N} with i # j and every
hi,ho e RN, we haveast | 0,

tlha,j —hai —hij+ hy il
i — x|

(19) R(D;j(h1,h2, 1))+ R(Dji(hy, ha, 1)) = R (D;j) +o(1).

The proof of Lemma 4 is lengthy and deferred to after the proof of Theorem 1 (i).
Step 3. By Steps 1 and 2, we have

55(z*+th1,z*+th2)= Z ||x,-—ijISR(C,'(z*+th1)ﬂCj(z*+th2))

I<i#j<N
= Z lx; —x;I°R(Djj(hi, ha, 1)) + o(t)
I<i#j<N
=t Y lxi— xS RY(Dip)lhaj — hoi — hj + il o).
1<i<j<N

::[ssuz*,z*)(hl’hZ)

Thus, we have derived the directional Gateaux differentiability for §, that is,

. 8s(z¥ +thy, ¥ +thy)
lim

[\LO f =[8S]/(z*’z*)(hlah2)

To lift the Gateaux differentiability to the Hadamard one, it suffices to verify that d; is locally
Lipschitz [75]. To this end, observe that for Y ~ R,

185(z1,22) — 84(2], 25)|

oo =BT T — Ty - Ty
<s 1<EIE}X<N lx; — xS E[| T4, (Y) — Tz’l(Y)” + ||Tz'2(Y) — T, (V)]

where we used the inequality |a® — b*| < s(a Vv b)*~!|a — b| for a, b > 0 combined with the
fact that ||T;(y) — Ty (y)|l <maxj<;<j<n llx; —x;|. For z, 7 € RY, we have

E[|T.¥)-T M|]= > lxi—x;IR(Ci(z)NC;(Z))
I<i#j<N
(21) N
PR— . . . /
< | max flxi =)l ;R(Cl (2)\ Ci(2)),
where the second inequality follows because {C;(z’ )},N: | forms a partition of R? up to
Lebesgue negligible sets.
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Combining (20) and (21), we have
|85 (21, 22) — 85(21. 25) |

(22)

I<i<j<

N
<s max lxi —x;1° > {R(Ci(z1) \ Ci(z1')) + R(Ci(z2) \ Ci(z2))}-
i=1

Hence, local Lipschitz continuity of §; follows from the next lemma, whose proof is post-
poned to after the proof of Theorem 1 (i).

LEMMA 5. Pickany i € {1,..., N}. Under Assumption 1, for sufficiently small U > 0,
there exists a constant £y such that R(C;(z) \ Ci(z)) < Lyllz — Z/|| whenever ||z — z*|| vV
lz' —z* < U.

Now, for every k) — hy € RN and b, — hy € RN ast | 0, we have

(@4 th), z* +th}) — 8,(z*, z%)

/
ll‘li,o P - [SS](z*’z*)(hl’ h2)
. Os(F +thy, 2" +thy) — 6,(2%, 2%) ,
= — [8s1, « (h1, R

tlﬁ)l p [ s](z .z )( 1, h2)
. Ss(z* +thy, z* + 1hh) — 8;(z* + thy, z* + thy)

+11¢r{)1 ”
t

=0+ lim O ([} — hi| + | — ko) = 0.

This completes the proof.
We are left to prove Lemmas 3-5.

PROOF OF LEMMA 3. Assume A > 0. The A <0 case is similar. For y with ¢; <
(o¢j,y) — bi <t; fori =1,2, one can find y; € H and 71,72 € R such that y =y, +
Z,'Z:1 7;jo;. The scalars 71, 7o must satisfy 1} < 71+ 1A <fjandt, < Aty + 12 <13. Solving
these linear inequalities, we have

ZI—AZZ ;1—At2 tz—Afl Ez—Atl
- <y <—= gnd =— <7 <=
1—A2 — "= 1-A2 1-AZ ~ 2~ - A2

which implies that

1 &
[Tl V Il < g 2o (il + 1)
B i=1

Note that A% < 1 by linear independence between o) and ap. Now, dist(y, H) <
17 mell < X0 Iml <201 — A%V S (6] + 14D =6

The second claim follows from a change-of-variable argument. Fix arbitrary y, € H. Let
{uy,...,ug—2} be an orthonormal basis of the linear subspace H — yo={y — yg:y € H},
and let {v, vo} be an orthonormal basis of the linear subspace spanned by {a1, a2}. Then,
every y € RY can be parameterized as

d-2 2

d
y=yo+ E wiui+§ v, (wi,...,wg—2, 71, 2)T € R
i=1 j=1

=:y(wi,...,wq—2)
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04

02

D;
Gz + th)

00

FIG. 4.  Perturbations of Laguerre cells. The figure shows the overlap of Laguerre tessellations corresponding
to two dual potential vectors z* and z* + th. D; (0, h,t) is an inflation of the boundary D;; (z*) towards the
interior of C; (z*), while D;;(0, h,t) is a superset of the overlap between C ; (z* +th) and C;(z*).

Since the Jacobian matrix w.r.t. the change of variables (wy,...,wg—2,71,72)T — y is
(uy,...,uq-2,v1, v2), which is orthogonal, R(H‘S) can be expressed as

- 2
/le:l r}g&Z{/Rd—Z P(y(wl, S wg—2) + Zizlfivi> d(wi, ..., wd—z)}d(fl, )

_ {/Hp(y+Zi2:1riv,-)d7-ld_2(y)}d(fl,fz),

S )
it =8?

where we used the area formula (cf. Theorem 3.9 in [32]) to deduce the second line. Assump-
tion 1 then guarantees that, for small §, the inner integral is bounded as a function of (71, 12),
from which we conclude that R(H®) = 0(8%). O

PROOF OF LEMMA 4. The proof is partially inspired by that of Lemma 2 in [16]. We
first note that if 4y j — hy; = ha j — hy;, then

R(Djj(hi, hy, 1)) = R(Dji(hi, hy, 1)) =0,

so there is nothing to prove. Consider the case where hy j — hy; # hy j — hy ;. Assume

without loss of generality that h j — hy; > hy j — hy;, for which Dj;(hy, h2,t) = &. We

shall show that

t(haj —hai —hij+hi1)
llxi —xji

R(Djj(hi, hy, 1)) = RT(Djj) + o(1).
We divide the remaining proof into two steps.
Step 1. We first show that
R(Dij(hy, ha, 1)) = R(D;j(h1, ha, 1)) + O(t?),
where
- t(hy ;i —hy; t(hy i —ho
Dij(hy, hy, 1) = {yo-l-fviyoGDij,—( Lj = hui) STS—( 2.J 2’1)}
llxi —x;ll llxi —x;ll
and v = (x; — x;)/|lx; — x;||, the unit normal vector to the hyperplane H;; :={y : (x; —
X, y) =b;;} containing D;;; see Figure 4.
Recall that

Dij=( My i —xiy) zb,-k})n{y:<x,~ —xj y) =byj).
ki, j



STABILITY AND INFERENCE FOR SEMIDISCRETE OT MAPS 5721

Consider y = yg+ tv € Dij(hl,hz, 1)\ Djj(hy,ha,t). As y ¢ D;j(hy, hy,t), we have
either y ¢ C;(z* + thy) or (x; — xj,y) — b;j > t(hy; — h2;), but the latter cannot hold
because y € l~)l~j (hy, hy,t). So we must have y ¢ C;(z* 4 thy). Furthermore, since

(i —xj,y)—bijj=(x;i —xj,yo) +7 (x; —xj,v) —bjj

=bij =|lx;—xl
=1|lx; — x|
>t(h1,j —hii),

there exists k £ i, j such that

t(hig—hii) > (x; —xk, ¥) —bix > —t [{x; —xp, x; —xj)|(|h1,; —h1i| V |ha,j — hoil)

=lijk
Conclude that

B,‘j(hl, hy, 1)\ Dij(hlv hy. 1) C U Aijk(t)’
ki, j

where

Ajjr(y ={y :t(hj —h1) <(x;i —x;,y) —bij <t(ha; —h2;)}
N{y:—tlijr < (xi —xp, y) = bix <t(h1x —h1,1)}.

Arguing as in Step 1 in the proof of Theorem 1, we see that R(A,-jk(t)) = 0(t?), so
R(Djj(hy, hy, )\ D;j(hy, hy, 1)) = 0~(t2)-
Next, we consider D;;(hy, ha,t) \ D;j(hy, hy, t). Recall the hyperplane H;; =: {y : (x; —
xj,y)=b;;}. Since
t(hyj—hi) t(hy,j —hz,i)}

e e e Rk e
i ] i J

the projection of every y € D;;(hy, ha, 1)\ [)ij (hy, hy,t) onto H;; falls outside of D;;, that
is, y can be decomposed as y = y, + tv for some y, € H;; \ D;; and %

% By definition, there exists k # i, j such that (x; — xx, y¢) < bix, which implies

that #(hyx — hy1;) < (x; — Xk, y) — bik < t{;jx. Hence,

=t=

Dij(h1, ha, )\ Djj(hi, ha, 1) C U Aj (1),
ki, j

where
Aije@) =1y t(hj—h1) < (x;i —xj,y) —bij <t(ha; —h2.i)}
N{y:thig—hii) < (xi —xk, y) — bir <tlji}.

Again, arguing as in Step 1 in the proof of Theorem 1, we see that R(Aijk(t)) = 0(?), so
R(D;j(hy, hy, 1)\ l~),-j (h1, ha, 1)) = O(t%). Conclude that

R(Dl‘j(hl, ho, l)AD,‘j(hl, h, t)) = O(tz).
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Step 2. In view of Step 1, it suffices to prove the desired conclusion with D;;(hy, ha,1)
replaced by ﬁi j(h1, ha, t). Observe that

R(Dyj (1, ha. 1)) = f p(»dy
lj(hl hy.t)

t(hzj —hy i)
lx;—x il
= Juni (/ Py + Ty dHI(y) ) dr
e —x
IIx, —xj II d—1
N (/ P+ rro aH () ) dr.
m

where the second equality follows from the coarea formula (cf. Theorem 3.11 in [32])
and translation invariance of the Hausdorff measure (cf. Theorem 2.2 in [32]). Recall that
R+(Dij) = fDij ,Ode_l.

We first consider the case where H4~1(3Y N D; i) = 0. Since p is continuous HI 1 ae.
on ) by Assumption 1 and vanishes on J¢, for H? !-a.e. y € D; j and every T € R, we have
p(y +ttv) — p(y) as t | 0. Combined with Condition (6), we may apply the dominated
convergence theorem to conclude that

t(hy,j —hoi—hij+hii)

R(Djj(hy, hy, 1)) = R (D;))
(D ) Y lx; — x|

+ o(t).

Next, suppose that HI7NBY N D;;) > 0, which entails HI7TBY N H;;) > 0. By As-
sumption 1, this happens only when ) is polyhedral, in which case H;; is a supporting hy-
perplane to )V and hence int(}) N H;; = &. So, we have either (x; — x j, y) — b;; > 0 for all
yeint()),or (x; —x;,y) —b;j <O0forall y €int(}). This implies p; = R(C;(z*)) =0 or
pj = R(C;(z*)) =0, both of which are contradictions. This completes the proof of Lemma 4.

O

PROOF OF LEMMA 5. Set g9 = minj<;<j<y |lx; — x| > 0.If y € C;i(2) \ Ci(z'), then

there exists j #~ i such that
2j =2 — (2 —z]) < xi —xj,y) —bij <2 —2F — (2 — 7).

Hence,

Ci@\Ci(Z)cUlyizj—f —(zi —2f) < (xi —xj, y) —bij <2 — 2 — (2} — 2f) }-

J#

Fix any j #1i. Consider the hyperplane H ={y : (x; — x, y) = b;;} and the associated unit
normal vector v = (x; — x;)/|lx; — x||. Then,

R({y:zj— 2} —(zi —2f) < (xi = xj,y) = bij(0) <2} — 2} — (2 — 2})})

(23) z}—z}k-—(zl’»—zf)
\Ix, —x;l d—1
= : (~,—z*> (/H/’(y""")d?{ (y)) dt.

Zj*

e —x ;1

The inner integral is bounded by

sup p(y—i—tv)d?—[d_l(y) <00

lt|l<t; 7 H
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with

t 2U lzj —2F = @ — DIV ) — 2 — (2 — 2])
| i=— .
€0 i — x|l

Hence, the right-hand side of (23) is bounded by

12—z + 12, — zil
L T sup [ p(y+ vy d T (),
€0 lt|<n JH

which leads to the desired result. [

6.1.2. Proof of Theorem 1(ii). Fréchet differentiability is equivalent to Hadamard differ-
entiability for a function defined on an open subset of a Euclidean space, so we shall prove
Hadamard differentibility of y,,. We continue using the same notation as in Part (i). Observe
that

Vo(e* +1h) — yp(z) = 3 / (x; —xi, 9(»)dR(Y).

1<i#£j<N i (2)NCj(z*+th)

Let h € RY and ¢t > 0. Fix any i,j € {I,...,N} with i # j. We have C;(z*) N
Cj(z* +th) C D;j(0,h,t) and C;(z*) N Ci(z* + th) C D;j;(0,h,t). If h; = hj, then
R(D,-J-(O, h,t)) = R(Djl-(O, h,t))=0.

Consider the case where h; > h;, for which D;;(0, h,t) = &. Define a finite Borel mea-
sure R, on R4 by dRy = ||l@||dR = |l@| - pdy. Arguing as in the proof of Part (i), we know
that Ry (D;j (0, h, 1) \ (Ci(z*) N C;(z* +th))) = O(t?), so that we have

/ (xj —xi. 0()dR(y) = f () =%, ()R () + O(r?).
Ci@)NC; (2 +th) Dij @.h.1)
Next, set
(hj—hi)
Dii(h,1) _{y +tv:yg€eD;;,0< —7}
ij 0 0= Hij lx; —x;ll

with v = (x; —x;)/|lx; — x||. Arguing as in Step 1 in the proof of Lemma 4 above, we see
that Ry(D;; (0, h,t)AD;;(h, 1)) = O(t%), so that

f (xj —xi,0(»)dR(y)
D,‘j(oh 1)

= — dR O(t?
f),-_,»(h,t)(xj xi, 9(y))dR(y) + O(t”)

hj—h;

:t/()l‘xi_le‘ (/D (x;j —xi,@(y +1Tv))p(y +t7V) d?—[d_l(y)> dt + 0(t?).
ij

Since ¢ is continuous H#?"!-a.e. on Y N D; j by Assumption 3, arguing as in Step 2 of the
proof of Lemma 4, have

hj—h;

llej—x —

/0 (fD (xj—xi,(o(y+ttv))p(y+trv)d7—ld 1(y))dt
ij

hj—h;

= —x 1o (x; —xi, 0(M)p(y) dH " (y) + o (D).
l J ij
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Conclude that
| fxj = xi, 9] dR(Y)
Ci(z*)NC;(z*+th)
tth; —hj) _
=———L | (xi—xj. 0 dH" (y) + 0,
lxi —x;ll /b

when A > h;.
By symmetry, when h; > h;, we have
/ (xi —x;, 0()dR(y)
Cj(z*)NCi(z*+th)
t(hi —hj) .
:m (xi —xj, 0M)p () dH " (¥) +o0(1),
! J ij

where we used the fact that D;; = D;;.
Therefore, we have shown the Gateaux differentiability for y,,

lim Yo(z" +1th) — ye(z") _ /
”xl _xJ”

110 t —xj, oMM dH T (y).

1<l<j<N

:[V(o]/z* (h)

It remains to show that y,, is locally Lipschitz. Observe that

IAGESASIEIY / —xi,9(»)|dR(y)

1<izj<N "’ Ci@NC; (Z')

< max |x;j—xi Y Re(Cix) NCj(z)))

(24) I<i<j<N I<iZj<N
N
= _max ||xl—x]||ZR (Ci()\ Ci(2)).

<
1<i<j i

Lemma 5 (with p replaced by |||l - o) now guarantees local Lipschitz continuity of y,,
completing the proof.

6.2. Proofs for Section 3.3. We will prove Propositions 1 and 2, Theorem 2, Lemma 2,
the claim in Remark 7, Theorem 3, and Proposition 3.

6.2.1. Proof of Proposition 1. The proof can be simplified when ) is compact and con-
vex and p is sufficiently regular, since in that case, the results from [5, 47] are directly ap-
plicable. Since ) may be unbounded and p may have discontinuities in our setting, we need
additional work. For the reader’s convenience, we provide a (mostly) self-contained proof.

Step 1. We first establish regularity of the dual objective function ®(-,q) together
with its strong concavity in certain directions when ¢ € Q4. Set G(z) = (G,'(z))lNzl =
(R(C; (z)))f.vzl. Lemma 5 implies that the map z +— G(z) is continuous, so the set Z :=
{z:Gi(z) >0,Vi e{l,...,N}} is open. For every g € Q, the map RN 5z D(z,q) is
clearly concave. Furthermore, for every fixedi € {1, ..., N} and z ¢ RV,

—1 if y eint(C;(2)),

(IIy—xJII [2=Flr===10 ifye|Jint(C;).
j#i

az 1<<
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The dominated convergence theorem then yields that ® (-, q) is partially differentiable with
gradient

V:®(z,q) =q — G(2).

Since the gradient is continuous in z, ® (-, g) is continuously differentiable. The set of optimal
solutions Z*(g) to the dual problem (10) is convex and agrees with (1)~ N {z: V., ®(z,q) =
0}. The duality theory for OT problems (cf. Theorem 6.1.5 in [2]) guarantees that Z*(q) is
nonempty for every g € Q.

Next, we observe that the mapping z — G(z) is differentiable on Z, . Indeed, for every
ie{1,...,N},hGRN,andt>O,wehave

Gi(z+1th) —Gi(z) = R(Ci(z +th) \ C;(2)) — R(Ci(2) \ Ci(z +th))

=Y {R(Ci(z+1th) N Cj(z)) — R(Ci(2) N Cj(z + th))}.
J#
Arguing as in the proof of Theorem 1 (ii), we see that G; is Hadamard differentiable (and
hence Fréchet differentiable) at z € Z with derivative

hi—h
RY s h— Z #R—F(Ci(z) NC;@),
— |lx; — x| -
J#i
that is,
1
————RY(Ci)INCj() ifi#],
25) 0Gi(2) | lxi—xjl ( (@)
92j Y RN (G NC@) ifi=.
ki ”xi _xk”

Denote the Jacobian matrix of G by VG. For every z € Z4, the N x N matrix VG(2) is
symmetric positive semidefinite (as —V G agrees with the Hessian of the concave function
@ (-, g)) with smallest eigenvalue O corresponding to eigenvector 1.
Now, by Lemma 6 below, for every fixed z € Z, the second smallest eigenvalue of VG
is bounded away from zero in a small neighborhood of z, that is, for sufficiently small § > O,
/
(26) inf inf vIVG@)y > 0.

27—zl <sve)t  [v]|?

In particular, the linear mapping VG(z) : (1)~ — (1) is isomorphic.

Step 2. Now, we shall prove the claims of the proposition. For every ¢ € 9, since
Z*(q) C (1) N Z4, ®(-, q) is strictly concave on Z*(q), which implies that Z*(q) is a
singleton, that is, Z*(q) = {z*(¢g)}. Next, we shall verify Hadamard differentiability of z*(-)
at p € Q, which leads to the second claim of the proposition. Pick any sequence 7, | 0. Let
h, be a sequence in (1)* such that h, — h. Set z, = z*(q + t,h,) € (1) N Z, (for large
n). By construction, we have

G(Zn) - G(Z*) = tnhn = O(tn)-

Since G|(yyLnz, is one-to-one and continuous, the only possible cluster point of the sequence
Zn 18 2* = 2*(p). By Lemma 7 below, the sequence z,, is bounded, so we have z,, — z* by the
compactness argument. By differentiability of G and the estimate in (26), we further obtain
lzn — z*|| = O(t,). Now, observe that

thhy = G(zy) — G(Z*) = VG(Z*)(Zn - Z*) +o(ty).
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Since VG (z*)(z, — z*) € (1)1 (as z, — z* € (1)1), which entails 7,k, — o(t,) € (1)* above,
we have

Zn—2F

; — (VG(Z*)l(I)L)_lh
n
The limit is linear in k. The preceding argument shows that z*(-) is Hadamard differentiable
at p, completing the proof.

It remains to prove the following lemmas used in the preceding proof.

LEMMA 6. Set Cy = maxi<j<j<n |IX; — x|. Under Assumptions 1 and 2, for every
e>0and z € RN with mini <<y G;(z) > ¢, the second smallest eigenvalue of VG (z) is at

least —26 .
N4C,Cp

PROOF. The lemma essentially follows from [5], Theorem 4.3, with DG = —V G under
our setting. The basic idea is to regard VG(z) as the graph Laplacian of a weighted graph
over the vertex set {1, ..., N} with the weighted adjacent matrix A = (a;j)1<;i,j<y Witha;; =
lx;i —x; I"'RT(Ci(z) N Cj(z)) for i # j. Using Cheeger’s inequality and the assumption
that minj<;<y G;(z) > ¢, one can verify that the graph constructed by removing edges with
small weights is still connected, and then lower bound the second smallest eigenvalue of the
corresponding graph Laplacian via diameter (Theorem 4.2 in [63]). Since we do not assume
compactness of the support of R, we briefly sketch the required modifications. Cheeger’s
inequality in [5], Lemma 4.3, follows by our Assumption 2; see [62], Lemma 2.2, and [8].
See also the discussion after Assumption 2. The proof of [5], Proposition 4.4, goes through
with 2Cv replaced by C,. Recalling that the derivative expression (25) holds everywhere on
Z and following the proof of [5], Theorem 4.3, we obtain the result. [

LEMMA 7. Under Assumption 1, the set M+niz: min<;<y G;(z) > &} is compact for
every fixed ¢ > 0.

PROOF. It suffices to show that the above set is bounded. Pick any z € (1)t N {z :
minj<;<y G;(z) > €}. Assume without loss of generality that z; = minj<;<y z; and zy =
maxj<;<y Z;. By strong duality, for Y ~ R,

1 2 . 1 2
SENY T[] = 6@) + f min ( Sy = xill* =z ) dR(»

>0

<{z.G(2) +/<%IIJ’ —xyl? - ZN) dR(y)

. 1 2
< (21— 2y min, Gi<z>+lg}a§v/ Sy = xi1PdR(y),
N—————
>¢&

s0zy —z1 < C:=e L[| Y ||*] + maxi<;<y ||Ix;]|%). This implies z; < z; < z1 +C for every
i # 1. Now, since z € (1)*, we have 7] = — 21205 80 212 S —(N = D)Xz +
(N — 1)C, that is, z1 = — Zi# zi > —(1— N_I)C. Likewise, we have zy = — Z#N Zi <
(1 — N~1C. Conclude that |z;| < (1 — N~1)C foreveryi e {l,...,N}. O
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6.2.2. Proof of Proposition 2. Part (i). The function g is convex and onto [0, o0). The
latter follows from the assumption that Z?]: 1 Bij > 0 for every i € {1,..., N}. Hence, for
every open interval (a, b) C [0, 00), the inverse image g_l ((a, b)) is nonempty and open,
so that P(V € (a, b)) =P(W_y € g‘l((a, b))) > 0, yielding that the support of V agrees
with [0, 00). If g(w_x) =0, then w; = w; for some i # j, so the level set g‘l({O}) has
Lebesgue measure zero. This implies that the distribution function of V is continuous at the
left endpoint of the support of V. Now, noting that g is convex, the claim of Part (i) follows
from Theorem 11.1 in [22].

Part (ii). Set h(w) =31 <i < j<n Bijlwi — wj| for w = (wy, ..., wy)T. Then
1 0 --- 0 -1
o1 --- 0 -1
Vew-y)=1|. . . . . |[Vhw), w_ye U Es.
Do .o >
o0 --- 1 -1
(N=1)xN
with w_y = — Z,N: _1] w;. The matrix in front of VA is isomorphic from 1)+ c RN onto

RN=1. On the set We (1) > -+ > Wy (N), the partial derivatives of & are given by

i—1 N
= (—Z+ > >ﬂ<r<i),cr<j>-
j=1

j=i+1

oh
8wg(,’)

Since VhA(w) € (1)* and |Vh(w)| > 29;2 Bs(1),0(j) > 0 by assumption, we have
infg, Vgl > 0. Since {E,}, gives a partition of R¥~! up to Lebesgue negligible sets,
we have

essinfpyv—1| Vgl > 0.

Since g is Lipschitz, we may apply the coarea formula, Theorem 3.13 in [32], to conclude
that

d 1
—/ ¢slp, dHY ! =/ PELE, jqN-2
dv Jig<v) ts=v) IVell

for Lebesgue almost every v € [0, o). The density formula now follows from the fact that
Vgl =C(Bs) on Eg.

6.2.3. Proof of Theorem 2. Part (i). The first claim follows from combining the CLT for
Zn in (11), the stability results in Theorem 1, and the extended delta method (Lemma 1).

The second claim follows from Proposition 2 with g;; = [|x; — x j||s_1R+(D,~ j) and X
being the upper left (N — 1) x (N — 1) submatrix of BABT. We note that }_;; fij >
min;; [|x; — x| X, RT(Dyj) = minj; |x; — x[*~'RT(3C;) > 0 by Cheeger’s in-
equality, and X is nonsingular as BA BT is isomorphic from (1) onto (1), so Proposition 2
applies.

For the final claim concerning moment convergence of Y (y/n ||f’ n— T3 ( R)), it suf-
fices to verify its uniform integrability. Since Y has polynomial growth, it suffices to show
that for every k € N, sup, .y E[(ﬁ”f‘n — T*||iS(R))k] < 00. Arguing as in (21), we have
||Tn — T*||SLS(R) <max;x; [|x; —x;[I* X; R(Ci(z,) \ Ci(z")). Now, by Theorem 1.3 in [5]
and symmetry, we have Y; R(C;(2,) \ Ci(z*)) <2N||p, — pll1 with | - ||; denoting the £'-
norm ([5] assume compactness of the support of R but the proof of their Theorem 1.3 goes
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through under our setting). Hence, (/|| T,—T* ||SLS( R))k can be bounded above, up to a con-

stant independent of n, by (/7| p,, — pll1)* whose expectation is bounded in z by a simple
application of the Marcinkiewicz—Zygmund inequality (cf. Theorem 10.3.2 in [19]) or the
concentration inequality for || p,, — pll1 [84].

Part (ii). The proof is analogous to Part (i) and omitted for brevity.

6.2.4. Proof of Lemma 2. For notational simplicity, we omit the dependence on ¢. Since
aj,- = —a,'j, we have Zl§i<j§N(Wi — Wj)aij = Zi?gj Wia,-j = vazl Wigli- Hence, the vari-

ance 02 iso? =a'BABTa, wherea = (ay, ..., ay)T. Since BABT is isomorphic from (1)~

onto itself, 02 =0 if and only if @ = - - - = an.

6.2.5. Proof of the claim in Remark 7. Set G(z) = (G; (z))l 1 = (R(C; (z)))lN:l as in
the proof of Proposition 1. Since (x; —x;,y) =b;j = ||lx; 12/2 — 7 — (||xj||2/2 — z}’f) for
y € D;j, we have

”x x” / — ¥, )P dR(Y) = (VG (z*)Th,
i X

where h = (||x; ||2/2 — 27, lxnl?/2 — zy)T. In view of Remark 5 and the proof of the
preceding lemma, we have

og=hTAh=Varp(|- |*/2—¥),

completing the proof.

6.2.6. Proof of Theorem 3. By the conditional CLT for the bootstrap (cf. Theorem 23.4
in [78]), the conditional law of /n( iJf — p,,) given the sample converges weakly to A/ (0, A)
in probability. The delta method for the bootstrap (cf. Theorem 23.5 in [78]) yields that the
conditional law of \/n (ﬁf — Z,,) given the sample converges weakly to A/ (0, X) in probabil-
ity, where ¥ = BA BT. Given this, the first claim of Part (ii) follows from another application
of the delta method for the bootstrap. For the second claim of Part (ii), from (24) and The-

. ~ B T A 5
orem 1.3 in [5], we have |(@, T, — T') 2(g)| < 2N @ llllco max;<; [Ix; — x| P} — Pl

and the conditional fourth moment of /n]| i)f — P, |1 is bounded in probability by direct
computations. So the second claim of Part (ii) follows by Lemma 2.1 in [46].
For the rest, we focus on proving Part (i). We first observe that

VAR~ ) a (0. )
X - N[0,
unconditionally (cf. Problem 23.8 in [78]), which implies that
Jn(EE —z%)\ d ( (2): ):))
X - N0, .

(ﬁ(zn — %) T oz

From this, the extended delta method (Lemma 1) yields
~ B A A N
V| Ty =Tl s gy = v/18s(2, P 2n) = [55]/(z*,z*)(~/’7(zf —2"), V(2 — 2%)) + &n

with &, — 0 in probability. From the expression (8) of the derivative, we see that

(83 e 2oy (VA2 = 2%). V(i — 7)) = [ e ooy (VD — 2,).0).

=:SB

n
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By the continuous mapping theorem, the conditional law of S given the sample converges
weakly to the limit law in (12) in probability. Let S be a random variable following the limit
law in (12). We will show that

sup |E[g(SP +en)IX1,..., Xu] —E[g(S)]| -0
g€BL(R)

in probability, which leads to the conclusion of Part (i). For every g € BL{(R),
8(S7 +en) — (ST <2 A leal.
By Markov’s inequality, we obtain
E[2A &)1 X1,....,Xs] >0
in probability. Now, we have

sup |E[g(SE +e,)1X1,.... Xu] —E[g(9)]]
geBLI(R)

< sup [E[g(SP)IX1,..., Xn] —E[g(D]| +E[2A lenl| X1, ..., Xu],
g€BL(R)

and both terms on the right-hand side converge to zero in probability.

6.2.7. Proof of Proposition 3. Since K C int(C;(z*)) is compact, we have
=min inf {{(x; —x;,y) —b;;} > 0.
) T;lgylg{({(h xj,y) —bij} >
For every j #1,
(i —=xj,y) = bij(Zn) = (xi —xj,y) = bij + (Zni — 2}) — (En.j — 2})

> g0 —
=0 1<k<N

so that we have
P(T,(y) =T*(y).Vy € K) > P(K C int(C;(Z,)))
(27)

= B max Jons = 55| < e0/2) = B2 — 2"] < c0/2).

We derive a concentration inequality for [|Z, —z*||. Set p, (1) = mini<j<y Py, ;. The union
bound and Hoeffding’s inequality (cf. [9]) yield

N N
. X ) .
P(Pn.c1) <80) < D P(Pn,j <80) <Y P(pnj — pj < —80) < Ne "%,
j=l1 j=1

Set G(z) = (G; (z))N 1= (R(C; (z)))lN | as in the proof of Proposition 1. Suppose p, (1) = o
holds. From the proof of Proposition 1, we know that

d 1.
EZ*(tiJn +(1=0p)=(VG(Z*(thy + (L —)p)l 1) By — P).

Since minlSJSN(tﬁn jt+ U —=0tp;)=dpforr €0, 1], using Lemma 6, we have

Hzn—z*H—H/ S tp,,—i—(l—t)p)le

- N*C,Cp N*C,Cp

A X A
e — — < —_ —
= 3s lp, —pl = 850 lp, —pli,

(28)
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where || - ||; denotes the £'-norm. Now, by [84], the following concentration inequality holds
for | p, — pl1,

(29) P(Ip, — plli 21) < (@Y —2)e 2, 1 >0.
Plugging (28) into (27), and using (29), we obtain
A ~ ~ 48030
_ *
BT, 0) = T*0). ¥y € K) = 1= P <80 =PI, = pll = 10
8}’!6%5(2)

>1— Ne 2% — (2N —2)¢ Meich
The final claim follows from the Borel-Cantelli lemma.
6.3. Proofs for Section 4. 'We provide proofs of Corollaries 1, 3, and 2.
6.3.1. Proofs of Corollaries 1 and 3. Both corollaries directly follow from Theorem 3
and Lemma 23.3 in [78], upon noting that the limit law has a continuous distribution function

in each case.

6.3.2. Proof of Corollary 2. Suppose Assumptions 1 and 2 hold. Let ¥ ~ R be indepen-
dent of the sample. Define the event A = {\/n|| T, — T* LRy < Tn.1-a/2}. Then, we have

- f P(T*(y) € Ca1—a () dR(y)
=P(T*(Y) ¢ Cy.1-a(Y))
o 2
= B(VAITA0) = )| > futa 2

<B({ValT, )~ T 0] > i — | 014) + (a0,

By construction, P(A€) = «/2 + o(1). Furthermore, on the event A, Markov’s inequality
yields

o 2
p({ VA7) ~ 10| > e - | |X0 o 1)

VT Tl @ o
Tn,1—a/2 2 2

Conclude that

- / P(T*(y) € Co1—a(»)) dR(y) < +o(1).

6.4. Proofs for Section 5. 'We provide proofs of Proposition 4, Theorem 4, and Proposi-
tion 5.

6.4.1. Proof of Proposition 4. If r, = o(n'/*), then ||rn(f’n — T*)||i2(R) — 0 in proba-
bility by Theorem 2 (i). Consider the case where n!/* = O(r,). Suppose on the contrary that
rn(f‘n — T*) were convergent in distribution in L%(R; RY), rn(f‘n —-T%) —d> Uin L3(R; RY).
In view of Theorem 2 (i), r, must be exactly of order n'/4. For simplicity, take r, = n'/*.
Since L%(R;R?) is separable, U is tight by Ulam’s theorem, so for every ¢,8 > 0, there
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exists finite J such that P(ZJ'>J(¢j’U>i2(R) > §) < e by Lemma 1.8.1 in [79]. How-
ever, by Theorem 2 (ii), for every j € N, n1/4((o,, T, — T*);2(g) — 0 in probability, so
le (@;, U)iz(m =0 a.s. This implies that | U||2

contradicts the conclusion of Theorem 2 (i).

Try = Li21(@). U)]a ) = 0 as., which

6.4.2. Proof of Theorem 4. Part (i). Since RY is finite-dimensional, it suffices to show
that I" is Hadamard differentiable at z*. We first observe that

Ir@) ~r@]s = sup |3 | —x;)dR

@eB; ij I(Z)HCJ(Z)

< (sup @ lloc) max lx; —x;1 P RC@ACHE))
@B
Lemma 5 then implies that I' is locally Lipschitz. Hence, it suffices to verify Gateaux differ-
entiability of I". The proof is analogous to that of Theorem 1 (ii), and we follow the notation
used there. Observe that

I'(z+1th)(p) —T'(z)(@) =
1<i#j<N

> (x; —xi. ()] dR().
Ci(z*)NCj(z*+th)

Pick any i, j € {1, ..., N} with i # j, and consider the case where h; > h; (the h; < h; case
is analogous). Arguing as in the proof of Theorem 1 (ii) and using the fact that the functions
in B; are uniformly bounded, we see that the expansion

| (xj = %1, 90RO = [ {x; = xi,0(0)dR(Y) + O(F)
Ci(z*)NCj(z*+1h) D;j(h,t)
holds uniformly over ¢ € By, and the first term on the right hand side reduces to

hi—h;

J
t/nxi—x,-n (/
0 D;;

J

(xj —xi,@(y+1T))p(y +170) d%d_l(”) A2

Now, using the fact that the functions in B; are uniformly bounded and uniformly equicon-
tinuous, we see that the above integral can be expanded as

l‘(hj—h,‘)

i —x (x; —xi, @) () dH " (y) + o(t)
! J ij

uniformly over ¢ € B;. Hence, I' is Gateaux differentiable with derivative (in the direction
h) given by

o>

i<j

N
e —x i Jo ) —x oWl aH = (y) = Y hibl (@),
l ! i=1

Part (ii). This follows from the CLT for z, and the extended delta method.

6.4.3. Proof of Proposition 5. Part (i). We first show that T',(h) = T'(z*(p,,, h)) is reg-
ular. Recall that I" is Fréchet differentiable at z* = z*(p) with derivative h — Z — hibf =
F; (h) and z*(-) is Hadamard differentiable at p tangentially to (1) with derlvatlve
h — Bh. The chain rule for Hadamard differentiable maps implies that the composition
map I" o z*(-) is Hadamard differentiable at p tangentially to (1) with derivative F;* (Bh).
Since \/ﬁ(pn’h —p)=pOh= (p,-hi)fvzl € (1)*, the parameter sequence T, (h) satisfies
that /n(T,(h) — T,(0)) — F;* (B(p © h)) = T (h), which is linear in & and continuous
from H into B*.
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Next, we wish to show that T, is regular. Hadamard differentiability of z*(-) at p implies
that, under P, o,

0
sy dPun d N ) BABT  B(pOh)
(\/E(Zn_z )’logdPn,())_)(W’A) N((_”h%)’<(p®h)TBT 1R ))

Combining Hadamard differentiability of " at z*, we have

(ﬁ(fn — T,(0)), log ‘;P” ”) L (TL.(W),A) inB* xR

n,O

under P, ¢. Now, by Le Cam’s third lemma [79], Theorem 3.10.7, we have
STy = Tw(0) 5 TL(B(pOh)+ W) £TL.(B(pO k) +G
under P, p, so that
. A d
\/E(Tn - Tn(h)) = \/E(Tn - Tn(o)) - \/E(Tn(h) - Tn(o)) - G

=I"(B(pOh))+o(1)

under P, j. This establishes regularity of T,.

To prove the final claim of Part (i), from Theorem 3.11.2 in [79], it suffices to ver-
ify that for every b** € B** (the dual of B*), b**(G) has a centered Gaussian distribution
with variance SUDpe A || =1 |(b™* o T)(h)|*. Recalling A = diag{p1, ..., py} — ppT, we
have (b** o T)(h) = (B(p © h),B) = (p © h, BTB) = (h, BB), =hTABTB forhe H
with 8 = b**(b*))N |- Maximizing |WTABTB|> wrt. h € H with ||h||2 hTAh =1 gives
BTBABTB, which agrees with the variance of b**(G) = Y_;_; W;b*™*(b}) = BTW. Hence,
Theorem 3.11.2 in [79] applies, and the final claim of Part (i) follows.

Part (ii). The first claim follows from Part (i) combined with Theorem 3.11.5 in [79]. For
the moment convergence, since I is finite, it suffices to verify that for every h € H and k € N,
sup,, En[ ||f(T -7, (h))”B*] < 00. Observe that

|VA(Ty = Tw())| g = sup \/_Z/ (@), xi —x;)p(y)ddy
peB; ] t(zn)mcj(Z*(Pn,h))
<0)-v/nY R(Ci(Z) NCi(z*(p,.1)))
i#]
<O -nlp, — punlt,
where the final inequality follows from Theorem 1.3 in [5]. An application of the

Marcinkiewicz—Zygmund inequality yields that sup, Ex[(V/n|p, — pn’h||1)k] < 00, com-
pleting the proof.

7. Concluding remarks. In this paper, we have established limit theorems for the in-
tegral error and linear functionals of the empirical OT map in the semidiscrete setting. The
main ingredients of the proof are new stability estimates of these functionals with respect
to the dual potential vector, whose derivation requires a careful analysis of the facial struc-
tures of the Laguerre cells. For both functionals, we have also established the consistency
of the nonparametric bootstrap. These results enable constructing confidence sets/bands and
lay the groundwork for principled statistical inference for (functionals of) the OT map in
the semidiscrete setting. Finally, we have shown that, while the empirical OT map does not
possess nontrivial weak limits in LZ(R), it satisfies a CLT in a dual Holder space, and estab-
lished its asymptotic efficiency for estimating the OT map when viewed as elements of the
said Banach space.
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