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ABSTRACT
Pico-satellite (picosat) constellations aim to become the de
facto connectivity solution for Internet of Things (IoT) de-
vices. These constellations rely on a large number of small
picosats and o!er global plug-and-play connectivity at low
data rates, without the need for Earth-based gateways. As pi-
cosat constellations scale, they run into new bottlenecks due
to their traditional medium access designs optimized for sin-
gle (or few) satellite operations. We present CosMAC – a new
constellation-scale medium access and scheduling system for
picosat networks. CosMAC includes a new overlap-aware
medium access approach for uplink from IoT to picosats
and a new network layer that schedules downlink tra"c
from satellites. We empirically evaluate CosMAC using mea-
surements from three picosats and large-scale trace-driven
simulations for a 173 picosat network supporting 100k de-
vices. Our results demonstrate that CosMAC can improve
the overall network throughput by up to 6.5→ over prior
state-of-the-art satellite medium access schemes.
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Size: 10x5x5 𝐿𝑀3

Altitude: ⊋ 500 Km
Avg power: 1.67 W
Radio: SX1262 (LoRa)
Uplink: 401.3 MHz
Downlink: 401.1 MHz
Beacon: 401.7 MHz
Bandwidth: 125 kHz
Antenna: Omni

Figure 1: One of the 3 picosats launched for experiments.

1 INTRODUCTION
Constellations of pico-satellites (picosats) in low earth orbits
(LEO) promise to enable universal plug-and-play connectiv-
ity for Internet-of-things (IoT) devices. Picosats (Fig. 1) are
small in size and are built using o!-the-shelf low-complexity
hardware. Therefore, they are inexpensive to build and launch
into orbit. With picosat constellations, users do not need
the technical expertise to deploy network backhauls, power
infrastructure, and gateways before they can enable IoT con-
nectivity. IoT devices, compatible with picosats, can simply
be turned on and connected to the Internet. Excited by this
vision, more than a dozen companies have deployed constel-
lations of hundreds of picosats and providing commercial
IoT connectivity services today [2, 4–6, 10, 13].

Direct-to-satellite (DtS) is the prevalent connectivitymodel
for IoT-picosat connectivity [1, 7, 34, 61, 62]. In DtS, IoT de-
vices #rst receive a beacon from a picosat overhead and then
directly transmit their data to picosats in orbit (Fig. 2a). After
receiving the data, the picosat opportunistically forwards the
data to ground stations on Earth. Lastly, the ground stations,
which are connected to terrestrial networks such as the Inter-
net, forward the received data to the cloud for aggregation.

IoT-picosat networks di!er from terrestrial IoT networks
in terms of power constraints, backhaul infrastructure, and
mobility. In terrestrial IoT networks such as LoRaWAN, IoT
devices communicate with stationary gateways that bene#t
from consistent power sources and backhaul. For picosat net-
works, IoT devices directly talk to picosats. Such picosats are
powe-constrained because their small size (Fig. 1) prevents
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them from using large solar panels and large batteries. Be-
sides, due to their orbital motion in low orbits, picosats move
fast with respect to the Earth and cannot connect to a ground
device for more than ten minutes at a stretch [62, 69]. Thus,
picosats have intermittent backhaul connectivity to ground
stations and a fast-changing picosat-IoT device relationship.
In essence, unlike terrestrial networks which operate with
constrained IoT devices and well-resourced gateways, pi-
cosat networks must deal with constraints at both the IoT
devices and picosats (functioning as gateways).

Due to these constraints and the growing scale of picosat
networks, IoT-picosat networks face the following key chal-
lenges (highlighted in Fig. 2b):
Challenge 1: Uplink Collisions at the Satellite: Uplink
transmissions from IoT devices to picosats encounter a high
incidence of collisions. This arises because picosats have
large footprints – a satellite can receive transmissions from
areas spanning a few million 𝑁𝑀2 containing thousands of
devices. The large number of devices, combined with the
limited spectrum, make it challenging for the satellite to ex-
plicitly coordinate medium access through time or frequency-
domain multiplexing. These devices, due to their terrestrial
distances and obstacles, lack the ability to overhear each
other’s transmissions and utilize carrier-sense-basedmedium
access. Moreover, IoT devices employ omnidirectional anten-
nas, making it impossible to direct their transmissions toward
a speci#c satellite. Consequently, they rely on random-access
protocols like Aloha. Their transmissions generate interfer-
ence at multiple satellites, resulting in multiple collisions
stemming from a single transmission. While there has been
limited past work in optimizing random access for individual
satellites [20, 70], it does not consider the impact of overlaps
in the footprints of multiple satellites, as shown in Fig. 2b.
Challenge 2: Acknowledgments and Flow Control: Tra-
ditional networks likeWi-Fi and RFIDs rely on feedback (e.g.,
acknowledgments) from the gateway to control the sending
rate. However, in IoT-picosat networks, IoT tra"c is infre-
quent, typically consisting of only a few tens of packets per
day. Consequently, the feedback obtained by a device from
one transmission (through its corresponding acknowledg-
ment) becomes outdated by the time of the next transmission.
Moreover, with IoT devices not enduring contact with any
given satellite for more than a few minutes, the subsequent
transmissions happen to a di!erent satellite. Given these
constraints, we need to #nd new mechanisms for adapting
the data transmission rate from IoT devices.
Challenge 3: Scheduling Ground Station Contacts: Tra-
ditional satellites use phased arrays or large dishes to beam-
form data directly to ground stations. When multiple satel-
lites and ground stations are in sight of each other, a central-
ized scheduler identi#es which satellites should talk to which

ground stations and establish one-to-one links. Extensive re-
search [18, 29, 69] exists in identifying the best set of links to
activate at any time. However, picosats use omnidirectional
antennas and cannot perform beamforming for one-to-one
communication with ground stations. Moreover, picosats
increasingly rely on distributed ground station designs like
TinyGS [12] having 1000+ small ground stations deployed
globally [62]. Therefore, picosats establish one-to-many links
with dense ground station deployment. Speci#cally, when
one satellite is allowed to transmit, its signal interferes at
multiple ground stations that can no longer receive signals
from other satellites. Existing scheduling algorithms do not
account for such one-to-many interference patterns.
In this paper, we present CosMAC a new system that

addresses the above challenges to improve scalability, ro-
bustness, and performance of picosat networks. CosMAC
contains a new overlap-aware medium access scheme and
a novel scheduling architecture. CosMAC does not require
hardware changes at the satellites or ground stations and
operates at the software/#rmware level. While past work
has optimized individual satellite or ground station design,
CosMAC takes a unique constellation-scale collaborative ap-
proach that reveals new optimization opportunities. Cos-
MAC’s design consists of three key components:
(i) Mitigating Uplink Collisions: In IoT-picosat networks,
we observe that the costs of a single transmission from dif-
ferent IoT devices are not equal. For example, if a device is
in the overlapping footprint region of multiple satellites, its
transmissions prevent these satellites from receiving trans-
missions from other IoT devices (collision) as illustrated by
Fig. 2b. Based on this observation, we create a new overlap-
aware random access protocol that penalizes such heavy
hitters from an overlapping region. It contrasts to medium
access approaches used in terrestrial networks, where such
schemes would cause starvation to the devices in overlapping
regions. However, in satellite networks, the orbital motion
ensures that the satellite footprints as well as the overlap-
ping regions move across the Earth. Our approach minimizes
collisions and improves the overall uplink throughput.
(ii) Dynamic Flow Control: Due to the variable data gen-
eration rate of devices (e.g., event-driven tra"c), we need
to regularly adapt the transmission rate of IoT devices. To
achieve this objective with minimal overhead, we design
a collaborative $ow control scheme which leverages bea-
cons transmitted from o!-the-shelf picosats. With CosMAC,
picosats provide feedback to all devices under their foot-
prints for adjusting their transmission rates. The picosat
determines when devices need to scale back their transmis-
sions by detecting and measuring collisions over time. If the
number of collisions measured is signi#cantly larger than
the amount expected from periodic tra"c, the picosat can
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Figure 2: CosMAC System Outline: (a) Overview of Direct-to-satellite connectivity models, (b) Interferences due to overlapping
footprints in uplink and downlink reduce network e!ciency, and (c) System overview and data "ow of CosMAC.

include a ‘backo!’ signal in its periodic beacon message and
vice versa.
(iii) One-to-many Scheduling: CosMAC designs a new
scheduling algorithm for one-to-many satellite-ground sta-
tion connections. Our algorithm strives to ensure that two
satellites transmitting concurrently must have at least𝑁 non-
overlapping (i.e., interference free) ground stations available
to each satellite. By achieving the above goal, CosMAC is
able to optimize the satellite downlink schedule for both
network reliability and network robustness. We formulate
CosMAC’s schedule as a graph problem and demonstrate that
our problem can be mapped to the maximum weighted inde-
pendent set problem from traditional graph theory, which is
known to be NP-Hard, making it challenging to solve. We
use a randomized approximation algorithm to determine the
#nal schedule for the satellites. Our formulation is speci#-
cally designed such that the scheduler prioritizes links with
high channel capacity and achievable data rates, while also
accounting for receiver diversity to ensure reliability.

To evaluate CosMAC, we devise a comprehensive research
platform for IoT-picosat networks, encompassing both real-
world picosat based IoT deployments and large-scale, reli-
able simulations. Our platform comprises three picosats in
orbit, launched in collaboration with FOSSA Systems [5],
a commercial IoT-picosat service provider. Speci#cally, one
picosat was launched exclusively for this research endeavor,
while the other two are utilized for extended evaluations.
The setup further includes two ground stations and multi-
ple IoT nodes. For large-scale experimentation, we develop
new open-source trace-driven simulator, CosmicBeats, us-
ing data and models derived from our real-world setup. We
have released this simulator and the models in the public do-
main [60]. We conduct simulations involving constellations
comprising 173 satellites, 100,000 devices, and 1,048 ground
stations. Our results show that CosMAC can improve net

end-to-end throughput by 6.5→ compared to state-of-the-art
baselines.

Our contributions in CosMAC are:
• We describe a new constellation-aware random access
uplink technique that improves net uplink throughput.

• We design a novel downlink scheduler for satellite-ground
station links that account performance and reliability.

• We build a real-world research platform consisting of three
picosats, two ground stations, and multiple IoT nodes.

• We leverage the measurements from our real-world setup
to build the #rst data-driven open source simulator for IoT
picosat networks, CosmicBeats [60], and perform a large
scale evaluation of CosMAC.

2 BACKGROUND
Picosats represent an emerging category of low-cost and low-
complexity LEO satellites. As of 2022, around 2000 picosats
have been launched [8]. The de#ning characteristic of this
burgeoning industry is its ability to rapidly expand network
coverage at a reduced capital outlay, enabling end-users to
access services at lower prices. This feat is accomplished by
miniaturizing picosats (Fig. 1) and simplifying their hardware
design. This stands in contrast to the satellite constellations
for broadband Internet, bent-pipe transponders, and direct-
to-cell connectivity (e.g., 4G/5G NTN), which entail substan-
tial capital expenditure. These constellations employ larger
satellites equipped with high-end hardware, often exceeding
10x the cost and size of picosats.
DtS IoT: In an IoT-picosat network, IoT devices on Earth di-
rectly communicate with picosats using the direct-to-satellite
(DtS) model (Fig. 2a). These IoT devices share nearly iden-
tical characteristics with traditional terrestrial IoT devices
in terms of hardware design, power pro#le, and cost. On
the other end, 10s - 100s of picosats in a constellation serve
as gateways, aggregating data from these IoT devices and
downloading it to ground stations. Due to their simplistic
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design, picosats employ very basic hardware con#gurations,
including omnidirectional antennas without any beamform-
ing capability, o!-the-shelf radio and computation units, and
low-capacity batteries (Fig. 1). Themain advantage of the DtS
model is its simplicity in usage and deployment. IoT device
users can simply turn a device on and connect to the Internet
from anywhere on Earth without requiring a terrestrial gate-
way. This connectivity proves particularly advantageous in
remote areas lacking terrestrial infrastructure, such as farms,
forests, and oceans. Moreover, in urban environments, DtS
models enable setup-free deployment.
Data Communication: Despite being power-constrained,
IoT devices achieve the necessary link budget for direct trans-
mission to the satellite by employing low-power modulation
techniques, such as LoRa [58, 61, 62], which is a popular
choice among commercial IoT-picosat service providers like
Wyld Networks [13], EchoStar [4], Lacuna [48], SWARM
[10], and FOSSA [5]. Furthermore, IoT-picosat networks op-
erate within the VHF to S bands (100 MHz - 2.4 GHz), where
low-frequency data communication ensures that the wireless
links between the IoT devices and picosats are not signi#-
cantly a!ected by weather and atmospheric conditions, un-
like high-frequency broadband satellites such as Starlink [9].
Low frequencies also experience lower path loss, reducing
the power requirement on IoT devices and picosats.
An IoT-picosat network operates exclusively within a li-

censed spectrum or spectrum allocated for weather watch
and meteorology in some countries. However, the allocated
operational bandwidth is very limited, typically around one
MHz, posing a signi#cant challenge with spectrum availabil-
ity [58, 59, 62]. The network operator divides the allocated
spectrum into multiple channels, each with bandwidths rang-
ing from 10s to 100s of kHz. The combination of low channel
bandwidth and low-power modulation techniques like LoRa
results in a low data rate satellite-ground communication
link of around one kbps. Here, uplink (ground to satellite) and
downlink (satellite to ground) operations occur in di!erent
channels. However, due to the scarcity of spectrum, network
operators face limitations in allocating multiple channels in
any direction. For instance, SWARM can hardly avail more
than two uplink channels of 125 kHz (standard LoRa channel
bandwidth), while FOSSA can only utilize one [66].
Ground Stations: Picosats maintain contact with two types
of ground stations – Telemetry, Tracking, andControl (TT&C)
and data downloads. Unlike traditional multi-million dol-
lar ground stations, these are low-cost facilities equipped
with o!-the-shelf radios and rotation-capable Yagi antennas
(Fig. 6) [62]. Due to the simplistic and low-power design
choices, picosats communicate with the ground stations us-
ing low data rate modulation like LoRa. On average, a picosat
passes over a ground station 2-3 times a day, with contact

times of 6-8 minutes each. However, with such a low data
rate and short contact time, a small number (6-8) of ground
stations are insu"cient to download data from a large con-
stellation comprising 100s of satellites, which aggregate data
from 10s of thousands of IoT devices [62, 69]. As a solution,
a new concept of distributed ground stations has emerged in
both academia and industry [16, 52, 63, 69]. For picosats, such
distributed architectures are increasingly being adopted. For
example, TinyGS [12] has deployed 1000+ ground stations
for picosats, with support for multiple constellations. These
ground stations are highly cost-e!ective (↑ $100), utilizing
LoRa radios with omnidirectional antennas and WiFi as the
backhaul. They are receive-only (no uplink) and utilized for
downloading sensor data and health status from picosats.

3 COSMAC OVERVIEW AND GOALS
Our goal is to identify bottlenecks in large-scale IoT-picosat
constellations and design new primitives to eliminate those
bottlenecks. Speci#cally, we aim to achieve the following:
• Scale:We aim to support a large number of satellites (100s
of satellites) and IoT devices (100k devices).

• Performance:Weaim tomaximize the end-to-end through-
put for IoT tra"c.

• Robustness: We should be able to recover from transient
failures/errors at satellites or ground stations.

• Low-power:We should incur little additional power over-
head for IoT devices and picosats.
Fig. 2c shows an overview of CosMAC’s design. As shown,

CosMAC’s uplink medium access algorithm (Sec. 4.2) runs
on each IoT device. The rate of data upload, i.e., the $ow rate,
is mediated by our $ow control algorithm (Sec. 4.3) running
on picosats that communicate control information to IoT
devices through existing periodic beacon transmissions. The
centralized scheduler, operating on the cloud, determines the
optimal schedule for downlink transmissions from picosats
(Sec. 5). This schedule is then communicated to the picosats
through TT&C-capable ground stations. Subsequently, the
downlink transmissions adhere to this schedule and can be
received at one or more ground stations. The received data
from the ground stations is forwarded to the cloud.

4 UPLINK MEDIUM ACCESS & FLOW
CONTROL

Designing medium access for IoT devices in picosat networks
is uniquely challenging because of four distinct attributes:
large footprint, high mobility, limited power and bandwidth,
and independent operation of picosats (which act as gate-
ways). The large footprint (million sq. miles) means that
a single gateway may be exposed to thousands of IoT de-
vices, without the possibility of carrier sensing. The high
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Figure 3: IoT device spending a percentage of time under 2+
footprints for 173 satellites based on geographic location. IoT
device spends 83% of time on average in an overlapping region.

mobility of satellites eliminates static tra"c mapping ap-
proaches at the gateway (e.g., time slot allocation). Picosats’
limited power and bandwidth prevent the use of gateway-
coordinated medium access. Finally, picosats operate with-
out inter-satellite links and have scattered contacts with
ground stations, making real-time coordination between
satellites challenging. As a result, picosats must use random-
ized medium access protocols like Aloha, with the possibility
of nodes operating across multiple frequency bands.

4.1 Observations and Design Choices
Past work [15, 22, 70] focuses on improving the contention
in a single satellite-multiple device setting. In contrast, we
take a constellation-scale approach for optimizing the up-
link transmissions. Speci#cally, our key observation is that
some devices interfere at multiple satellites simultaneously,
and therefore, waste more than one data slots for single unit of
transmission. If a device transmits when it is within the cov-
erage area of multiple satellites, it contends for transmission
slots on all those satellites with the same data.
We simulate a commercial picosat constellation – the

SWARM constellation [10] with 173 satellites. We place IoT
devices uniformly across the globe and observe the fraction
of time each device spends in the footprint of two or more
satellites, i.e., its transmissions will be heard by more than
one satellite. We plot this distribution in Fig. 3. On average,
an IoT device spends 83 % of its satellite coverage time in
overlapping footprints. This fraction is higher at the poles
because picosat orbits are (near) polar and visit the poles in
each orbit, even though they scan di!erent parts of the Earth
during the orbit. At a given time, devices may simultaneously
be in up to 33 (median: 5) footprints.
Our strategy is to penalize devices causing a collision at

multiple satellites to improve overall network throughput –
for example, a slot left free by a device in the footprint of #ve
satellites can then be used by #ve independent devices. Such
a penalty leads to unfairness in terrestrial networks because
penalizing devices in overlapping footprints leads to perma-
nent starvation for a subset of devices. However, in satellite

(a) Two Satellite Analysis. (b) Scaling Analysis

Figure 4: Mathematical analysis: (a) Past work exhibits poor
performance in managing overlapping satellite footprints,
where CosMAC boosts performance (b) CosMAC# e$ective-
ness scales with the number of overlapping footprints.
networks, an IoT device sporadically enters and exits over-
lapping footprints due to the satellite’s orbital motion and
Earth’s diurnal motion. Such motion naturally distributes
the penalty to di!erent devices over time.
At #rst glance, it may appear that such uplink collisions

could be addressed using a di!erent frequency channel for
each neighboring satellite. However, as discussed in Sec. 2,
picosat constellations have a scarce spectrum – they can only
manage one or two frequency channels for uplink, despite the
potential for overlapping footprints from tens of satellites.
Availing a large chunk of spectrum at the global scale is
capital-intensive leading to higher costs for end users, which
contradicts the business moat of the IoT-picosat industry.

4.2 Overlap-aware Medium Access
In today’s IoT-picosat network, when an IoT device has data
to transmit, it searches for an overhead satellite by listen-
ing on the prede#ned satellite beacon channel (see Fig. 2a).
Satellites transmit very short beacons at regular intervals
similar to LoRaWAN Class B protocol [14, 62, 70]. After re-
ceiving the beacon, the device then transmits its data using a
random access protocol, i.e., Aloha [57–59, 70], where each
device 𝑂 transmits data at time step 𝑃 after the beacon with
a transmission probability 𝑄𝐿 . Previous satellite-speci#c re-
search [70] proposed a modi#cation over classic Aloha where
𝑄𝐿 depends on the number of devices (𝑅 ) in the footprint of
a satellite, with a variable value of 𝑅 over time. The value
of 𝑅 is estimated from the network deployment metadata of
the IoT-picosat service provider, a practice commonly em-
ployed in the industry [70]. The satellite communicates this
information to the devices using beacons, which update their
transmission probability 𝑄𝐿 .

However, these approaches only consider a single satellite,
leading to sub-optimal performance when multiple satellite
footprints overlap. In IoT-picosat constellations, such over-
lapping footprints are very prevalent, as discussed before. To
demonstrate this limitation, we run a probabilistic analysis
for the simplest scenario where the footprints of two satel-
lites overlap. Here, we numerically calculate the expected
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throughput for each satellite using the probability functions
of the devices. Fig. 4a shows the expected throughput of
Aloha-based approaches. When there is no device in the
overlapping region, Aloha achieves its optimal throughput
and slotted theoretical e"ciency of nearly 37% [24]. As the
number of devices in the overlapping region increases, the
throughput drops to half (nearly 18% e"ciency). The decline
is due to the devices in the overlapping region creating colli-
sions with all devices from both footprints. In practice, many
more satellites can overlap causing steeper e"ciency drops.

To address these limitations, CosMACproposes an overlap-
aware randomized medium access with real-time dynamic
$ow control. CosMAC establishes overlap awareness at the
IoT device level by leveraging existing beacons from picosats.
A device in the overlapping footprint of multiple satellites re-
ceives multiple beacons within the standard beacon interval
𝑆𝑀 . If𝑅𝑁𝑂𝑃𝐿 is the number of estimated devices in the footprint
of satellite, 𝑇𝑈𝑃𝑄 , then a device in footprints of 𝑉 satellites
potentially interferes with

∑𝑅
𝑄=1 |𝑅𝑁𝑂𝑃𝐿 | devices. Then,:

𝑄𝐿 =
𝑊∑𝑅

𝑄=1 |𝑅𝑁𝑂𝑃𝐿 |
(1)

The denominator of Eq. 1 naturally penalizes heavy hit-
ters because they interfere at multiple satellites, and hence
cause contention in multiple slots. We incorporate a trans-
mission hyper-parameter 𝑊 for dynamic tra"c $ow control
as described in Sec. 4.3.

CosMAC’s re-de#nition of 𝑄𝐿 is signi#cant. From our prob-
abilistic analysis of the two-footprint overlapping scenario
in Fig. 4a, it’s evident that CosMAC exhibits the potential
to maintain the optimal throughput even with an increas-
ing number of devices in the overlapping region. This is
achieved through accounting for the heavy hitters from the
overlapping region and dynamically tuning 𝑊 to maximize
the average expected throughput. CosMAC o!ers on average
37% and up to 75% performance improvement over existing
approaches in the simplest two-footprint overlapping sce-
nario. However, we observe tens of overlapping footprints in
real-world settings. To show CosMAC’s performance with
an increase in the number of overlapping satellite footprints
(𝑋), we run probabilistic analysis up to𝑋 = 4. Note that in
the analysis of scenarios with𝑋 > 2 footprints, we distribute
the devices across all possible overlapping regions consisting
of 2 to𝑋 footprints. Fig. 4b shows that the average perfor-
mance improvement of CosMAC over existing approaches
persists with the number of overlapping footprints.

4.3 Flow Control
CosMAC uses the parameter 𝑊 de#ned above to account
for dynamism in IoT tra"c and enable $ow control, i.e.,
controlling data transmissions depending on tra"c load and

orbital parameters. Such $ow control has not been enabled
by past work and is unique to CosMAC.
Speci#cally, an IoT network carries two types of tra"c:

a) periodic, where sensors report data at prede#ned inter-
vals [68], and b) event-driven, where data reporting is trig-
gered by speci#c events like forest #res, rain monitoring, or
asset tracking. While the former could be predicted in ad-
vance, the latter is highly unpredictable and often takes prece-
dence [19]. Consequently, $ow control must be dynamic and
operate in real time. In traditional networks, real-time $ow
control, such as backo! when the transmission rate is too
high, relies on feedback from the receiver, typically through
ACKs. However, in IoT networks, devices only communi-
cate with the gateway (picosat here) when they have data to
transmit. Typically, an IoT device sends at most a few tens of
packets sporadically throughout the day. Since the device-to-
picosat contact lasts for less than 10 minutes, these packets
are highly likely to be received by di!erent picosats. As a
result, any $ow control feedback received during a transmis-
sion becomes obsolete for the next transmission. Hence, an
IoT device must refresh its $ow control parameters before
initiating any new transmission.

CosMAC adjusts the hyper-parameter 𝑊 in Eq. 1 to facili-
tate $ow control. Instead of relying on per-device feedback,
a satellite incorporates aggregate indications regarding net-
work capacity utilization within its beacons. When the satel-
lite detects that the network is under-utilized (over-utilized),
it includes a binary signal in its beacons to increase (de-
crease) the value of 𝑊 (Fig. 2c). This approach enables us to
furnish aggregate $ow control feedback to the devices before
attempting a transmission, all without incurring signi#cant
overhead. Our approach operates in a decentralized manner,
with each device locally tracking the evolving values of 𝑊 .
The dynamic tuning of 𝑊 also plays a crucial role in ensur-
ing fairness within the network across various geographical
locations. For instance, as depicted in Fig. 3, devices located
toward the poles are situated in signi#cantly higher over-
lapping regions. This overlap introduces a challenge, as our
penalizing scheme risks causing devices in these areas to
starve. This is because the denominator’s sum of Eq. 1 over-
estimates the number of devices contending for resources. In
response, CosMAC dynamically adjusts 𝑊 to guarantee fair-
ness for devices spending more time in densely overlapping
areas (see Fig. 11a).
Tra!c sensing: To enable $ow control, a satellite needs to
identify when to send increase/decrease signals, i.e., (a) when
is the channel too idle (inactivity)? and (b) when is the chan-
nel oversubscribed (too many collisions)? Collision detection
and carrier sensing are well-studied in the wireless domain.
Collision detection based on carrier energy density in LoRa
is challenging because LoRa devices can operate below the
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noise $oor [19, 38]. How does one detect transmissions and
collisions below the noise $oor? CosMAC addresses this chal-
lenge by taking advantage of the Channel Activity Detection
(CAD) technique o!ered by o!-the-shelf LoRa gateways, in-
cluding the ones carried by picosats [11]. CAD detects the
presence of LoRa symbols on a channel with minimal power
consumption [36], even when the complete LoRa packet can-
not be decoded. CosMAC runs very short CAD (e.g., of four
LoRa symbols length) at a regular interval. The interval is set
such that multiple CADs can be conducted even within the
shortest expected LoRa packet time. By observing positive
CAD results but a lack of valid packet reception, CosMAC
can estimate collision events. CosMAC uses CAD to observe
unusually long channel inactivity as well. Note that colli-
sion estimation using CAD considers the presence of LoRa
symbols, not a packet’s validity. Although this leads to a
partial overestimation of collisions, it is factored into the
threshold hyperparameters described below. Additionally,
while CosMAC is unable to precisely pinpoint the collision
and determine the number of packets colliding, the informa-
tion obtained through this process is su"cient for our tra"c
control mechanism to operate optimally (see Sec. 7.1).
Tra!c control decision: At a high level, our $ow control
decisions are two-fold: if the fraction of colliding packets is
too high, then reduce 𝑊 . If the channel is idle for a signi#cant
fraction of time, increase 𝑊 . However, we need to precisely
de#ne the increase and decrease criteria.

First, we compare the observed collisions to the expected
number of collisions. Given𝑋 IoT devices within the satellite
footprint. The expected number of collisions depends on: 1)
the amount of data that these devices have generated and 2)
the number of devices transmitting data. For every device 𝑂 ,
we model the data generation of each device𝑌 ⊋ 𝑄𝑍𝑎𝑏𝑏𝑍𝑐(𝑑)
where 𝑑 is the data generation rate of typical tra"c on the
network. The estimated probability of a device transmission
is simply the product of the probability of a device having
data and its fair-share probability (𝑄↓ = 1

𝑆 ): 𝑒𝐿𝑇𝑈 = 𝑒 (𝑌 ↔
1) ↗𝑄↓. Note that, it would be more accurate to use 𝑄𝐿 instead
of 𝑄↓, but the satellite doesn’t have access to per-device 𝑄𝐿 .

Then, the binomial 𝑒𝑇𝑈 = 𝑓𝑎𝑐(𝑒𝐿𝑇𝑈 ,𝑋) approximates the
expected number of transmissions in a given interval of time.
The probability of expected collision, 𝑒𝑉𝑊 is:

𝑒𝑉𝑊 = 1 ↘ 𝑒𝑇𝑈 (𝑆𝑔 = 1) ↘ 𝑒𝑇𝑈 (𝑆𝑔 = 0) (2)

Similarly, the channel inactivity threshold, 𝑕𝑉𝑋 , is based
on the probability of unoccupied uplink slots on a satellite
(𝑒𝑇𝑈 (𝑆𝑔 = 0)). If observed inactivity is more than 𝑕𝑉𝑋 , we
need to decrease 𝑊 . It is important to note that the optimal
values for 𝑑, 𝑒𝑉𝑊 , and 𝑕𝑉𝑋 may change depending on the geo-
graphical region and time. While the real-time adaptation
to such variation is implemented by satellites, the satellite
network performance could also be monitored in the cloud

(Fig. 2c). Lastly, we #nd that simply relying on these thresh-
olds for increasing and decreasing 𝑊 proves to be too reactive.
As a result, we also consider temporal tra"c trends over one
or multiple beacon intervals as de#ned below.
Case I: An increasing or $at collision trend beyond 𝑒𝑉𝑊
is a sign of the satellite entering a high-tra"c region or
experiencing a new burst of tra"c. The satellite decides to
send a “slow-down” response in its beacon.
Case II: A $at or declining trend below 𝑕𝑉𝑋 may indicate
two scenarios: the devices may have no data to transmit or
they may be restricted by a previous "slow-down" decision
from an earlier satellite. The satellite will instruct the devices
to transmit more aggressively (“speed up”).
Case III: In the event of a declining trend in collisions,
regardless of whether it is above or below 𝑒𝑉𝑊 , we do not
enforce tra"c control. This could indicate that the satellite
is moving away from a heavy tra"c congested area or that
a burst of tra"c has subsided.

Drawing from the above analysis, we highlight a key fea-
ture of our constellation-scale collaborative design principle:
any short-term unfavorable decisions made by a satellite for
a region are quickly recti#ed by subsequent satellites.
Tra!c control execution: In response to the “speed-up”
or “slow-down” messages in satellite beacons, individual
devices tune 𝑊 in Eq. 1 – increasing 𝑊 results in more aggres-
sive transmission and decreasing it has the opposite e!ect.
To determine the appropriate value of 𝑊 , we draw inspira-
tion from prior work on congestion control [43]. We use a
multiplicative-decrease additive-increase strategy to ensure
fairness among devices, with the multiplicative factor and
additive increase value chosen empirically.

5 CENTRALIZED DOWNLINK
Downlink satellite scheduling is a traditionally well-studied
problem with rich literature [18, 29, 35, 64, 69]. However,
past work considered bulky and sophisticated satellites that
had the ability to beamform to individual ground stations,
thereby eliminating interference at neighboring ground sta-
tions. In contrast, picosats use omnidirectional antennas that
cast a very wide footprint on the earth’s surface as shown
previously in Fig. 2b. This means that transmissions from a
single picosat can be received by multiple ground stations in
its footprint, and can potentially create interference at these
ground stations, precluding them from receiving transmis-
sions from any other nearby satellites. In our experiments
with SWARM constellation and TinyGS ground stations [12],
a satellite can have up to 300 di!erent ground stations in its
footprint and can cause massive interference.
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In addition, picosats are extremely power-constrained.
Transient packet losses caused by phenomena such as mi-
croclimate variations or terrestrial interference will require
retransmissions (high power cost). To achieve reception re-
liability and network robustness, we aim to ensure that at
least 𝑁 ↔ 2 non-overlapping (i.e. interference-free) ground
stations are made available to each satellite. CosMAC should
choose these ground stations, such that packet losses from
the satellite to the chosen ground stations are uncorrelated.
Hence, CosMAC’s downlink scheduler must:
(1) Optimizes the downlink throughput by maximizing the
number of satellites that are downlinking simultaneously such
that none of the transmissions create interference with each
other.
(2) Generate a schedule that is robust to transient packet losses,
by assigning 𝑁 ↔ 2 ground stations with uncorrelated packet
losses for each satellite.

5.1 Downlink Scheduling Overview
We adopt a centralized scheduling approach, similar to past
work [18, 29, 35, 64, 69]. This is possible because the orbital
motions and locations of the satellites, including their con-
tact periods with ground stations, are all highly predictable
using satellite orbital TLEs. Additionally, the link capacity
and achievable data rates from satellites to di!erent ground
stations can also be estimated using standard ITU link qual-
ity models [39–41]. A centralized scheduler can also take
into account interference patterns between di!erent satellite
links and how they evolve with time, and use this predicted
network information to compute future schedules that are
simply executed by each satellite independently without
having to worry about carrier sense or collision avoidance.
We formulate the downlink scheduling problem as an it-

erative graph problem. We divide time into time slots of 1
minute each, and in each time slot, the central scheduler
solves a graph problem on a graph constructed based on the
current downlink network con#guration. From the solution
to the graph problem, the central scheduler chooses a sub-
set of satellites to transmit during that time slot. Our graph
formulation can also be naturally extended to support down-
link networking for constellations operating with multiple
di!erent frequency channels.

5.2 Graph Formulation
We start by describing the construction of the graph,𝑖𝑃 (𝑗 , 𝑘)
which represents the physical con#guration of the network
at time 𝑃 , and captures link qualities and interference patterns
in the network. Suppose we have 𝑅 satellites represented as
{𝑏1, 𝑏2, . . . , 𝑏𝑌 }, and𝑋 ground stations {𝑙1,𝑙2, . . . ,𝑙𝑆 }.

Vertices: Fig. 5(a) shows the physical con#guration of a
downlink network at time instance 𝑃 , and Fig. 5(b) shows the
corresponding graph formulation for the network at 𝑃 . As
shown, the vertices 𝑚𝑄 ≃ 𝑗 in the graph correspond to feasible
links (𝑏𝑄 ,𝑙 𝑍 ) that can be used for downlink communication.
Feasible links (𝑏𝑄 ,𝑙 𝑍 ) are communication links that provide
data rates greater than some threshold 𝐿𝑈𝑄𝑃𝑎𝑏 . Every satellite-
ground station link from the di!erent constellations will have
its own corresponding vertex.
Edges: Given the graph with vertices𝑗 , scheduling is equiv-
alent to choosing vertices (satellite-ground links). However,
CosMAC’s scheduler has to account for increased interfer-
ence and resource con$icts, and we represent these con$icts
in the network through edges in our graph. An edge between
two vertices, 𝑛 = (𝑚𝑈 , 𝑚𝑐), implies that the links correspond-
ing to vertices 𝑚𝑈 and 𝑚𝑐 cannot be scheduled simultaneously.
CosMAC accounts for three con$ict types:
(1) Ground Station Con"ict: A ground station 𝑙 𝑍 , can receive
from only 1 satellite at any given time. Hence, there will
be an edge between all vertices that share the same ground
station. That is, all vertex pairs (𝑚𝑈 , 𝑚𝑐) where 𝑚𝑈 = (𝑏𝑄 ,𝑙 𝑍 )
and 𝑚𝑐 = (𝑏𝑑 ,𝑙 𝑍 ) for all 𝑜 ≃ {1, 2, . . .𝑋}, will have an edge
between them. This con$ict remains irrespective of whether
𝑏𝑄 and 𝑏𝑑 belong to the same or di!erent constellations. We
see an example of such con$icts in Fig. 5(b), where there is
an edge between vertices (𝐿) and (𝑂).
(2) Interference from neighboring links: Our formulation must
also consider the increased interference caused by the wide
footprint of omnidirectional picosats. Consider the scenario
in Fig. 5(a), where GS3 falls under the overlapped footprint
of both Sat 1 and Sat 2. Let us say, we begin by scheduling Sat
2 along link (e) to transmit to GS4 which is interference-free.
However, because Sat 2 transmissions are omnidirectional,
the signal will also reach GS3, and in turn not allow GS3
to receive from any other satellite in its vicinity (Sat 1 in
this example). Note that in this con#guration, you could
still schedule Sat 1 and Sat 2 to transmit simultaneously to
GS1/GS2 and GS4 respectively, and consequently there are
no edges between vertices (a) and (e) or (b) and (e).

Therefore, if a ground station𝑙 𝑍 falls under the overlapped
footprint of satellites 𝑏𝑄 and 𝑏𝑑 , then to schedule a successful
transmission to 𝑙 𝑍 from 𝑏𝑄 /𝑏𝑑 , we need to stop all transmis-
sions from the other satellite 𝑏𝑑 /𝑏𝑄 , even if the other satellite
is attempting to transmit to a di!erent ground station. Note
that this con$ict is relevant only to satellites belonging to the
same constellation since satellites in di!erent constellations
operate at di!erent frequencies. Concretely, for interference-
free transmissions, if 𝑙 𝑍 falls under the overlapped footprint
of satellites 𝑏𝑄 and 𝑏𝑑 , then the following edges are added to
the graph — (i) edges between all vertex pairs (𝑚𝑈 , 𝑚𝑐) where
𝑚𝑈 = (𝑏𝑄 ,𝑙 𝑍 ) and 𝑚𝑐 = (𝑏𝑑 ,𝑙𝑒 ), ⇐ 𝑝 ≃ {1, . . .𝑋}, and (ii) edges
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(a) (b)
Figure 5: Centralized Downlink Scheduling: (a) Physical con%guration of picosats and available
ground stations, (b) Graph formulation that accounts for interference.

Figure 6: Our ground station
deployment.

between all vertex pairs (𝑚𝑈 , 𝑚𝑐) where 𝑚𝑈 = (𝑏𝑄 ,𝑙𝑒 ), ⇐ 𝑝 ≃
{1, . . .𝑋} and 𝑚𝑐 = (𝑏𝑑 ,𝑙 𝑍 ).
(3) Receiver Diversity for Reliability: CosMAC’s formulation
does not add edges between vertices corresponding to the
same satellite. This is because we want the algorithm to
schedule multiple ground stations receiving from a single
satellite ensuring reliability. For reliability, we want di!erent
ground stations to have su"cient receiver diversity such that
the packet losses across the chosen ground stations are un-
correlated. Packet losses are caused by transient factors like
microclimate variations or localized terrestrial interference
which a!ects some ground stations based on geographic lo-
cations. However, if CosMAC’s algorithm chooses multiple
closely located ground stations for a satellite, then these tran-
sient packet losses are likely to occur simultaneously across
all chosen ground stations. To address this, CosMAC adds
edges between vertices corresponding to the same satellite,
if the two ground stations are closer than a minimum dis-
tance𝑂𝑓𝑄𝑔 , i.e., an edge exists between vertices (𝑚𝑈 , 𝑚𝑐) where
𝑚𝑈 = (𝑏𝑄 ,𝑙 𝑍 ) and 𝑚𝑐 = (𝑏𝑄 ,𝑙𝑑 ) if distance |𝑙 𝑍 ,𝑙𝑑 | ⇒ 𝑂𝑓𝑄𝑔 . Such
a case is shown in Fig. 5, where GS1 and GS2 being close
leads to an edge between vertices (𝑈) and (𝑞).

5.3 CosMAC’s Scheduling Algorithm
Given graph 𝑖𝑃 (𝑗 , 𝑘), CosMAC’s goal is to maximize the
number of satellites that are downlinking data at time 𝑃 ,
while ensuring that none of the satellite transmissions in-
terfere with each other. This problem can be mapped to a
Maximum Independent Set problem for graphs, where the
goal is to pick the maximum number of vertices from the
graph (analogous to scheduling the maximum number of
satellite-ground station links) such that no two of the chosen
vertices have edges between them (analogous to saying that
no two scheduled links con$ict with each other). However,
we need to adapt this formulation for CosMAC in two key
ways.

Link Capacities: Di!erent satellite-ground station links
have di!erent capacities and achievable data rates. The satel-
lite’s orbital positions and the link capacities at those posi-
tions can be predicted well in advance [69], allowing us to
plan our downlink schedule ahead of time. CosMAC’s algo-
rithm should prioritize scheduling links with higher channel
capacities, but the current formulation of the graph does not
account for this. As a result, we modify the graph by assign-
ing weights𝑟𝑄 (𝑃) = 𝑠𝑄 (𝑃) to each vertex 𝑚𝑄 ≃ 𝑗 , where 𝑠𝑄 (𝑃) is
the RSSI for link corresponding to 𝑚𝑄 at time 𝑃 . With this def-
inition of weights, the Maximum Weighted Independent Set
problem (MWIS) algorithm will prioritize links with higher
achievable data rates while maximizing the number of simul-
taneous active links. However, the MWIS problem is known
to be NP-hard, and we use the randomized approximation
algorithm presented in [30, 46]. Using this approximation
algorithm, we can e"ciently calculate CosMAC’s optimal
downlink schedule with an e"cient polynomial time com-
plexity.

Note that, unlike past work [46], our formulation does not
su!er from a lack of fairness. That is, our algorithm does not
end up scheduling the same set of high RSSI links repeatedly
while starving other links. This is because at each time step
𝑃 , our graph keeps updating the achievable data rates for
each link in the network. Given the orbital dynamics of
satellites, our formulation naturally ensures that no satellite
is consistently starved since it will eventually move to the
zenith of a ground station, and in turn, provide the highest
data rate link at that time step.
Reliability Guarantees: For reliability, CosMAC tries to
schedule 𝑁 ↔ 2 ground stations to receive a single satellite
transmission. However, the algorithm works in a best-e!ort
fashion and there will be instances where it can only sched-
ule a single receive ground station for a satellite. To address
these cases, we leverage a greedy heuristic that tweaks the
schedule computed by the MWIS algorithm to meet our re-
liability goal. Speci#cally, for satellites in the schedule that
are assigned only one receive ground station, the greedy
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heuristic looks for opportunities where it can remove cer-
tain scheduled links and in its place, add additional ground
stations for the satellites that had only one assigned station
in the original schedule. It is possible that even through this
heuristic, CosMAC is unable to meet the reliability guarantee
of 𝑁 ↔ 2 ground stations for every satellite transmission. In
these cases, CosMAC simply drops satellites from the sched-
ule which do not meet the reliability criterion. While this
design decision would admittedly hurt the total downlink
throughput, it is a reasonable tradeo! considering that we
want to avoid expensive retransmissions from picosats given
their extremely limited power budget.

6 RESEARCH PLATFORM
We evaluate CosMAC using a combination of real-world and
simulated experiments as outlined below.

6.1 Real-World IoT Satellite Testbed
We collaborate with FOSSA Systems [5], a commercial IoT-
picosat service provider and launch our own picosat (details
in Fig. 1) as part of their constellation of 12 satellites. The
setup further includes two ground stations and multiple IoT
nodes. Our picosat is designed and con#gured to be con-
sistent with the commercial picosats, ensuring a seamless
integration of our innovations into contemporary picosat
networks. While we launch only one satellite, we utilize
two other satellites in the constellation. We use two bidi-
rectional communication-capable ground stations located in
Spain (shown in Fig. 6) with satellite tracking capability. The
testbed also includes IoT devices that use SX162 LoRa radios
with omnidirectional antennas to communicate directly with
our picosat.

6.2 CosmicBeats Simulator
As IoT-satellite constellations continue to expand, the re-
search community is confronted with a pressing question:
how should we design and assess new solutions for satellite-
driven IoT networks? Although satellite simulators [26, 47,
49] have been developed previously, mainly for communica-
tion and earth observation satellites, none adequately meet
the requirements for IoT-satellite communications. Speci#-
cally, these simulators fail to account for one-to-many trans-
mission patterns, picosat-speci#c variations that can signif-
icantly a!ect link quality and power availability, and are
typically designed for a limited number of satellites and
ground stations (in the hundreds), which falls short of the
large scale of IoT devices.
To address this issue, we introduce CosmicBeats2, a scal-

able, data-driven simulator speci#cally designed for IoT-
satellite networks. CosmicBeats is a packet-level simulator
2https://github.com/microsoft/CosmicBeats-Simulator

Figure 7: System Design of CosmicBeats. This modular design
allows for versatile simulations.

that integrates satellite orbital models, #eld-of-view calcu-
lations, and MAC/network layer protocols. It incorporates
power and communication models based on real-world data
from our testbed and allows users to customize power and
communication models according to their choice of solar
panels, batteries, modulation, bandwidth, frequency bands,
and more. Additionally, CosmicBeats is adaptable, capable of
simulating not only IoT satellites but also earth observation
and networked satellites.

6.2.1 Design Implementation. To meet these objectives, Cos-
micBeats uses a discrete-time method, performing simulated
operations at regular intervals referred to as "epochs." This
approach ensures uniform and predictable execution. In this
section, we outline the speci#c structure of our system as
depicted in Figure 7.
Nodes/Topologies: We begin by de#ning “nodes” as the
fundamental computational unit in our simulator. A node
represents a physical endpoint, which can include ground
stations, user terminals, IoT devices, among others. A "topol-
ogy" is a collection of nodes, often representing entire con-
stellations. For example, Swarm’s topology would include
all Swarm satellites, user terminals, and ground stations.
Models: A “model” refers to a distinct component within
a node, representing both hardware and software elements.
Examples include satellite batteries, orbital models, computa-
tional capabilities, solar panels, etc. The interactions between
models are crucial for accurate real-world simulations. For
example, a computational model might need to check the
power availability from the battery model before proceeding
with its operations. To enable these interactions, a model
provides public APIs that can be accessed by other models.
Manager: The simulation manager is responsible for con-
trolling and running the simulation. During each epoch, the
manager calls the Execute() method of each node, which in
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turn calls the Execute() method of each model (the sequence
is determined by the con#guration #le). The manager also
includes runtime APIs accessible to external users. These
APIs allow functionalities such as stopping/resuming the
simulation, checking the state of a node, etc.
Post-Processing:After the simulation, CosmicBeats includes
a post-processing pipeline consisting of Single Model Ana-
lyzers (SMAs) and Summarizers. An SMA processes the logs
of a single model. For example, a data generation model
might have an SMA that produces a table showing the times
when data was created and the content of the data. Simi-
larly, a data reception model could have an SMA that shows
when data was received and its contents. A Summarizer can
then combine multiple SMAs to calculate speci#c metrics.
For instance, a latency Summarizer might use both SMAs to
calculate the average latency between data generation and
successful reception.

6.2.2 Real-world Modeling. CosmicBeats incorporates re-
alistic models that have been con#rmed through measure-
ments from data collected from our real-world satellite testbed.
Orbital Dynamics and RF Links: We calculate the or-
bital movements of satellites using publicly available TLEs
from CelesTrak [3]. We use real-world measurements from
our satellite and ground devices to create a wireless link
model that computes satellite-ground device link quality and
data rate. The model takes into account the transmission’s
frequency, satellite power, distance, elevation, and weather.
We adhered to state-of-the-art practices for characterizing
the PHY, including power consumption and estimating the
bit-error rate from SNR based on real-world traces. These
measurements are based on the SX126x radio. Additionally,
CosmicBeats models on-board packet queuing and considers
the delay from uplink data reception to downloading the
same to a ground station.
Power Modeling:We build a satellite power model based
on measurements from our picosat in-orbit and coupled
with its power allocation algorithm. Our model considers
the satellite’s power characteristics including generation
(solar panels), storage (batteries), and consumption (opera-
tion/communications). Power allocation prioritizes critical
tasks (e.g., battery heating, $ight control) over communi-
cation services. We also model power generation based on
sunlight exposure in orbit.

6.3 CosMAC Trace-Driven Evaluation
To evaluate CosMACwe use CosmicBeats with the following
simulation parameters:
Satellites: Our simulation contains 173 satellites based on
the TLEs of the largest IoT satellite constellation, SWARM

[10]. The frequency and RF con#gs used for all the satellites
are identical to our launched picosat (Fig. 1).
IoT Devices:We simulate 100,000 IoT devices and randomly
but uniformly spread them out across the world. We simulate
di!erent tra"c patterns by varying the data generation rate
of every IoT device. We simulate 8 hours of the network at a
1-second time granularity.
Ground Stations: We model our ground stations using
measurements from our real-world ground station deploy-
ment. We evaluate our system at scale by simulating the
distributed ground station at locations of the TinyGS ground
stations [12]. This network has 1000+ ground stations and
can support multiple constellations.

7 REAL-WORLD EXPERIMENTS
7.1 Collision Estimation
We tested CosMAC’s ability to estimate collisions in LoRa
using the Channel Activity Detection (CAD) mechanism. In
CosMAC, this happens on the satellites, but since we cannot
modify the satellites post launch, we used another satellite
radio on the ground, with transmissions happening at the
satellite (akin to IoT devices). Two satellites with overlap-
ping footprints transmitted LoRa packets of 3.5 sec length
at a 30 sec interval on the same channel. A LoRa gateway
customized for 401MHz band with an omni-directional an-
tenna was set up on the ground. The gateway was tuned
to the satellite transmission channel, and the SX126x radio
of the gateway was programmed to run CAD every 0.5 sec.
We plotted both the packet received and CAD values from
one satellite pass in Fig. 8a. The #gure shows that we got
positive CAD values for two successfully decoded packets
when the gateway was in the footprint of exclusively one
satellite. However, when the gateway was in the overlapping
footprints of two satellites, no packet was received due to
collision. Nevertheless, we found the CAD value to be posi-
tive in those cases as well. This experiment validates that we
can use CAD for collision estimation in uplink $ow control.

7.2 Uplink Collisions at Multiple Satellites
A key claim in CosMAC is that the transmission, made by a
device from the overlapping footprints of multiple satellites,
will cause collisions at multiple satellites. We validate this
claim through a real-world experiment. We set up two IoT
devices transmitting uplink to our satellite. We speci#cally
target passes where two of our satellites create an overlap
over our IoT devices. During these passes, each device syn-
chronously transmits to both satellites. In Fig. 8b, we plot the
packet reception rate on both satellites across four passes
when devices are transmitting from the overlap. We compare
these passes with 2 control passes where a single IoT device is
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(a) Collision Est. using CAD. (b) Uplink in overlap. (c) Power generation over time.

Figure 8: Real-World Experiments: (a) Long distance collision detection, (b) Devices from
overlapping region hits multiple satellites, (c) Power modeling Figure 9: Predicted vs Measured

Link Quality.

transmitting to a single satellite. When devices are transmit-
ting from the overlapping region, the packet reception rate
on both the satellites is signi#cantly lower due to collisions.
It establishes that a device in an overlapping footprint causes
interference to all satellites creating that overlap. Since LoRa
can decode packets despite collisions, some of the packets in
our overlap experiment could be decoded.

7.3 Power Model
We compare our designed power model against real-world
data from our launched satellite. Fig. 8c reports the power
generation over 3 days. The #gure illustrates that power
generation predicted by our model largely matches that of
real-world data. However, in the #gure, there is a slight time
o!set between the actual and predicted power generation.
This phenomenon is due to lag between the time the satellite
generated power and the time that the power measurement
log was received at the ground station. The reliability of our
simulator’s power model is important because it helps us
determine realistically how well CosMAC can perform under
the power constraint of picosats.

7.4 Satellite-Ground Device Link Model
We measure the signal strength of the signal received at
our ground station from our satellite, over time. Our goal
is to validate the parameterized link quality model used in
CosmicBeats. Fig. 9 reports the corresponding samples of
measured and predicted link qualities for 2 days worth of
satellite passes. The plotted samples take the median values
of samples for every .5 dbm interval on the x-axis. For each
median sample, we plot the inter-quartile ratio as an error bar.
The plot demonstrates that our link quality model is largely
consistent with real-world link quality measurements.

8 LARGE-SCALE EVALUATION
After validating our key claims and ensuring the #delity of
our simulator through real-world experiments, we present
large-scale results using trace-driven simulations.

Baselines:We use two baselines for uplink medium access –
(a) Uplink Transmission Probability Function (UTPF):
Prior work [70] explores modifying the transmission prob-
ability function (TPF) of devices based on the number of
devices in a single satellite footprint. This is a common vari-
ant of the Aloha random access protocol for IoT-picosat net-
works. (b) Fixed Probability Aloha (FP-Aloha): Based on
CosMAC% key observation from Sec. 4.1, we initially attempt
to enhance Aloha in a straightforward manner by calculat-
ing an optimal transmission probability across the constel-
lation. We implement a #xed probability Aloha approach,
wherein we calculated the Earth to have approximately 25
non-overlapping zones and use 𝑄 = 25

100,000 as each device’s
slot transmission probability in Aloha.
For downlink, our baseline is L2D2 [69] – a state-of-the-

art downlink schedule designed for broadband satellites. Al-
though this schedule #nds a maximal matching, it does not
account for one-to-many interference caused by satellites
with omnidirectional antennas.
Simulation Setup: For our simulation, we initialize multiple
hyperparameters. We set all devices with an initial overly ag-
gressive 𝑊 as our $ow control algorithm corrects for aggres-
sion quicker than under-utilization (see Sec. 4.3). Likewise,
we set 𝑂𝑓𝑄𝑔 , the distance between when two ground stations
are considered to have correlated drops (see Sec. 5.2), to 1 km
as the optimal tradeo! between robustness and throughput.

8.1 Throughput
CosMAC’s primary goal is optimizing network throughput.
We measure throughput through the simulation in our 173
satellite-100k device network and plot results in Fig. 10.
Uplink Throughput: Fig. 10a reports throughput in bps
across varying data generation patterns for each uplink
medium access scheme. Initially, at a low data generation
rate of 5 packets per day (100 bytes/packet) the network is
not fully utilized, and the UTPF scheme, which is aggres-
sive, achieves relatively high throughput. However, when
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Algorithm 5 Packets 25 Packets 50 Packets 100 Packets

FP-Aloha (CosMAC inspired) 2631 2477 2381 2389
UTPF 2872 295 273 277

CosMAC 3580 3495 3522 3467

(a) Uplink throughput (aggregate bps)

Algorithm 5 Packets 25 Packets 50 Packets 100 Packets

FP-Aloha+L2D2 638 912 922 918
UTPF+L2D2 682 227 211 214

CosMAC 1073 1378 1388 1383

(b) End-to-end throughput (aggregate bps)

Figure 10: CosMAC’s system performance (a) Comparison of CosMAC’s uplink throughput to baseline random access schemes (b)
Comparison of CosMAC’s end-to-end throughput to baselines

(a) Uplink Fairness. (b) Downlink Throughput (c) Downlink Robustness
Figure 11: (a) CosMAC achieves fairness on the uplink; (b) CosMAC outperforms L2D2 in downlink throughput; (c) CosMAC
enables non-interfering one-to-many transmissions for robustness.

the network transitions to the basic daily per-device quota
o!ered by IoT-picosat companies, which is around 50 pack-
ets/day (5000 bytes) [23], the performance of the state-of-
the-art baseline rapidly deteriorates. It shows that UTPF is
simply not good enough for handling tra"c at basic scale.
In contrast, FP-Aloha, improved using CosMAC’s simpli#ed
concept, begins to perform well with higher tra"c. However,
CosMAC outperforms others because of its ability to both a)
minimize collisions from high interference-creating devices
and b) dynamically apply network $ow control.
Downlink Throughput: Fig. 11b plots the per-satellite
downlink throughput of CosMAC’s scheduler and the corre-
sponding baselines. In this experiment, we generate in#nite
data directly on the satellite to understand how our downlink
scheduler performs independently of uplink. The mean (90th
percentile) throughput for CosMAC is 538,000 (969,800) bytes
while themean (90th percentile) throughput for L2D2 is 7,000
(181,600) bytes. CosMAC’s one-to-many downlink schedul-
ing achieves greater throughput than broadband satellite
scheduling like L2D2 as CosMAC accounts for interference
that stems from picosat’s omnidirectional transmission in a
dense ground station deployment [12].
End-to-End Throughput: Fig. 10b reports the end-to-end
network throughput in bps across the varying tra"c gen-
eration patterns applying both CosMAC’s both uplink and
downlink solutions. CosMAC outperforms medium access
and scheduling settings composed of competing baseline
uplink and downlink approaches. The trends we observe
in the end-to-end throughput results are similar to those
we observe in the uplink-only results from Fig. 10a. Among

all approaches, CosMAC maintains consistently high per-
formance across a variety of tra"c generation schemes. As
a result, CosMAC maximizes data from IoT devices to the
cloud by providing a scalable solution that tackles the chal-
lenges in IoT-picosat networks from a constellation level.
This result also implies that CosMAC can support a larger
scale of device deployments, compared to other baselines.

8.2 Uplink Fairness
Given that CosMAC forces devices in overlapping regions
to transmit more conservatively, we evaluate the uplink fair-
ness of our random access scheme. Fig. 11a plots per device
uplink throughput across varying geographic locations for
the 25 packets a day tra"c pattern. We observe that almost
all devices roughly achieve similar uplink throughput during
the simulation. Although CosMAC penalizes devices in the
overlap, fairness is possible due to the continuously mov-
ing satellite footprints. We hypothesize that uplink fairness
stems from (a) the design goal of constellations to provide
constant coverage, and (b) CosMAC’s $ow control mecha-
nism. Through meticulous orbit planning, satellite constella-
tions like SWARM (CosMAC’s simulated constellation) opti-
mize for global coverage. However, such coverage can still
have variability, e.g., more overlaps closer to poles due to
near-polar orbits. CosMAC’s 𝑊 tuning-based fairness strat-
egy responds to such variation and prevents starvation of
devices in high-overlap-prone geographic regions towards
the North and South poles.
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8.3 Downlink Robustness
CosMAC’s downlink scheduling is designed to generate a
schedule that is robust against packet loss, attempting to en-
sure that data is downlinked to at least𝑁 ↔ 2 ground stations.
Fig. 11c reports the CDF of the number of ground stations
that received each packet. The CDF is computed across all
packets. The median (90th percentile) number of ground
stations that receive a satellite transmission is 12 (140). Un-
like prior scheduling algorithms (L2D2) that only transmit
using a point-to-point link schedule, CosMAC signi#cantly
improves downlink robustness by leveraging the advantage
of the large coverage area of IoT-picosat footprints.

9 RELATEDWORK
Satellite Networking: Previous work in the satellite net-
working domain has mostly focused on satellite ground sta-
tion architectures [25, 42, 69], RF link prediction [17, 27, 72],
and orbital and power modeling [21, 28, 32, 55], as well as
analyzing large-scale constellations [44, 45, 65]. However,
the majority of this prior work focuses on broadband satel-
lites, which have much fewer constraints than IoT picosats
in terms of coordination and data communication. In con-
trast, previous work speci#cally on IoT satellite networking
is limited and tends to focus on improving networks around
individual satellites [22, 31, 33, 37, 56, 71].
Uplink Protocols: Due to current hardware constraints on
both IoT devices and picosats, complex network medium
access control cannot be used. Therefore, data uplink to pi-
cosats can only be done using random access MAC protocols
[15]. State-of-the-art uplink protocols are limited to Aloha-
based schemes because other random access protocols, such
as CSMA, would be di"cult to implement without direct
coordination among IoT devices. These Aloha variants typi-
cally modify IoT device transmit backo! time by calculating
the number of devices within range and estimating the tra-
jectory/link variation of a single satellite [70]. In contrast
to terrestrial networks, where Aloha with overlapping cells
has been explored to a much more limited extent [53], the
satellite network case is largely di!erent because the cells
are constantly moving. CosMAC is a MAC layer solution that
can be easily integrated with various popular PHY layer ap-
proaches. For example, recent work [15, 51, 67] has discussed
long-range frequency hopping spread spectrum (LR-FHSS)
as a mechanism to improve long-range uplink performance
in satellite networks at the PHY layer.
Downlink Scheduling:Although there has been signi#cant
research on downlink scheduling for satellite ground station
links, much of this work does not account for the real-world
complexity of time-varying wireless links [18, 35, 64]. The
few studies that address this complexity primarily focus on

broadband satellites that can beamform and enable one-to-
one scheduling of satellites and ground station nodes [29, 69].
In contrast, CosMAC’s scheduling approach is tailored for
picosats and addresses interference in the satellite network
resulting from omnidirectional antennas used for downlink.

10 DISCUSSION
We discuss some limitations and future work below:
Network Size Estimation: As mentioned in Section 4.2,
CosMAC’s satellites rely on the knowledge of IoT device
locations to estimate and broadcast the number of devices in
their footprint. In today’s IoT networks, these locations are
easily maintained by the network operators and con#gured
at setup time. Managing device locations will likely become
more di"cult for networks with decentralized ownership
and/or high mobility. Some recent work [50, 54] and poten-
tial future work can facilitate to better con#gure CosMAC’s
overlap aware uplink protocol through estimating the distri-
bution of IoT devices in di!erent regions of the Earth.
Reliable Data Transfer: Today’s IoT-picosat networks do
not ensure reliability and lack the ability to send per-packet
acknowledgments. Therefore, IoT data is delivered in a best
e!ort manner and can be lost. Enabling reliable data transfer,
under the resource constraints of picosats, is a challenging
and interesting research problem.
Ground Station Backhaul: Although CosMAC provides
an e!ective means of coordinating communication between
IoT devices and the ground stations, we have not explored
its e!ects on backhaul from the ground station to the cloud.
On the backhaul side, fault tolerance of ground stations may
be a key factor to consider, especially in a distributed ground
station network where most ground stations have a low
hardware complexity. In this scenario, it may even be helpful
for IoT satellites to transmit multiple copies of the data to
multiple ground stations under its footprint.

11 CONCLUSION
We present CosMAC – a constellation-aware medium access
and scheduling system for picosat-based IoT networks. Cos-
MAC leverages satellite-speci#c insights at the constellation
scale. Speci#cally, CosMAC introduces: 1) a novel overlap-
aware uplink protocol for IoT devices to satellites, and 2) a
novel one-to-many downlink scheduling algorithms for satel-
lites to ground stations. We evaluate CosMAC using a combi-
nation of real-world measurements and trace-driven simula-
tion. We found that CosMAC’s new link-layer enhancements
improve IoT picosat networks for important network features
across the board including network throughput, fairness, and
robustness. We hope our measurements, insights, and simu-
lation frameworks will enable the academic community to
identify and solve new challenges in this space.
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