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Abstract— Weather disaster related emergency operations
pose a great challenge to air mobility in both aircraft and
airport operations, especially when the impact is gradually
approaching. We propose an optimized framework for adjusting
airport operational schedules for such pre-disaster scenarios.
We first, aggregate operational data from multiple airports
and then determine the optimal count of evacuation flights
to maximize the impacted airport’s outgoing capacity without
impeding regular air traffic. We then propose a novel Neural
Network (NN) accelerated Genetic Algorithm (GA) for evacu-
ation planning. Our experiments show that integration yielded
comparable results but with smaller computational overhead.
We find that the utilization of a NN enhances the efficiency of
a GA, facilitating more rapid convergence even when operating
with a reduced population size. This effectiveness persists even
when the model is trained on data from airports different from
those under test. Data and code available at github 1.

Index Terms– evacuation, planning, genetic algorithm, neural
network, air traffic management,air mobility

I. INTRODUCTION

Emergency situations are an unavoidable phenomenon and
their impact on the aviation cannot be neglected. Yearly
many people move from one place to another due to the
impact of fatal emergency caused by natural disasters such
as hurricanes [1], [2]. Typically, in anticipation of a natural
disaster, there is a significant surge in population movement
towards safer areas. This leads to a marked increase in
traffic across all modes of transportation, including airways,
commencing approximately one week prior to the projected
date of the disaster’s impact. As the demand for air travel
and daily commuting intensifies, the availability of aircraft
becomes increasingly limited. This situation arises due to
the heightened need for transportation resources during these
critical times. There is an essential requirement for integrat-
ing a meticulously calibrated and validated traffic incident
response module into the process of modeling and simulating
evacuation scenarios [3], focusing on maintaining the normal
operation routine of the evacuation airport and airspace while
still increasing the outgoing capability for passengers.
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An effective air mobility evacuation plan is distinguished
by its capacity to not only maintain the regular flow of air
traffic but also smoothly handle the increased demand for
outbound flights [4]. Nevertheless, previous research that has
devised evacuation plans frequently relies on utilizing the full
capacity of an airport, sometimes leading to disruptions in the
ongoing air mobility operations and causing panic among the
people. In many instances, there is an advance anticipation
of emergency situations, providing a substantial window of
opportunity to develop thorough evacuation strategies prior
to the occurrence of the actual emergency which has not been
utilized in the previous works.

This study focuses on the efficient evacuation without
disrupting the regular airport schedule. To achieve this,
we make use of the non-critical capacities of the chosen
airport, which are typically allocated for military (MIL) and
General Aviation (GAV) operations. Through a temporary
reallocation of management resources from these less critical
functions, we facilitate the coexistence of evacuation flights
alongside standard air traffic. The primary contributions of
this study encompass:

• We propose a novel pre-disaster scheduling framework
that optimize the outbound capacity of an airport af-
fected by the ongoing emergency situation, while en-
suring normal airspace operations.

• We explore the possibility of integrating the Genetic
algorithm (GA) with a Neural Network (NN) to reduce
the required number of iterations and size of population
pool towards optimal solution.

• We investigate the generalization ability of the NN to
airports on which it was not originally trained for aiding
the GA.

• We evaluate our solution extensive with real flight
operation data.

The remainders of this paper are organized in the following
manner: A review of prior research is presented in the
related work, followed by the methodology. Subsequently,
an evaluation and discussion of our findings are detailed,
leading to the final conclusions.

II. RELATED WORK

Machine learning algorithms, such as deep learning and
reinforcement learning, are being increasingly explored and
applied in the context of air mobility for emergency evac-
uation situations. These advanced computational techniques
offer the potential to optimize and enhance the efficiency of
air transportation during critical evacuation scenarios.
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In [5], a method to predict the time mean speed of
freeways during hurricane evacuation using Long-Short Term
Memory (LSTM) is presented. In [6] a reinforcement learn-
ing based approach is proposed for emergency resource
allocation in the air transportation system, specifically for
hurricane evacuation. They formulated the flight dispatch as
an online maximum weight matching problem, aiming to
add more flights for evacuation while minimizing airspace
complexity and air traffic controller workload.

A machine learning enabled Adaptive Air Traffic Recom-
mendation System for Disaster Evacuation is proposed in
[7], which aims to optimize the use of available resources to
transport people from evacuated areas to safe places during
extreme weather conditions. The system was composed of an
offline learning component and an online planning compo-
nent and balances the trade-off between airspace complexity
and evacuation efficiency. To tackle the uncertainty in the air
route network, a machine learning model was developed to
predict the delay situation using real-time airport and weather
information.

Another research work in [8] utilized a spatial-temporal
graph data mining approach for predicting air mobility. The
proposed approach formulates the air transportation network
as a graph structure and constructed a graph data set from air-
line on-time performance data. Spatial-temporal graph NNs
were then applied to predict three measurements related to air
mobility: number, average delay, and average taxiing time of
departure and arrival flights at various airports in the United
States.Several other works have delved into the utilization
of machine learning models regarding historical flight data,
automatic-dependent surveillance-broadcast (ADS-B) data,
and meteorological data. These endeavors aimed to forecast
micro-level phenomena, like flight punctuality [9]–[11], and
macro-level dynamics encompassing regional airspace and
airport aspects, such as flight delays and traffic flow [12]–
[14].

GA has been used in few of the researches focused on
the aviation scheduling. In [15], GA was used in flight
scheduling in the simulation environment focusing on opti-
mizing flight timings, gate assignments, and crew schedules
to enhance operational efficiency and reduce costs. Another
study [16] used the GA to optimize the routing of cargo
flights, taking into account factors such as fuel consumption,
flight times, and cargo capacity.

The existing research focuses on harnessing machine
learning algorithms to enhance evacuation plans and resource
allocation during emergencies. Our research more specif-
ically exploits the characteristics of approaching natural
disaster scenarios, such as hurricanes, in which provide a
valuable evacuation and planning window exists before the
impact. During this lead-up period, we proactively optimize
air traffic by scheduling additional evacuation flights in
advance. This scheduling is facilitated by tapping into the
non-critical aviation capabilities of airports, ensuring that
a predetermined number of flights are scheduled without
disrupting regular air traffic. Consequently, when the actual
emergency occurs, there is no rush for the remaining evac-

uations. Our innovative approach not only maximizes the
outbound capacity of affected airports but also places strong
emphasis on safeguarding uninterrupted airspace operations.

III. METHODOLOGY

A. Problem Formulation
We performed a comprehensive analysis of aircraft ca-

pabilities at nine major airports in Florida. This analysis
encompassed an examination of the operational records of
various aircraft categories, including Air Carrier (AC), Air
Taxi (AT), General Aviation (GAV), and Military (MIL)
aircraft. In this context, an Air Carrier (AC) refers to an
aircraft with a seating capacity exceeding 60 seats, while
an Air Taxi (AT) aircraft can accommodate a maximum of
60 seats. General Aviation (GAV) covers all civilian aircraft
movements involving takeoffs and landings, excluding those
categorized as AC or AT aircraft. MIL aircraft activities,
encompasses military takeoffs and landings as provided by
the Federal Aviation Administration (FAA) and the Federal
Test Center (FTC).2.

For increasing airport capability before the day-of-impact,
we employ the capabilities of General Aviation and Military
Operations to minimize the impact on regular Air Carrier and
Air Taxi traffic. We want to minimize the potential delay
of these newly added flight while keep them favorable to
passengers. To achieve this objective, we introduced two
metrics: the mean of combined non-commercial capability
denoted as c and its standard deviation represented by s.
c signifies the average value of the number of operations
(landing and takeoff) of GAV and MIL aircraft at the airports
calculated from historical data. This metric serves as a refer-
ence for evaluating the effectiveness of airport capabilities
during emergency scenarios. For each destination airport,
the two metrics at the time-of-arrival gauge its potential
capability to accept incoming flights.

Mathematically, our objective is to devise an hourly evac-
uation flight schedule that maximizes Σc and simultaneously
minimizes Σs across all added flights. And thus optimizing
the use of GAV and MIL capabilities while ensuring efficient
and reliable evacuation procedures.

The complete research framework of our project is pre-
sented in Figure 1, where our primary focus was the utiliza-
tion of GA to formulate an evacuation plan. We endeavored
to enhance the efficiency of this process through the incor-
poration of NN.

Fig. 1. Research Process

2FAA Operations Network (OPSNET): https://aspm.faa.
gov/aspmhelp/index/OPSNET_Reports__Definitions_of_
Variables.html. Last accessed on [July 29th 2024]
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B. Data Processing

Our dataset is gathered from the FAA data repository for
the initial two months of 2023. The data was sourced from
multiple datasets to comprehensively address our research
objectives, which encompass the following:

• Traffic Flow Management System Counts (TFMSC)3:
This dataset aids in assessing the combined capabilities
of the airports which are essential for gauging the
potential of GAV and MIL operations during evacuation
scenarios.

• Aviation System Performance Metrics (ASPM)4: The
ASPM dataset is accessible through an online access
system provided by the FAA and delivers comprehen-
sive data regarding flights to and from the ASPM air-
ports, as well as all flights operated by ASPM carriers.
We can use its data for city pair analysis, determining
flight duration and retrieving the top ten destinations
airports.

We structured the TFMSC dataset on an hourly basis,
and for each hourly time slot, we calculated two significant
statistical metrics: the mean of combined capability c and
its corresponding standard deviation s. We combined data
from 9 major Florida airports and their corresponding top
ten destination outside Florida as in Figure 2.

Fig. 2. Top ten destination airports from the nine major airports in Florida

C. Genetic Algorithm

The GA operates by identifying optimal chromosomes
from a population pool, employing the principles of

3FAA Traffic Flow Management System Counts (TFMSC): https://
aspm.faa.gov/tfms/sys/OPSNET.asp Last accessed on [July 29th

2024]
4FAA Aviation System Performance Metrics (ASPM): https://

aspm.faa.gov/apm/sys/AnalysisCP.asp Last accessed on [July
29th 2024]

crossover and mutation over multiple generations. In the
context of our specific problem, a chromosome is symbolized
as a list containing 10 elements, with each element assigned
a value of either 1 or 0. These 10 elements correspond
to the decision of whether to select or reject flights to
the top ten destination airports from the evacuating airport.
The effectiveness of a chromosome is evaluated through a
fitness function. This fitness function is formulated using the
equation specified below:

FitnessScore = 0.5 ∗ p+ 0.2 ∗ c− 0.3 ∗ s− penalty (1)

where
• p is the popularity value of the destination airport based

on the number of flights from evacuating airport
• c is the mean of the combined capability (defined in

Section III-A)
• s is the standard deviation of the combined capability

(defined in Section III-A)
• penalty equals to 1 when choosing more number of

flights in destination airports beyond the capability of
evacuating airport

To enhance the effectiveness of our GA, several strate-
gies were incorporated to optimize the evacuation strategy
selection process. These strategies were fine-tuned to prior-
itize certain factors and balance trade-offs during decision-
making.

• Positive Influence of Popularity and Capability: In the
pursuit of creating more effective evacuation strategies,
the algorithm was configured to place a positive empha-
sis on p and c. This incentives the algorithm to prioritize
airports with higher popularity and greater capabilities
in order to to maximize the utilization of well-equipped
and frequently used airports.

• Minimization of Delay Expectations: To mitigate poten-
tial delays arising from disparities in the c across differ-
ent hours of the day, s was introduced with a negative
weight which prompts the algorithm to favor airports
with lower standard deviation values, thus reducing the
variability in evacuation efficiency.

• Penalties for Over-complicated Planning: In order to
avoid an unrealistic scenario where the algorithm selects
too many airports, a penalty mechanism was introduced
which comes into play when the selection of airports
surpasses the combined capability of the evacuating
airport. By penalizing such instances, the algorithm is
encouraged to strike a balance between maximizing the
fitness score and adhering to practical constraints.

The complete GA implementation, encompassing these
strategies, is presented in Algorithm 1.

D. Data Synthesis

For the purpose of training the neural network, an extra
step involving data synthesis was introduced. In this process,
the airport for which the evacuation strategy was under
development was deliberately omitted from the dataset. This
was done to ensure that the model did not have access to the
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Algorithm 1 GeneticAlgorithm
Input:Population size (population size), number of genera-
tions (num generation), crossover rate, mutation rate, mean
of combined capability of evacuating airport (c), dataset (d)
containing details of destination airports
Output: The best selection list found in the last genera-
tion.

1: Initialize the population of (population size)
2: Evaluate the fitness score of each individual in popula-

tion
3: Let gen = 1
4: while gen < num generation do
5: Create an empty new population
6: while size(newpopulation) < population size do
7: Select two parents, parent1 and parent2, from pop-

ulation based on their fitness score (higher fitness
score has higher chance of selection)

8: Perform crossover operation by selecting the ran-
dom crossover point to create two children, child1
and child2, from parent1 and parent2

9: Perform mutation operation on child1 and child2
by iterating bit by bit and randomly flipping the bit
whenever the random number generated is less than
the mutation rate

10: Add child1 and child2 to new population
11: end while
12: Replace entire old population with new population
13: Evaluate the fitness of each individual in new popu-

lation
14: end while
15: best selection list← individual in population with fitness

equal to best fitness score
16: return best selection list

testing data while being trained. In our case, we removed data
of DAB airport to synthesize the training data for NN. Data
from all other eight airports was amalgamated, encompassing
attributes such as the mean combined capability (c), and the
standard deviation (s) of c along with the popularity (p) of
the top ten destination airport and their corresponding c and
s. From these attributes the best possible combination of the
destination airports were determined and added to complete
the dataset. Overall algorithm for synthesizing the data frame
is given in Algorithm 2.

E. Neural Network Predictor for Optimal Solution

A simple NN model consisting of two hidden layers, as
depicted in Figure 3, was deployed to enhance the efficiency
of GA. This model underwent training using a synthetic
dataset generated by Algorithm 2. The NN model takes
in 31 input variables, marked A1 to A30, that capture
the popularity, mean capability, and the standard deviation
in mean capability of the top ten destination airports for
evacuation. In addition to these, there is an additional in-
put, designated as C, which specifies the mean capability
of the evacuating airport. The model’s output is a 10-bit

Algorithm 2 Algorithm for generating dataset for Neural
Network
Input:Historical flight data from TFMSC and ASPM having
N entries
Output: Synthesized dataset containing containing 41
columns, 30 (A1 to A30) for each p,c and s values of
top ten destination representing popularity, mean capability
and its standard deviation respectively, 1 (C) for mean
Capability of evacuating airport and 10 (S1 to S10) for
representing selection and rejection of the top ten destina-
tion.

1: Let i = 0.
2: while i < N do
3: Create all possible 1024 combination of selection list

[S1, S2, S3, S4, S5, S6, S7, S8, S9, S10]
4: Calculate fitness score for each of them based on

equation 1
5: Let j = 0, bestF itness = 0, bestCombination = []
6: while j < 1024 do
7: if fitness > bestF itness then
8: bestFitness = fitness, bestCombination = combi-

nation
9: end if

10: end while
11: ADD mean Capability of evacuating airport and best-

Combination to the corresponding row of the dataset
12: end while
13: return synthesized dataset

Fig. 3. Neural Network Architecture

representation identifying the chosen destination airports for
evacuation. Through training with the synthetic dataset, the
model was able to learn patterns and connections among
various attributes, thereby gaining the ability to accurately
predict which destination airports should be selected for
evacuation at any given hour of the day.

F. Integration of Neural Network to Genetic Algorithm

In this phase, we integrated the GA given in Algorithm 2
with the trained NN model to facilitate a quicker convergence
of the algorithm. We aim to harness the predictive power of
the NN to initialize the population for the GA. In line 12 of
Algorithm 2 instead of replacing the entire old population
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with the new population obtained by GA, we introduced NN
for also contributing to the population pool. This process
of generating the population by NN and adding to the
population tool involved two approaches:

Approach 1: Population generated by the NN are directly
added to the pool by replacing the random population
generated by the GA.

Approach 2: In this approach before inserting the
population generated by NN, the population is sorted in
descending order on the basis of fitness score. The lower
order of population are replaced by the population generated
by NN.

IV. EVALUATION AND DISCUSSION

This section focuses in evaluating the performance, accu-
racy, and efficiency of the developed methodologies.

A. Genetic Algorithm

We used only GA to find the optimal evacuation flight
schedules originating from DAB airport. The algorithm was
initiated with a population size of 15 and executed for 5 gen-
erations. The population size and number of generations were
systematically increased by factors of two and five to explore
their impact on the algorithm’s performance. During this
iterative process, it was observed that the algorithm exhibited
a substantial convergence trend when the population size was
set to 75 and the number of generations was increased to 25,
as in Figure 4. The observed convergence trend suggests that
a population size of 75 with 25 generations struck a balance
between exploration and exploitation, leading to optimal
results in terms of identifying the most effective evacuation
flight schedules from the selected airport.

Fig. 4. Fitness Score for various combination of population size and number
of generation for Genetic Algorithm during different hour of the day.

B. Neural Network

The NN was trained using the synthesized dataset outlined
in Algorithm 2. During training, the NN was exposed to
varying numbers of epochs, namely, 5, 15, and 25. And it
was observed that convergence commenced at approximately
25 epochs. Prior to convergence, there was a notable perfor-
mance fluctuation as depicted in Figure 5.

C. Combination of Genetic Algorithm and Neural Network

To demonstrate the effectiveness of the Neural Network-
accelerated Genetic algorithm. We select sub-optimal scenar-
ios for each method individually and merge them to find an

Fig. 5. Fitness Score for various neural networks trained under different
number epochs

optimal scenario. Specifically, the GA with a population size
of 15 and 5 generations and the NN trained for only 5 epochs
respectively. The combined approach, referred to as the ”NN-
accelerated GA,” leveraged the predictive capabilities of the
NN to enhance the parent population generation for the
GA. The strategy entailed using the NN to produce parent
candidates, which were then integrated into the parent pool.
The GA was then employed to refine the parent pool further.
Parents were added based on the fitness score, considering
the NN-generated parents alongside those generated by the
GA itself.

Fig. 6. Fitness Score of GA and two differnt NN accelerated GA

Fig. 7. Number of evacuation flights scheduled by the GA (having
population size of 75, iterated for 25 generations) and NN acclerated
GA (NN trained for 5 epochs and randomly replacing the population in
population pool of GA having population size of 15 and iterated for 5
generations).

We compared two methods: random addition of NN-
generated parents and the selective removal of the least-fit
population. In the latter approach, we ranked the entire popu-
lation pool in descending order based on their fitness scores.
The least-fit populations were then replaced by the parents
generated by the NN. The results from this experiment, as
depicted in Figure 6, revealed that the strategy of random
addition of parents from the NN yields better outcomes than
the approach of selectively removing the least-fit populations.
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Fig. 8. Comparison of selection of the airports for evacuation by GA
(having population size of 75 and iterated for 25 generations) and NN
accelerated GA (NN trained for 5 epochs and randomly replacing the
population in population pool of the GA having population size of 15 and
iterated for 5 generations )

As depicted by Figure 7, we found that the prediction
of the number of flights by GA iterated for 25 generations
with population size of 75 and NN accelerated GA with the
strategy of random removal , is almost identical except in the
midnight scenario. The reason might be due to the fact the
number of flights in the DAB airport in that time duration
is very random sometimes they have few flights but most of
the time number of flights during those time is almost none.
Another Figure 8 provided detail about the selection of top
ten destination airports by same two models. As shown in
the figure we found that most of the time airport selection
by both of them are identical.

V. CONCLUSION

In this research, we delved into the utilization of GA to
develop a novel pre-disaster evacuation planning framework
for advanced air mobility. We leverage the non-commercial
flight capability of impacted airports to ensure that evacua-
tion plans minimally affected routine airspace operation. We
proposed a neural network accelerated genetic algorithm to
derive our solution with smaller computational overhead. We
found that GA exhibited slower convergence when operated
independently with higher population pool and generations,
its performance significantly improved when assisted with
a NN model trained for a mere 5 epochs. This integration
yielded comparable results in terms of fitness function, flight
numbers, and airport selection. This intriguing finding under-
scores the NN’s ability to expedite GA’s convergence, even
when trained on data from different airports, showcasing its
generalization capabilities.

As a prospect for future exploration, we are planning
to incorporate another NN to predict fitness scores. This
endeavor aims to ascertain whether the fusion of these two
NN models could yield even faster convergence rates when
combined with our current hybrid model.
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