
Leak and Learn: An Attacker’s Cookbook to Train Using Leaked Data from

Federated Learning

Joshua C. Zhao, Ahaan Dabholkar, Atul Sharma, Saurabh Bagchi
Purdue University

{zhao1207,adabholk,sharm438,sbagchi}@purdue.edu

Abstract

Federated learning is a decentralized learning paradigm
introduced to preserve privacy of client data. Despite this,
prior work has shown that an attacker at the server can still
reconstruct the private training data using only the client
updates. These attacks are known as data reconstruction
attacks and fall into two major categories: gradient inver-
sion (GI) and linear layer leakage attacks (LLL). However,
despite demonstrating the effectiveness of these attacks in
breaching privacy, prior work has not investigated the use-
fulness of the reconstructed data for downstream tasks. In
this work, we explore data reconstruction attacks through
the lens of training and improving models with leaked data.
We demonstrate the effectiveness of both GI and LLL at-
tacks in maliciously training models using the leaked data
more accurately than a benign federated learning strategy.
Counter-intuitively, this bump in training quality can occur
despite limited reconstruction quality or a small total num-
ber of leaked images. Finally, we show the limitations of
these attacks for downstream training, individually for GI
attacks and for LLL attacks.

1. Introduction

With growing concerns of data privacy, federated learn-
ing (FL) [17] has gained traction as a potential privacy-
preserving method for training machine learning models.
Compared to centralized learning where training is done
on data localized at a central server, FL takes a decentral-
ized approach where participating clients train a model on
their local data and send their updates to the server. A typi-
cal training round involves a server sending a model to the
clients, the clients training the model using their local data,
and finally having the clients send their updates to the server
for aggregation. However, the privacy-preserving property
of FL only holds if the updates cannot be used to extract
sensitive information about the local training data.

Despite only sending updates, prior works have shown
the ability of attackers to gain information about the pri-
vate training data through membership inference attacks [3,
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Figure 1. Training using leaked data.

19, 22], property-inference attacks [15, 18], or GAN-based
methods [9, 23]. Within these privacy attacks, data recon-
struction has stood out as the most powerful, allowing at-
tackers to directly recover the training data of clients [20,
24]. Within data reconstruction attacks, gradient inversion
(optimization-based attacks) [6, 26, 32] and linear layer
leakage [1, 5, 30] attacks stand out as the most common.

While prior works have discussed the power and the lim-
itations of these attacks in the context of an attacker simply
breaching privacy [10, 29], to the best of our knowledge,
none has discussed the effectiveness of using the leaked data
for downstream model training. Figure 1 shows this process
of training using leaked data. With the onset of deep learn-
ing, data has become a valuable commodity. This growth in
AI also means that the value of data no longer lies just in
breaching privacy of the raw data, but in the ability of the
data to be used downstream for creating powerful models.
Therefore, one measure of the success of a data reconstruc-
tion attack should be whether the leaked data is useful for
machine learning training, an aspect omitted in prior work.
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In order to discuss training on leaked data, we first in-
troduce the attacks. Gradient inversion (GI) attacks typ-
ically reconstruct data through an iterative process where
the distance between a gradient computed from a dummy
image and the ground truth gradient is minimized by an op-
timizer. Label reconstruction, the process of recovering the
batch labels from the client gradient, also plays a critical
role in affecting the final reconstruction quality. These la-
bels are typically leaked prior to optimization from the gra-
dients of the final layer of the network [7, 16, 26, 28] and are
matched with reconstructed images during the optimization.
These attacks have shown success with individual updates
of smaller batch sizes, up to 48 on ImageNet [26] or 100 on
CIFAR [6]. However, this only considers breaching privacy,
as a batch size of 48 on ImageNet or 100 on CIFAR result
in low quality reconstructions and/or a very small number
of identifiable images. Even for a modest batch size of 8 or
16 on CIFAR-10, some batch reconstructions already fail.
Given the importance of data quality for training models,
a sufficient condition for success is no longer if any im-
ages are identifiable, but rather the overall usefulness of the
leaked data for the downstream training task. Here, even re-
constructions with low similarity scores to the ground truth
may still positively contribute to training.

Compared to GI, linear layer leakage (LLL) does not suf-
fer from problems with reconstruction quality. Using mod-
ification of a fully-connected (linear, FC) layer, an attacker
can directly recover a proportion of the images of a client
batch [1, 5, 30]. Reconstructions are done by solving a sim-
ple linear equation and have little computation overhead.
However, these attacks typically require modification of the
model architecture and can add a large overhead in terms of
model size [29]. While data quality is not an issue, when
using the leaked data for training models, labeling the data
becomes a problem. Unlike the optimization attacks, even
if labels are known prior to reconstruction, the LLL process
does not match them to the leaked images. As a result, af-
ter reconstruction there would be a set of leaked images and
labels, where the images are not matched with their corre-
sponding label. Furthermore, because only a proportion of
images in the given batch are leaked for LLL, even with a
full set of labels, some labels will not have a leaked image
to go with. This can lead to a tedious process of manually
labeling leaked images.

Viewing data reconstruction attacks through the lens of
training models brings up many questions. How do models
trained with leaked images compare to centralized or feder-
ated learning? Does the reconstruction quality impact how
well models perform when trained on leaked data? How
does the lack of label matching during reconstruction affect
linear layer leakage? In this work we address these largely
unanswered questions and highlight the problems that arise
in this new setting. Our contributions go as follows:

• We demonstrate the effectiveness of training models us-
ing leaked data compared to federated learning and the
centralized baselines. Using the data from linear layer
leakage and optimization, models trained on leaked data
can achieve 20.40% and 17.58% higher accuracy on
CIFAR-10 compared to federated learning.

• We show that similarity metrics such as PSNR do not
show if reconstructed images are useful for training, as
even some of the worst images improve models. Train-
ing on CIFAR-10 with bad reconstructions generated by
Inverting Gradients (batch size 16) with PSNR < 14 re-
sults in a 58.29% test accuracy. Removing these images
and training only on images > 14 PSNR results in only a
minor accuracy decrease from 76.83% to 75.48%.

• We quantify the effects and highlight the crucial limita-
tions of current data reconstruction attacks when viewed
through the lens of downstream model training. While
gradient inversion can breach privacy for a batch size of
100 on CIFAR-10, this is impractical for training as even
increasing the batch size from 4 to 16 results in a perfor-
mance drop from 90.34% to 76.83%.

2. Related work

Gradient inversion (GI) attacks operate under an honest-but-
curious threat model where a server only knows the update
and model. The method involves feeding a dummy image
into a model and computing the subsequent gradient. The
dummy image starts out initialized as random noise, and
an optimizer iteratively minimizes the distance between the
computed gradient and the ground truth client gradient.

x⇤ = argmin
x

||rL(x, y, ✓)�rW ||2 (1)

The intuition behind these attacks is that a similar com-
puted dummy gradient rL(x, y, ✓) and ground truth gradi-
entrW will result from similar images. Thus, as the gradi-
ents become closer, the final reconstructed image x⇤ should
become close to the ground truth training image. The la-
bel y is assumed to be known prior to optimization. For
a batch reconstruction with multiple labels, the labels are
matched with the reconstructed images during optimization
(as the loss and gradient are computed with these image-
label pairs). Regularizers have also been introduced to as-
sist the optimization process [6, 26]. However, these can
result in reconstructed image artifacts.

Linear layer leakage (LLL) attacks are built on the ob-
servation that a fully-connected (FC) layer leaks the input
to the layer through the gradients [4, 21].

xi =
�L

�W i
/
�L

�Bi
(2)

Here, �L
�W i is the weight gradient and �L

�Bi is the bias gradi-
ent of a neuron. Neuron i is activated by an image and xi is
the respective reconstructed image. However, this assumes
that only a single image activated the neuron. If multiple
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images activate the same neuron, reconstructed image xi

becomes a combination of the images.
To mitigate this, the methods of trap weights [1] and

Robbing the Fed [5] were proposed. Trap weights initial-
izes the weights of the FC layer randomly as half positive
and half negative, where the negative parameters are sam-
pled from a slightly larger magnitude. This method has
difficulty with scaling [30] compared to Robbing the Fed,
which proposed a method where the FC layer weights are
used to measure a property of the images (e.g., average pixel
brightness). The biases of the layer were then set to fit the
distribution of the dataset and a ReLU activation was used
to threshold the activation. Images were reconstructed as

xi = (
�L

�W i
� �L

�W i+1
)/(

�L

�Bi
� �L

�Bi+1
) (3)

where i+ 1 indicates the neuron with a bias being the next
highest cutoff. This method requires basic knowledge about
the input data distribution, but achieves a higher leakage
rate compared to trap weights and is scalable to aggregation.

In the case of FedAvg, the sparse variant of Robbing the
Fed utilizes a two-sided activation function (such as Hard
tanh) and weight/bias scaling to maintain the same leakage
as in FedSGD. However, the sparse variant is not scalable
and leads to precision problems when attacking secure ag-
gregation [2] or larger batches. The LOKI attack addresses
the scalability problems of both methods through the intro-
duction of a convolutional layer that splits the scaling be-
tween number of clients and batch size in secure aggrega-
tion [30]. They further introduce a convolutional scaling
factor (CSF) which achieves a higher leakage rate in Fe-
dAvg without increasing the FC layer size.

While there have been many works exploring data recon-
struction, prior work has not evaluated these attacks in the
context of downstream tasks. The works on GI [6, 26, 32]
and LLL [1, 5, 30] attacks only discuss the reconstruction
quality of the methods in terms of standard image metrics
such as PSNR (peak signal-to-noise ratio), SSIM (struc-
tural similarity index measure), or LPIPS (learned percep-
tual image patch similarity ). However, these metrics only
measure how similar the reconstruction are to the ground
truth and only give a vague sense of how useful the data
is for training. Another work discussed the limitations of
GI attacks [10] measured by image similarity. In [29], LLL
attacks were measured in terms of the resource overhead
added by the attacks. However, these works also did not
discuss the usefulness of reconstructed data post-leakage.

This work aims to bridge the gap and explore the im-
portant facet of training machine learning models on leaked
data from reconstruction attacks. Viewing leaked data be-
yond privacy breach brings to light key weaknesses of cur-
rent attacks in generating useful data. While LLL recon-
structs high quality images, the other important half of data,
namely having matching labels, is missing. GI attacks can

breach privacy for larger batch sizes, but the quality of the
leaked data would be nearly useless for training models. In
the age of machine learning and artificial intelligence, the
value of data has increased tremendously. Therefore, when
looking at leaked data, it is important to measure success in
terms of usefulness to model training.

3. Training on leaked data

Data reconstruction attacks have largely focused on the
quality of the recovered image in gradient inversion (GI) or
the efficiency of linear layer leakage (LLL). However, la-
bel reconstruction is important for training on leaked data.
Within the pipeline of GI attacks, labels are typically re-
covered prior to reconstruction, as they assist in the opti-
mization problem [10]. Recent works have shown that label
restoration with large batches and duplicate labels is possi-
ble [7, 16]. More accurate labels and the added flexibility
of duplicate class images directly improves prior GI attacks
such as Inverting Gradients [6] and GradInversion [26].

Interestingly, one strength of LLL has been in the ability
to reconstruct images without knowledge of the data labels.
While the class labels can affect the distribution of the client
dataset (e.g., average image brightness can be different be-
tween classes) [30], the labels themselves do not help in the
reconstruction. Knowing labels helps guide GI attacks (as
gradients are computed from data and label pairs), but for
LLL, images activating the neurons are reconstructed us-
ing only the weight and bias gradients of the FC layer as
with Equation 3. Labels are necessary to train models us-
ing leaked data, but even with a set of recovered labels, the
leaked images would still remain unmatched. Unlike GI
which matches during optimization, images leaked by LLL
would need to be manually matched. For this work, we ex-
periment with cases when all labels are known and matched
and alternatively, when only a small portion of labels are
known and matched. Nonetheless, the label leakage and
matching issue stands as an open problem for LLL attacks.

Identifying which images are reconstructed correctly is
also a challenging problem for LLL. For FedSGD, bins
without activation can be identified, as after the subtrac-
tion process the reconstruction will be zero. However, if
multiple images activate the same bin, the reconstruction is
non-zero. By checking for non-zero values, we cannot di-
rectly identify whether the reconstruction is a single image
or a combination of multiple. Manually filtering this can
become a tedious process in practice. This is somewhat
mitigated in the FedAvg case by LOKI. Across separate
FedAvg local mini-batches, multiple images will not acti-
vate the same neuron, resulting in much fewew overlapping
reconstructions. Therefore the only images that can cause
multiple activations are within the same mini-batch [30]. In
this work, we manually filter out multiple image reconstruc-
tions in order to test the quality of the data. However, espe-
cially for LLL in FedSGD, the problem of how to automate
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MNIST

Batch size Model Time per
batch (s)

Time for entire
dataset (days)

8
DNN

54.79 4.76
16 62.34 2.71
32 64.32 1.40

CIFAR-10

Batch size Model Time per
batch (s)

Time for entire
dataset (days)

4
ResNet-18

422.81 61.17
8 437.54 31.65
16 435.33 15.75

Table 1. Computation time for Inverting Gradients running on a
NVIDIA A100 80GB GPU. Small batches have more total batches
and take more time for the whole dataset. Computation time is
significantly higher for CIFAR-10 given the more complex model.

removal or how to use these multiple image reconstructions
for training still remains an important item of future work.

4. Experiments

The goal of our work is to discuss the effectiveness of
leaked data when used for the downstream task of image
classification. We use centralized training on the entire be-
nign dataset and federated learning (with only updates and
no data shared by the clients) as the baselines for compari-
son. Typically, these serve as the upper bound and the lower
bound respectively for the model accuracy. For federated
learning, we use two settings of 10 and 50 clients. We use
a non-IID bias of 0.5 and FedAvg with 3 local iterations.
Additional training results for the IID setting and FedSGD
are included in the supplementary.

We use Inverting Gradients [6] as the gradient inversion
(GI) attack. Another candidate is GradInversion, which is
a SOTA GI attack (especially for ImageNet-sized images).
However, we discarded this as the author code for this at-
tack is not available and the third-party online implemen-
tations did not achieve comparable results to the original
paper. For linear layer leakage (LLL), we use the LOKI
attack [30]. We use LOKI as it achieves SOTA FedAvg
leakage rate and equivalent SOTA leakage rate in FedSGD
compared to Robbing the Fed. Model performance for other
LLL methods [1, 5] can be found in the supplementary.

We use MNIST [13], CIFAR-10 [11], and the Tiny Ima-
geNet [12] datasets. For the MNIST dataset, we train using
a simple DNN with 2 convolutional layers and 2 FC lay-
ers. For CIFAR-10 and Tiny Imagenet, we use a ResNet-
18 [8]. We evaluate on the validation set for Tiny ImageNet
because the test set is unlabeled. The plots only show a
single run for each setting, but the (numerical) testing per-
formance is reported as an average over 5 runs. We run all
experiments on NVIDIA A100 80GB GPUs.
4.1. Gradient inversion computation time

Compared to LLL attacks, the computational overhead of
GI attacks when reconstructing data, while done offline, is
still non-negligible. In order to fully evaluate the leaked
data, we ran the Inverting Gradients atack on the entire
dataset of MNIST with batch sizes of 8, 16, and 32. We

CIFAR-10 MNIST
Batch size PSNR SSIM Batch size PSNR SSIM
4 27.88 0.9067 8 23.16 0.6996
8 20.77 0.7215 16 19.15 0.6506
16 15.94 0.3978 32 15.78 0.4537

(a) Gradient Inversion PSNR/SSIM

CIFAR-10 MNIST Tiny ImageNet
FC
factor

Leaked
images Percent Leaked

images Percent Leaked
images Percent

8 43788 87.58 52548 87.58 85804 85.80
4 39464 78.93 45966 76.61 75149 75.15
2 29882 59.76 35795 59.66 58012 58.01
1 18242 36.48 21815 36.36 35393 35.39

(b) Linear layer attack leakage rate

Table 2. (a) Average PSNR" / SSIM" scores of gradient inversion
(Inverting Gradients) reconstructions for various batch sizes and
(b) number of leaked images/leakage rate of linear layer leakage
attack (LOKI) for several FC layer sizes.

also ran over CIFAR-10 with batch sizes of 4, 8, and 16.
We run 10,000 iterations of optimization for each batch. We
evaluate the Inverting Gradients attack in the best case sce-
nario with an untrained model where all labels are correctly
recovered prior to optimization.

Table 1 shows the amount of time taken by Inverting Gra-
dients run on a NVIDIA A100 80GB GPU for MNIST and
CIFAR-10 on a DNN and ResNet-18 respectively. There
is some variance in the average amount of time based on
batch size, but when attacking the entire dataset, smaller
batch sizes always take longer time as the number of total
batches is much larger. CIFAR-10 takes significantly longer
to reconstruct each batch given the more complex model
of ResNet-18 compared to a DNN. For a batch size of 4,
CIFAR-10 takes 422.81 seconds per batch. Iterating across
the entire dataset on a single GPU takes 61.17 days.
4.2. Leakage statistics

For GI we use Inverting Gradients [6], and for LLL we use
LOKI [30]. For Inverting Grads, we use a batch size of 4,
8, and 16 on CIFAR-10 and 8, 16 and 32 on MNIST. For
LOKI, we choose the FC layer size based on the batch size.
We vary this with factors of 1, 2, 4 and 8 on CIFAR-10,
MNIST, and Tiny ImageNet. We use a client batch size of
64 for all datasets, so an FC size factor of 2 would mean
64 · 2 = 128 units in the FC layer.

Table 2a gives the average PSNR and SSIM metrics
(where a higher score indicates greater similarity with
the ground truth) for the reconstructions across the entire
dataset of CIFAR-10 and MNIST from Inverting Gradients.
Increasing the batch size results in a lower PSNR and SSIM
score for both CIFAR-10 and MNIST.

Table 2b reports the number of leaked images for LOKI.
For an FC factor of 4, LOKI leaks 78.93%, 76.61%, and
75.15% of images on the CIFAR-10, MNIST, and Tiny Im-
ageNet datasets. Increasing the FC layer size increases the
model size overhead, but results in a higher leakage rate as
images are more likely to activate different neurons. De-
creasing the size creates a smaller model size overhead but
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results in lower leakage rate.

4.3. Training on leaked data from scratch

We start with a discussion on the models that can be trained
from the leaked data of both GI and LLL attacks. The at-
tacks are applied under the FedSGD setting. We also start
with assuming that all labels are known prior to training —
this is a best case assumption for the downstream training.
For CIFAR-10, we train the centralized models using SGD
with momentum 0.9 and weight decay 0.0001. We use a
batch size of 128 and train for 200 epochs starting with a
initial learning rate of 0.1 and a scheduler that decreases on
plateau. For MNIST, we use SGD without momentum or
weight decay and train for 40 epochs with a LR of 0.01.
For Tiny ImageNet we use Adam with learning rate 0.001
and train for 50 epochs with a batch size of 1024. For feder-
ated learning, we use 400 training rounds for CIFAR-10 and
MNIST and 500 rounds for Tiny ImageNet. Client batch
size of 32, 128, and 256 are used for MNIST, CIFAR-10,
and Tiny ImageNet. The test accuracy is downsampled to
fit on the same axis with centralized training.

Table 3a and Figure 2a show the results for CIFAR-10
for centralized training, federated learning (FedAvg), and
training with leaked data. Centralized training achieves a
94.38% accuracy and federated learning achieves a 72.76%
and 68.71% peak accuracy with 10 and 50 clients respec-
tively. Centralized and FL indeed provide the upper bound
and the lower bound of the accuracy here. Across all at-
tack settings, GI and LLL achieve higher model accuracy
compared to federated learning. The reconstruction qual-
ity of GI is adversely affected by larger batch sizes and in
turn also impacts the final model performance. With a batch
size of 4, 8, and 16, models trained on the leaked data from
GI achieves 90.34%, 86.16%, and 76.83% accuracy. With
even larger batch sizes, it is likely that the model perfor-
mance will drop below federated learning. The performance
of models using LLL data is more stable. Between an FC
layer size of 512 (factor 8) and 64 (factor 1), the accuracy
only drops from 93.16% to 88.86%. This is spite of a large
drop in the number of leaked images from 43788 (87.58%)
to 18242 (36.48%) as shown in Table 2b. This is a subtle
and consequential result — the downstream training task
can still be accomplished despite a big drop in the amount
of data leakage. All prior work had stopped at the stage
of evaluating the proportion of leakage and therefore had
missed out on this insight.

Table 3b and Figure 2b show the results for MNIST. LLL
performs better than the FedAvg baseline in all cases. With
an FC size factor of 8, LOKI achieves a 98.82% test ac-
curacy (nearly the same regardless of the FC size factor),
only 0.07% lower than centralized at 98.89%. GI performs
slightly worse than federated learning, achieving 95.96%,
95.50%, and 94.29% at batch sizes 8, 16, and 32 compared
to 96.17% and 96.18% with 10 and 50 clients in FedAvg.

We believe this is because the noise in the reconstructions
hampers model performance with GI. This affects MNIST
more severely than for CIFAR because the MNIST images
are more sparse and sensitive to noise.

The top-1 validation accuracy for Tiny ImageNet are
given in Table 3c and Figure 2c. The total number of leaked
images hurts LLL more here than in the other two datasets.
Between an FC layer size of 512 (factor 8) and 64 (factor
1), the validation accuracy drops from 46.70% to 35.20%,
an 11.5% drop in performance. Federated learning achieves
37.00% and 35.06% accuracy with 10 and 50 clients respec-
tively. FL with 10 clients has slightly better accuracy than
LLL with an FC size factor of 1. However, any LLL setting
with a larger FC layer achieves higher accuracy than both
settings in federated learning.
4.4. FedAvg with leaked images from LOKI

We explore the impact of leaking images using LLL in Fe-
dAvg when training models. We use 8 local iterations of
mini-batch size 8, a local dataset size of 64, and a learning
rate of 1e-4. Following the LOKI attack [30], CSF= 500
is used to achieve a higher leakage rate and reconstruc-
tion quality. Similar to before, we apply the attack across
batches covering the entire CIFAR-10 training dataset.

Table 4 shows the leakage rate of LOKI in FedAvg com-
pared to FedSGD. Using CSF = 500, the leakage rate of
LOKI in FedAvg is substantially higher than the leakage
rates in the FedSGD setting. Using an FC layer of half the
size, the leakage rate in FedAvg is comparable to that of
FedSGD. For example, LOKI FedAvg factor 1 achieves a
leakage rate of 58.39% compared to LOKI FedSGD factor
2 which achieves a leakage rate of 59.76%.

Table 5 shows the testing accuracy of LOKI FedAvg
for the different FC layer sizes. The test accuracies are
very comparable to the FedSGD settings. However, with
a smaller FC layer size factor, the effect of having a larger
total number of leaked images becomes visible. With FC
factor 1, LOKI FedAvg achieves 91.11% accuracy while
LOKI FedSGD achieves 88.86%.
4.5. Training with semi-supervised learning

In order to train machine learning models in a supervised
fashion, images leaked through LLL need to be labeled.
Previously, we assumed that all labels were known and
matched to the images prior to training, but this is impracti-
cal. Within a LLL batch reconstruction, the order of images
is not preserved. Even if labels were recovered like for GI
attacks, this would result in a set of unmatched ground truth
labels and images. Manual hand labeling is tedious and this
inability to match labels is a weakness of LLL attacks only
when it comes to downstream tasks.

In this experiment, we assume that only a small por-
tion of images are labeled. This setting is similar to
semi-supervised learning (SSL) [25, 31] and we use Co-
Match [14], a semi-supervised algorithm, to train the mod-
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(a) CIFAR-10 (b) MNIST (c) Tiny ImageNet

Figure 2. Training models on (a) CIFAR-10, (b) MNIST, and (c) Tiny ImageNet with leaked data compared to centralized and federated
learning training. Both linear layer leakage and gradient inversion achieve higher accuracy than the federated learning (FedAvg) baseline
for CIFAR-10 in all cases. For MNIST, LLL (LOKI) nearly reaches centralized accuracy while GI performs slightly worse than FL. Top-1
validation accuracy used when training models on Tiny ImageNet. Here, LLL performs better with a FC layer size factor of 2 or higher.

Num. clients /
Batch size /
FC factor

Test
accuracy

Centralized - 94.38

FedAvg 10 72.76
50 68.71

Gradient inversion
(Inverting grads [6])

4 90.34
8 86.16
16 76.83

Linear layer leakage
(LOKI [30])

8 93.16

4 92.94
2 91.90
1 88.86

(a) CIFAR-10

Num. clients /
Batch size /
FC factor

Test
accuracy

Centralized - 98.89

FedAvg 10 96.17
50 96.18

Gradient inversion
(Inverting grads [6])

8 95.96
16 95.50
32 94.29

Linear layer leakage
(LOKI [30])

8 98.82

4 98.70
2 98.72
1 98.46

(b) MNIST

Num. clients /
FC factor

Validation
accuracy

Centralized - 48.55

FedAvg 10 37.00
50 35.06

Linear layer leakage
(LOKI [30])

8 46.70

4 45.09
2 41.15
1 35.20

(c) Tiny ImageNet

Table 3. (a) CIFAR-10 and (b) MNIST test accuracy, (c) Tiny ImageNet top-1 validation accuracy trained from scratch with leaked data.
CIFAR-10 and Tiny ImageNet are trained with a ResNet-18 and MNIST is trained with a DNN. For the two attacks (gradient inversion and
linear layer leakage), training happens with leaked data. Second column indicates the number of clients in federated learning (FedAvg),
the batch size for the gradient inversion attack, and the fully-connected layer size factor for linear layer leakage. Best accuracy is used for
FedAvg and final accuracy for all other settings.

FC size
factor

LOKI
FedSGD

LOKI
FedAvg

8 87.58 (43788) 92.19 (46097)

4 78.93 (39464) 85.98 (42989)

2 59.76 (29882) 75.29 (37645)

1 36.48 (18242) 58.39 (29196)

Table 4. Leakage rate% (leaked images) of LOKI in FedSGD and
FedAvg on CIFAR-10 for several FC layer sizes. FedAvg with half
the FC layer size has comparable leakage rate to FedSGD.

FC factor FedSGD
accuracy

FedAvg
accuracy

Linear layer
leakage (LOKI [30])

8 93.16 93.31

4 92.94 92.88
2 91.90 92.35

1 88.86 91.11

Table 5. CIFAR-10 test accuracy with LOKI FedAvg.

els. We use a WideResNet-28-2 [27] and train for 450
epochs on CIFAR-10. Figure 3a fixes the number of known
labels to be 40 and shows the test accuracy curve with dif-
ferent fully connected layer sizes. We note that when there
is only a small proportion of leaked data, this leads to a
pronounced decrease in performance in SSL. LOKI with an
FC factor of 1 (with 36.48% leakage rate) illustrates this,
as it only achieves 78.31% max accuracy compared to the
CIFAR-10 40 label baseline of 92.18%. With a factor of
2, the accuracy improves and jumps to 88.91% as the leak-

age rate also substantially increases to 59.76%. With fac-
tors 4 and 8 (78.93% and 87.58% leakage rate), the accu-
racy is very close to the baseline at 91.18% and 91.84% re-
spectively. Figure 3b shows the test accuracy plot of LOKI
size factor 4 with the number of known labels being 20, 40,
and 250. With 20 and 250 labels, LOKI factor 4 achieves
86.69% and 91.65% peak accuracy. We note that there is a
greater variability in accuracy with a smaller number of la-
bels, a trend consistent with other SSLmethods [14, 25, 31].

4.6. Starting training from federated models

While the previous experiments worked with leaked data
from all batches in the dataset, such large amounts of leaked
data may not always be available. For example, LLL attacks
may affect model performance due to manipulation of the
model parameters and/or architecture. In later rounds when
model performance is high, this may be easier to detect.
Similarly, GI attacks such as Inverting Gradients [6] have
better reconstruction quality with an untrained network. In
both cases, it is possible that the attack is only applied dur-
ing a few initial rounds of training and only a small portion
of data is leaked. Training from scratch with a small portion
of leaked data does not achieve good model performance
alone, so instead, we can initialize from the fully trained FL
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(a) Varying leakage rate

(b) Varying number of labels

Figure 3. Semi-supervised learning using CoMatch on CIFAR-10
with a WideResNet with (a) a varying FC size and leakage rate
(LR) for LOKI and the known labels fixed at 40 and (b) a fixed
number of leaked images and 20, 40, and 250 known labels.

Figure 4. FL model trained with 50 clients as start point for train-
ing with leaked LLL data. Highlighted area indicates improvement
above the FL model and training on the leaked data alone.

model and then train it centrally using the leaked data.
We use smaller portions of the leaked data from LOKI

FC size factor of 8 for this experiment. With only 5%
(2500) of leaked images in CIFAR-10, a model trained
from scratch can only achieve 61.15% test accuracy. With
2% (1000 images) of data, the model performance drops
to 39.63%. Both cases are below an FL model with 50
clients that achieves a 64.08% final test accuracy. How-
ever, by using the FL model as the initial starting point,
even a small amount of leaked data allows for an increase
in performance. We take the model that has been trained
using FL and then additionally train that model centrally.
Using only 2% and 5% of the leaked data, the models
are able to achieve 68.25% and 74.25% final testing ac-

PSNR % imgs
kept

Test
accuracy

> 20 15.88 70.04
> 18 27.59 71.52
> 16 40.78 73.73
> 14 60.22 75.48
> 12 84.42 76.16

(a) PSNR above threshold

PSNR % imgs
kept

Test
accuracy

< 20 84.12 73.03
< 18 72.41 67.09
< 16 59.22 63.71
< 14 39.78 58.29
< 12 15.58 45.05

(b) PSNR below threshold
Table 6. Training models using CIFAR-10 leaked data from in-
verting gradients batch size 16. Only the reconstructions with a
PSNR (a) above and (b) below the threshold are used in training.

curacy, a 28.62% and 13.10% improvement from starting
from scratch. Figure 4 shows the improvement in test accu-
racy achieved by using the trained FLmodel as initialization
instead of starting from scratch. The improvement is espe-
cially noticeable with small percentages of leaked data.
4.7. Quality of data reconstruction

Quality of reconstruction is an important concern for GI at-
tacks. As the batch size continues to increase, the recon-
struction quality decreases. Table 2a also shows this rela-
tionship. From the previous experiments, we also see a neg-
ative relationship between the increasing batch size and the
usefulness of the leaked data in downstream model training.

Here, we explore whether poor quality reconstructions
are still useful for training models. Using the CIFAR-10
leaked dataset created using Inverting Gradients on a batch
size of 16, we first sort the reconstructions by their PSNR
value. Our first set of experiments removes the worst im-
ages from training. Table 6a shows the percent of images
above the PSNR threshold and the final test accuracy when
trained on that data. Compared to the baseline accuracy of
76.83% achieved by using the entire leaked dataset, even
removing the worst images with a PSNR < 12 from the
training set results in a small but non-zero performance loss.
Then we take a different look at this question by now train-
ing on the worst images. Table 6b shows the test accuracy of
models trained on all images below a PSNR threshold. Even
when training on the lowest quality images with a PSNR
< 12, the model achieves a 45.05% final testing accuracy,
significantly worse than the baseline, but much above zero.

From the previous results, we see that even leaked data
with a low reconstruction quality is still useful to the model
training process. This message is a new insight — all prior
works when calculating the leak rate do not count poorly
reconstructed images. We additionally include results us-
ing SSIM in the supplementary section. Visual examples
of poor quality reconstructions used to train the models are
also included in the supplement.
4.8. Observations on reconstruction quality trends

We additionally note a few trends manually observed when
going through the GI batch reconstructions of CIFAR-10.

While some reconstructions have very low quality, only
images of the same label will be swapped within the batch
during label matching. This is a desirable property for train-
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Figure 5. Reconstructions on CIFAR-10 from Inverting Gradients
batch size 8. Ground truth images are on top and reconstructions
are on the bottom. All labels in the batch are different and recon-
structed images are high quality.

Figure 6. Reconstructions on CIFAR-10 from Inverting Gradients
batch size 8. Duplicate labels exist between images 0, 4, 7 and
images 2, 3. Reconstruction 3 contains parts of the content from
both images 2 and 3. Reconstructions 0, 4, and 7 appear almost as
noise. However, the other images still have reasonable quality.

ing on leaked data. As long as the set of labels is leaked
correctly, the optimization process will match images to a
correct label. So even though the image quality is poor (and
can be entirely unrecognizable), since the label is correctly
matched, such an image still does help in the training (this
buttresses the message from Tables 6a and 6b). Naturally,
as the PSNR goes down, the image helps less and less.

We also note that when all labels are different within a
batch, the reconstruction quality of the entire batch of im-
ages is almost always good. An example on CIFAR-10 is
shown in Figure 5. Usually when the reconstructions are
poor, it occurs between groups of images in the same batch
that belong to the same class. Poor reconstructions can ap-
pear as almost entirely noise, but occasionally images can
have visible pieces of each image from the same class in the
batch stitched together. The example batch in Figure 6 de-
picts these properties of poorly reconstructed images. As a
side note, we observe that a batch may have a mix of well re-
constructed and poorly reconstructed images. We also note
that the reverse mapping of the same label images to poor
reconstructions is not true — having duplicate labels does
not always imply that the reconstructions will be bad.

5. Discussion

As a main goal of our work, we have explored the effect
of leaked data through today’s leading data reconstruction
attacks on downstream model training. Our main message
is that it is important to also consider the use of data be-
yond reconstruction quality and image similarity. It is im-
portant to consider how far these leaked samples help in a
downstream training task. From the experiments, we have
seen that current reconstruction attacks are powerful, but
still lack in several critical areas. For gradient inversion
attacks, the reconstruction quality does pose an issue for

training models. Another impediment to practical use of
this attack type is the time and computational cost.

Linear layer leakage attacks do not suffer from recon-
struction quality issues and are much lighter weight com-
putationally, but still suffer from other challenges. While
LOKI has increased the efficiency of the FC layer leakage
in FedAvg, there is still room for improvement (especially
in FedSGD). As shown in [29], the model size overhead
added by these attacks can be very large, especially if se-
cure aggregation is used. Furthermore, the lack of labels
poses a large challenge in training models on the data. With
a small dataset like CIFAR-10, hand labeling 40 images is
not too challenging. However, larger datasets will require
more total labels. For example, SimMatch with 1% of la-
bels on ImageNet can achieve 67.2% top-1 accuracy [31].
However, even 1% of the total images in ImageNet-1k is
12,812 images. Even if the images were leaked, hand la-
beling would be extremely hard. Furthermore, we see from
Figure 3a that having less total data and fewer labels results
in an even steeper decrease in performance.

While not discussed previously, there are many other as-
pects that affect data reconstruction attacks when consider-
ing training models. For example, how does the non-IID as-
pect of client data affect reconstruction? Other relevant set-
tings of federated learning such as asynchronous federated
learning, client selection, and differential privacy can also
affect the final leaked dataset. Centralized training also al-
lows for more complex and larger models without the com-
munication or computational restrictions of clients in feder-
ated learning. These topics can be explored in future work.

6. Conclusion

We examine data reconstruction attacks through the lens
of training models on the leaked data. While highlighting
how the weaknesses of gradient inversion in terms of re-
construction quality affect downstream model training, we
also show that even poorly reconstructed images are useful
for training. We also discuss how the label matching prob-
lem for linear layer leakage can be mitigated through semi-
supervised learning. Under ideal conditions, we demon-
strate that leaked data from both gradient inversion and lin-
ear layer leakage attacks are able to train powerful models
comparable to even a centralized baseline. On CIFAR-10,
gradient inversion and linear layer leakage attacks achieve
90.34% and 93.16% testing accuracy respectively, 17.58%
and 20.40% higher than federated learning and only 4.04%
and 1.22% lower compared to centralized training.
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