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Abstract
Leaf Wetness Duration (LWD), the time that water remains
on leaf surfaces, is crucial in the development of plant dis-
eases. Existing LWD detection lacks standardized measure-
ment techniques, and variations across different plant char-
acteristics limit its effectiveness. Prior research proposes di-
verse approaches, but they fail to measure real natural leaves
directly and lack resilience in various environmental condi-
tions. This reduces the precision and robustness, revealing a
notable practical application and effectiveness gap in real-
world agricultural settings. This paper presents Hydra, an
innovative approach that integrates millimeter-wave (mm-
Wave) radar with camera technology to detect leaf wetness
by determining if there is water on the leaf. We can mea-
sure the time to determine the LWD based on this detection.
Firstly, we design a Convolutional Neural Network (CNN)
to selectively fuse multiple mm-Wave depth images with an
RGB image to generate multiple feature images. Then, we
develop a transformer-based encoder to capture the inherent
connection among the multiple feature images to generate a
feature map, which is further fed to a classifier for detection.
Moreover, we augment the dataset during training to gener-
alize our model. Implemented using a frequency-modulated
continuous-wave (FMCW) radar within the 76 to 81 GHz
band, Hydra’s performance is meticulously evaluated on
plants, demonstrating the potential to classify leaf wetness
with up to 96% accuracy across varying scenarios. Deploying
Hydra in the farm, including rainy, dawn, or poorly light
nights, it still achieves an accuracy rate of around 90%.

CCS Concepts
• Computer systems organization → Sensors and actu-
ators; • Applied computing→ Agriculture.
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1 Introduction
Agriculture plays a crucial role in the global economy, con-
tributing 4% to the worldwide GDP and over 25% in some de-
veloping countries [48]. However, plant disease’s increasing
frequency and severity threaten productivity, food security,
and biodiversity, particularly in vulnerable regions [43, 51].
One critical factor influencing plant disease spread is leaf
wetness, which is water on leaf surfaces, occurs due to dew,
precipitation, fog, or irrigation and signifies [33, 50]. The
duration of the leaf wetness is an essential factor for the
growth of pathogens such as Venturia inaequalis [20, 53].
Thus, accurate LWD detection is vital for effective disease
control [41]. Numerous agricultural studies have demon-
strated that accurate LWD sensing can help protect yields
across various crops, such as strawberries [30], grapes [14],
and lettuce [56].
Therefore, researchers have introduced different modali-

ties to enhance the performance of the LWD detection sys-
tem [9, 10, 13, 34, 49]. Nevertheless, existing systems face
inherent limitations:
Wetness detection on real leaf: The Leaf Wetness Sen-
sor (LWS) employs synthetic leaves [13, 34, 49], which vary
from actual leaves in size, shape, and material, leading to a
detection error of up to 30 minutes, as detailed in Section 6.1.
Environment Resilience: The real environment, dynamic
and complex nature due to varying light, wind, and plant
diversity, can significantly affect existing detection methods.
For instance, RGB imaging techniques [9] are highly sensitive
to lighting conditions, and mm-Wave-based approach [10]
struggle with leaf vibrations from the wind. Additionally, the
diverse characteristics of plants, such as shape and size, pose
substantial challenges for deploying sensing systems.
System efficiency: Frequent detection is crucial for accurate
disease management, especially on large farms where wet-
ness changes across many plants must be tracked multiple
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Figure 1: Leaf Wetness detection with Hydra.
times per hour. This demand for frequent sensing highlights
the need for system efficiency to ensure that more plants can
be monitored regularly. However, compared to traditional
cameras and sensors, the mm-Wave-based approach takes
longer to create an RF image by scanning plants [10]. There-
fore, improving system efficiency is essential to maintain
high accuracy in disease management.

As illustrated in Table 1, previous works either fail to oper-
ate on real leaves [13, 34, 49] effectively or lack efficiency [10].
They are also sensitive to environmental changes, resulting
in inconsistent performance [9, 10].

This paper introducesHydra, as shown in Figure 1, a multi-
modal system combining RGB camera and mm-Wave radar
to detect whether the leaf status is wet or dry, achieving high
accuracy and efficiency in leaf wetness detection. The basic
observation is that RGB camera and mm-Wave radar are two
orthogonal channels. RGB images are not sensitive to leaf
vibration, and mm-Wave radar is resilient to various light
conditions. Cameras and mm-Wave radar generate imaging,
which is the input of a Deep Neural Network (DNN) based
fusion model. It includes some layers to enhance its system
resilience without model retraining. To our knowledge, Hy-
dra is the pioneering system to combine RGB and mm-Wave
modalities for leaf sensing. It excels over previous systems in
its environmental robustness, high efficiency, and capability
for deployment on real leaves.
However, several challenges must be addressed in devel-

oping Hydra:
i) How to fusion the mm-Wave and Camera image: We
apply an FMCW chirp, sensitive to varying distances from
the mm-Wave radar, to image the plant. This technique pro-
duces multiple 2D images representing the plant’s cross-
sections at different depths, indicating the distance from the
cross-sections to the radar. Meanwhile, RGB cameras gener-
ate a singular image that captures surface details influenced

Table 1: Comparison Methods for Detecting LWD

Methods Real System Environment
Leaf Efficiency Resilience

LWS [13, 34, 49] No Yes No
Infrared/RGB cameras [9] Yes Yes No

mm-Wave radar [10] Yes No No
Hydra Yes Yes Yes

by lighting conditions. Developing a method that effectively
combines a mm-Wave image at a certain depth with the
high-resolution surface detail from RGB images is crucial for
creating a comprehensive view of plant wetness. However,
due to the different ways of representing leaf spatial informa-
tion, it is challenging to fuse mm-Wave and camera to utilize
their orthogonal information. To address this challenge, we
design a single-depth modality fusion and feature extraction
method that takes multiple mm-Wave images at different
depths and an RGB image as inputs. Specifically, for each
depth, we selectively mask the mm-Wave image at that depth
with the RGB image to generate a fusion depth image. Then,
we design a CNN model to extract multiple features from
these fusion depth images at different depths.
ii) How to combine the fusion features at a 3D level: In-
tegrating the fusion features at different depths necessitates
the development of a robust 3D classification model capable
of accurately interpreting complex, multi-dimensional infor-
mation. However, since the 3D structure of various crops is
usually complex and challenging to model, finding a way to
connect the features at different depths as a representative
feature map is not trivial. To solve this problem, we develop
a transformer-based feature encoder, which treats the fusion
features at different depths as a serial sequence and automat-
ically finds the inherent 3D domain connection among them
to generate an informative feature map.
iii) How to increase the system efficiency of the mm-
Wave imaging and keep the high accuracy: mm-Wave
technology produces high-resolution images through its
short wavelength and SAR technique, proving essential for
detailed observations. However, the scanning period signif-
icantly degrades the system efficiency. Enhancing system
efficiency while preserving high-resolution imaging in mm-
Wave technology is complex due to the compromise between
synthetic aperture size and detail accuracy. Finding ways to
boost efficiency without sacrificing the quality of leaf wet-
ness detection remains a significant challenge. To tackle this
challenge, we observe that our two-modality fusion enhances
the feature domain, allowing us to shrink mm-Wave Radar’s
Field-of-View (FoV). We design an adaptive FoV adjustment
method to balance the system’s efficiency and accuracy.
iv)How to adapt the system in different scenarios: In
real-world conditions, plants are subjected to constantly
changing environments that can significantly impact the
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performance of leaf wetness detection. Therefore, it is imper-
ative to enhance Hydra’s robustness, ensuring it can accu-
rately detect and analyze leaf wetness under a wide range of
environmental conditions. This adaptation involves creating
algorithms resilient to light, temperature, and movement
changes, ensuring reliable detection across diverse agricul-
tural settings. Addressing these challenges is vital for advanc-
ing precision agriculture and contributing to more effective
plant disease management and crop production strategies.
To address this challenge, we augment the datasets used for
model training. Specifically, we include different lighting
conditions for camera images. For mm-Wave radar, we man-
ually generate diverse leaf vibration patterns with a fan for
different leaf types, sizes, gestures, etc.

We implement Hydra with commercial off-the-shelf hard-
ware components. By applying our model to various plants
in different environmental scenarios, we have successfully
trained a deep-learning model notable for its accuracy and
robustness. Extensive testing demonstrates that Hydra at-
tains an outstanding accuracy rate of 96.63% under indoor
conditions with simulated scenarios and maintains a per-
formance level of about 90% in the farm, including rainy
conditions, dawn, and poorly nighttime settings. Moreover,
Hydra exhibits exceptional performance by reducing the er-
ror margin in LWD detection to approximately 2 minutes,
markedly outperforming previous systems.
The contributions of this paper can be summarized as

follows:
• To our knowledge, Hydra is the first contactless, multi-
modality sensing system designed explicitly for LWD
detection. It can directly scan plant surfaces for accu-
rate, robust, and efficient wetness identification.

• Wehave incorporated novelmulti-modality techniques,
leveraging the synergistic capabilities of mm-Wave
imaging and camera image that allow for an advanced
data fusion, significantly mitigating the challenges of
aligning disparate dimensional data.

• We improved the SAR system’s efficiency by 25%, en-
abling precise leaf wetness detection. Combined with
RGB imaging, this enhancement allows for accurate
assessments within a limited field of view and using a
smaller synthetic aperture. This optimization notably
enhances the system’s ability to measure moisture lev-
els accurately.

• The system demonstrates robust performance in com-
plex outdoor scenarios, maintaining high efficiency
even when specific modalities may not function op-
timally. When our model is applied to the farm, it
achieves around 90% accuracy, showcasing its adapt-
ability and effectiveness in varied environmental set-
tings.

(a) LWS Error Scenario (b) LWS Performance

Figure 2: LWS Anlaysis. Leaf wetness error scenario
demonstrating the inaccuracy of LWS [13].

2 Preliminary and Motivation
In this section, we introduce the definition of Leaf Wetness
and Leaf Wetness Duration and review prior efforts in LWD.
We beginwith the existing LWS and the RGB camera solution.
We then discuss approaches that utilize mm-Wave radar and
outline the motivation behind our research.

2.1 Definition of Leaf Wetness
Leaf Wetness Duration is the period during which a leaf
remains wet. Accurately detecting LWD is crucial for un-
derstanding and managing plant diseases [41]. A vital part
of determining LWD is accurately identifying Leaf Wet-
ness, which refers to the presence of water on a leaf’s sur-
face [33, 50]. This condition can be classified into two states:
dry or wet. In our study, we obtain the ground-truth leaf
wetness using a moisture meter specified in Section 5.3. We
calibrate the meter in a dry, ventilated indoor environment
to establish a baseline threshold. If the moisture reading ex-
ceeds this threshold, the leaf is considered wet. Otherwise,
the leaf is dry.

2.2 Leaf Wetness Sensor
The Leaf Wetness Sensor [13, 34, 49] mimics the leaf’s shape
and positioning to simulate the real leaf status. Within this
domain, LWSs are categorized into resistive, using hydrophilic
to detect wetness through resistance changes [49], and ca-
pacitive types, leveraging dielectric material coatingxs to
detect wetness via capacitance shifts, based on the differing
dielectric constants of water and air [13]. The Bio-Mimetic
LWS [34] uses the capacitive LWS to simulate the surface
and texture of leaves to detect LWD more accurately. These
LWSs can represent the change of the free water on the leaf.
However, a major issue with these sensors is that they do
not directly measure the wetness of actual leaves, so they
may not precisely show the result.
We conduct an experiment using two different Capaci-

tive LWS [13] placed at various locations on the plant to
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Table 2: Camera Performance in Different Lighting

Lighting Condition Normal Light Dawn Evening

Camera Accuracy 90.42% 72.73% 68.97%

detect changes in wetness. We record the wetness level by
normalizing the LWS readings to a 0-100 scale, in which 0
represents complete dryness and 100 represents saturated
wetness. The ground truth detection is based on the wetness
meter described in Section 5.3. We record and normalize the
wetness meter readings to a 0-100 scale. Our observation in
Figure 2a indicates that the sensors typically weigh more
than actual leaves, causing them to slide more easily and
leading to quicker water runoff than real leaves. Addition-
ally, in specific scenarios, the sensor’s edge texture may trap
water, preventing evaporation and resulting in prolonged
wetness duration compared to natural leaf surfaces. We con-
duct an empirical study to illustrate the difference in wetness
level between the ground truth and LWSs in the same envi-
ronment. The analysis in Figure 2b reveals that the sensors
varying placements on the plant lead to inconsistent results,
significantly deviating from the established ground truth.
This limitation underscores the need for higher fidelity in
LWD detection and contributes to more precise and reliable
agricultural monitoring systems.

2.3 RGB Camera Recognition
Exploring LWD through RGB cameras offers clear distinc-
tions between dry and wet leaves, with obvious features
with drops on the leaf that can be effectively detected with
DNN under ideal lighting conditions [35]. However, the
accuracy significantly drops in agriculture, where lighting
varies—during dawn, night, or cloudy days. The performance
of only a camera for detection across various lighting condi-
tions decreased. We empirically study the influence of light
conditions on RGB image-based detection. We are using
ResNet-18 [16] to classify if the leaf is dry or wet with the
RGB image. The results are summarized in Table 2. The re-
sult in normal light is around 90%, but when the lighting
condition degrades, it drops to 70%. Also, RGB cameras rely
on reflected light, limiting their ability to detect conditions
behind or beneath overlapping leaves. They cannot penetrate
the plant’s canopy to reveal hidden wetness.

2.4 mm-Wave-based Sensing
mm-Wave, operating at the higher frequencies of the electro-
magnetic spectrum, leverages the advantage of large band-
width at shorter distances [55]. This characteristic limits pen-
etration and propagation depth in underwater environments,
as high-frequency electromagnetic (EM) signals have limited
penetration depth [37]. Conversely, this limitation benefits

Table 3: SAR Image Performance in different scenario.

Wind Condition No Wind Moderated Wind

SAR Image Accuracy 90.85% 70.43%

surface texture applications [26]. The precision and sensi-
tivity afforded by mm-Wave technology, mainly through
the dramatic drop of the reflection, enable the detection of
minute wetness variations on leaf surfaces.
Synthetic Aperture Radar (SAR) is widely used in radar

applications for its ability to produce high-resolution images
by simulating a large aperture through the relative motion
between the radar and the target. A recent study demon-
strated the use of SAR in enhancing imaging resolution and
environmental perception for autonomous systems in real-
time conditions [61]. The increased aperture size allows SAR
to capture fine-grained images, revealing intricate details
that improve leaf wetness detection and enable precise mon-
itoring and accurate identification of leaf status. Using the
FMCW chirp, mm-Wave radar is sensitive to the distance
between the radar and the target. SAR can image targets at
different depths, providing cross-sectional information at
varying distances from the radar.

From the methodology described by [58], we use a testbed
incorporating the mm-Wave to apply the SAR technique
imaging a potted plant, capturing the reflected signals from
the leaves. This approach detects leaf wetness by directly
targeting the plant, offering a sensitive solution that avoids
mere sampling. In our adaptation of [10], we position a sta-
tionary plant approximately 200 mm from the radar, monitor-
ing the transition from wet to dry conditions. Observations
are recorded at 20-minute intervals, with the plant reaching
complete dryness after 80 minutes. Figure 3a illustrates an
example of a SAR imaging result in 230mm depth, a cross-
section of a plant 230 mm away from the radar. The image
features an area highlighted in yellow, encircled by a red
rectangle, designating the leaf surface information detected
by the radar. The irregular shape of plants makes it difficult
to identify the specific part of the plant depicted in an im-
age and to detect features related to wetness. The analysis
shown in Figure 3b suggests that within a depth range of
200-340mm, the leaf surface area reflection signals from the
plant increase as it dries. This observation highlights the
potential of using reflection intensity as a feature of plant
dryness, offering insights into plants’ wetness content.
Current methods have notable limitations, especially in

terms of their robustness. The accuracy predominantly de-
pends on analyzing data from a constrained depth range,
which inadequately addresses leaf wetness and plant health
comprehensively. Apart from that, the environment poses
a significant challenge for mm-Wave imaging. We use the
ResNet-18 model to classify the SAR image between dry and
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Figure 3: Example of SAR imaging results and the sig-
nal reflection change as the leaf dries.

wet. The results in Table 3 show that wind significantly im-
pacts SAR imaging accuracy. In conditions with no wind,
the accuracy can reach 90%, but with moderate wind, the
precision drastically drops to 70%. This finding highlights
the challenges of SAR imaging in windy conditions.

2.5 Motivation
We have observed that no existing single-modality leaf wet-
ness sensing techniques can achieve high accuracy under
various environmental conditions. This motivates us to con-
sider a multi-modality solution to enable high-accuracy leaf
wetness sensing with strong environmental resilience while
keeping system efficiency as high as possible.

3 System Overview
We present Hydra, an advanced multi-modal leaf wetness
detection system.Hydra integrates mm-Wave and RGB imag-
ing to facilitate water on the leaf wetness detection across
various plant species. Then, we use the detection result to
calculate LWD to help with disease control. Its precise and
durable system architecture, shown in Figure 4, consists of
the main components: SAR Imaging System, Single-Depth
Feature Extraction, Multi-Depth Feature Detection, Model
Training and Data Enhancement.

SAR Imaging System. In this module, we design the
SAR imaging system that transmits mm-Wave signals and
senses the target plants from various depths. Our approach
leverages the foundational design principles outlined in [10]
to optimize efficiency by incorporating an RGB camera.
Single-Depth Feature Extraction. In this module, Hy-

dra system introduces a groundbreaking fusion method that
integrates data from mm-Wave radar images captured in
a certain depth with RGB camera images containing sur-
face information. By merging these diverse modalities with
different ways of representing leaf spatial information, we
generate a comprehensive input set that enhances the accu-
racy of subsequent detection processes.

Multi-Depth Feature Detection. In this module, our
approach employs an innovative fusion method that consoli-
dates data across multiple depths for the final classification
outcome. This strategy develops a thorough insight into the
plant’s characteristics, culminating in a holistic understand-
ing that informs the overall result.
Model Training and Data Enhancement. This mod-

ule covers our strategies for assessing and improving the
model’s performance under various environmental condi-
tions, aimed at increasing its robustness and versatility for
complex agricultural scenarios.

4 Hydra Design
This section explores the methodologies behind Hydra, be-
ginning with an overview of SAR imaging techniques and
proceeding to the extraction of single-depth features. It then
delves into the detection of leaf wetness using multi-depth
feature analysis. Finally, we discuss the model training pro-
tocols and data enhancement strategies employed.

4.1 Variable Scan Distance SAR Imaging
In this section, we develop our imaging system based on
SAR technology. This system emits signals at regular inter-
vals to capture images of relatively stationary targets. One
key strength of SAR technology is its ability to increase the
aperture size effectively. With the combination of FMCW
and SAR, imaging technology has the advantages of being
lightweight and low-cost and is widely used in near-field
imaging scenarios [31, 45, 57, 58].

For the FMCW signal, the instantaneous frequency can be
expressed as a linear function as

𝑚(𝑡) = cos[2𝜋 (𝑓0𝑡 + 0.5𝐾𝑡2)] (1)

where 𝑓0 represents the carrier frequency at the initial time
𝑡 = 0, and 𝐾 = 𝐵/𝑇 denotes the frequency modulation slope,
derived from the sweep bandwidth 𝐵 and the chirp duration
𝑇 . Upon receiving the backscattered signal, the radar system
employs a dechirping process that isolates the beat frequency
by mixing the received signal with its in-phase (𝑠𝐼 (𝑡)) and
quadrature (𝑠𝑄 (𝑡)) components. This yields a complex beat
signal expressed as

𝑠 (𝑡) = 𝑠𝐼 (𝑡) − 𝑗𝑠𝑄 (𝑡) = 𝜎𝑒− 𝑗2𝜋 (𝑓0𝜏+𝐾𝜏𝑡−0.5𝐾𝜏
2 ) , (2)

with 𝜏 signifying the round-trip delay of the echo, and 𝜎
encompassing both the target’s reflectivity and amplitude
decay.
For the spatial representation of the received signal, par-

ticularly in the wave number domain, the signal can be sim-
plified as

𝑠 (𝑥 ′, 𝑦𝑇 , 𝑦𝑅, 𝑘) =
∭

𝑝 (𝑥,𝑦, 𝑧)𝑒− 𝑗𝑘𝑅𝑇 𝑒− 𝑗𝑘𝑅𝑅 𝑑𝑥 𝑑𝑦 𝑑𝑧, (3)
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Figure 4: Hydra Overview. Hydra contains three main procedures: Single-Depth Feature Extraction, Multi-Depth
Feature Detection, and classifier. We fuse the multi-modality and extract wetness features in the Single-Depth Fea-
ture Extraction phase. The Multi-Depth Feature Detection stage leverages these features at a 3D level, culminating
in utilizing a leaf wetness classification algorithm to derive the final wetness assessment.

where 𝑅𝑇 and 𝑅𝑅 denote the distances from the transmitter
and receiver to the scatter point, respectively, aligning within
a Cartesian coordinate system where 𝑥 , 𝑦, and 𝑧 axes define
the scanning, vertical, and depth dimensions.
To accurately model the distances 𝑅𝑇 and 𝑅𝑅 about the

transmitter and receiver’s positions, we consider

𝑅𝑇 =
√︁
(𝑥 + (𝑥 ′ + 𝛿𝑇 /2))2 + (𝑦 − 𝑦𝑇 )2 + (𝑧 − 𝑍0)2,

𝑅𝑅 =
√︁
(𝑥 − (𝑥 ′ + 𝛿𝑇 /2))2 + (𝑦 − 𝑦𝑇 )2 + (𝑧 − 𝑍0)2.

(4)

This geometric consideration is vital for the subsequent im-
age reconstruction phase, where the range migration algo-
rithm is adapted for the SAR context. The conversion from
multi-static to a monostatic equivalent involves phase com-
pensation, simplifying the data processing for precise depth-
based imaging as

𝑠̃ (𝑥 ′, 𝑦′) =
∬

𝑝 (𝑥,𝑦)𝑒− 𝑗2𝑘𝑅𝑑𝑥𝑑𝑦, (5)

highlighting the distance 𝑅 to the scatter point and facilitat-
ing the extraction of 2D images from the radar data.

Finally, incorporating Weyl’s representation theorem [54]
enables the approximation of spherical waves through plane
waves, leading to the backscatter data being expressed as

𝑆 (𝑘𝑥 , 𝑘𝑦) = 𝑃 (𝑘𝑥 , 𝑘𝑦)𝑒 𝑗𝑘𝑧𝑍0 , (6)

where the inverse Fourier transform applied to 𝑆 (𝑘𝑥 , 𝑘𝑦)
yields the reconstructed 2D image of the target area to get
the 2D image:

𝑝 (𝑥,𝑦) = 𝐼𝐹𝑇 (𝑘𝑥 ,𝑘𝑦 ,𝑘𝑧 ) [𝑒− 𝑗𝑘𝑧𝑍0𝑆 (𝑘𝑥 , 𝑘𝑦)], (7)

Adjusting the 𝑥 range balances a broader field-of-view and
higher resolution versus a shorter view for enhanced effi-
ciency. This enables flexibility in capturing detailed imagery
or prioritizing rapid scanning based on specific requirements.

4.2 Single-Depth Feature Extraction
Integrating SAR imaging with camera images poses a signif-
icant challenge due to their different ways of representing
leaf spatial information. Enhanced by FMCW chirps, SAR
imaging excels at detecting distance variations, allowing for
the extraction of detailed features at multiple depths. This ca-
pability includes identifying features not visible to the RGB
camera. Conversely, camera imaging relies on light reflec-
tion to capture information, project, and record data based
on light reflected off the scanning plane. This method can
capture details from multiple depth layers within a single
image. This difference complicates the direct integration of
the two image types, as they provide information in distinct
dimensions.

To tackle this challenge, we introduce a novel approach in-
corporating a machine learning layer designed to fuse these
two modalities, as illustrated in Figure 5. We employ the
concept of a mask for dimension alignment, using a certain
depth SAR image to mask the camera image. We’ve adapted
this conventional computer vision masking technique to
spotlight regions of interest. We normalize the SAR image to
a [0, 1] scale, where higher values indicate pixels of greater
relevance. This normalized mask is then applied to the cam-
era image to extract the information from the depth specified
by the SAR image. Moreover, the fusion process preserves
the SAR image’s ability to reveal surface textures through re-
flection rates. We also introduce a dynamic parameter within
the layer to adjust the balance between the SAR and camera
images based on feature correspondence.
Following the data fusion, the feature detection process

becomes significantly more complex. In this context, CNNs
emerge as an invaluable tool for our analysis. CNNs excel
in navigating the complexities of high-dimensional data,
adeptly isolating and enhancing features critical for accurate
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Figure 5: Single-Depth Feature Extraction architecture.

classification. The approach of mimicking the hierarchical
pattern recognition found in the human visual system en-
ables the layered structure to progressively refine inputs,
starting with essential edge detection and advancing to more
complex feature identification [44].
In the concluding phase of our Single-Depth Feature Ex-

traction module, we introduce a Global Average Pooling
(GAP) layer [27]. This layer calculates the spatial mean of
feature maps from the terminal convolutional layer, stream-
lining data complexity while preserving critical feature in-
formation without adding new trainable parameters. The
GAP layer is a structural regularize. It reduces overfitting
by simplifying the architecture and improving the model’s
interpretability. It can enable the application of Class Acti-
vation Mapping (CAM) to produce heatmaps to show the
model’s focus areas. This feature is handy when analyzing
SAR images and the outputs from the multi-modality fusion
module, where direct feature visualization is challenging.
From Figure 6, we can get the example of RGB image, SAR
image in various depths, and CAM. Following the fusion
of multiple modalities, this example shows that the CAM
heatmap reveals the model’s focus on leaf areas vital for
wetness evaluation, corroborated by both the camera and
SAR imagery.
To enhance the model’s receptivity to detailed SAR fea-

tures, we selectively exclude camera data from the fusion
process and focus solely on SAR imaging. We de-emphasized
RGB imagery in training by randomly removing 20% of
the images from the dataset. This approach encourages the
model to develop a deeper understanding of SAR features
and achieve a well-rounded grasp of multi-modal data. By
employing this method, we significantly boosted the model’s
ability to identify subtle wetness cues on leaves.

4.3 Multi-Depth Leaf Wetness Detection
A notable challenge in plant analysis is the complexity of
plant structures. Varying leaf sizes, orientations, and densi-
ties make accurate interpretation difficult. While 3D models
provide a detailed view and can improve the accuracy of the
analysis. We have developed a model by integrating and
classifying data across multiple depths, enabling practical 3D

Figure 6: Example of Class Activation Mapping Result.

analysis shown in Figure 7. We first introduce depth-aware
positional encoding [11], which is meticulously designed to
incorporate depth positional information into our model and
help spatial positioning across depth dimensions. The math-
ematical underpinning of this layer is expressed through the
positional encoding formula:

𝑃𝐸 (𝑑𝑒𝑝𝑡ℎ, 𝑖) =

sin

(
𝑑𝑒𝑝𝑡ℎ

100002𝑖/𝑑𝑚𝑜𝑑𝑒𝑙

)
for even 𝑖

cos
(

𝑑𝑒𝑝𝑡ℎ

100002(𝑖−1)/𝑑𝑚𝑜𝑑𝑒𝑙

)
for odd 𝑖

(8)

Here, 𝑑𝑒𝑝𝑡ℎ signifies the position within the depth se-
quence, 𝑖 represents the dimension within the feature space,
and 𝑑𝑚𝑜𝑑𝑒𝑙 indicates the feature space dimensionality. Then,
we implement a multi-head attention mechanism reminis-
cent of those in cutting-edge Large Language Models (LLMs),
which endows our transformer encoder with exceptional
contextual awareness [2–4]. This feature supports compre-
hensive analysis throughout the plant by merging data from
various depths, offering a detailed and precise assessment
of leaf. The multi-head attention mechanism concurrently
focuses on multiple depth-related aspects to pinpoint subtle
moisture shifts. Integrating depth-aware positional encoding
and multi-head attention mechanism improves our model’s
precision in leaf wetness detection by addressing the com-
plexities of spatial analysis and positional data synthesis.

4.4 Model Training and Data Enhancement
Training the model for leaf wetness detection involves a
meticulously designed process to accurately classify leaves’
wetness and dryness states. The foundation of our model’s
training regimen is based on utilizing binary cross-entropy as
the loss function. This decision is based on the effectiveness
of binary cross-entropy for binary classification tasks, which
makes it especially apt for differentiating between the binary
states of leaf surface conditions. The loss function can be
shown as

𝐿(𝑦,𝑦) = − 1
𝑁

𝑁∑︁
𝑖=1

[𝑦𝑖 log(𝑦𝑖 ) + (1 − 𝑦𝑖 ) log(1 − 𝑦𝑖 )], (9)
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Figure 7: The Multi-Depth leaf wetness Detection mod-
ule’s architecture.

where 𝐿 is the loss, 𝑁 is the number of observations, 𝑦𝑖
represents the actual label for the 𝑖𝑡ℎ observation, and 𝑦𝑖
denotes the predicted probability of the leaf being wet. Our
model’s training begins with the pretraining phase of the Sin-
gle Depth Fusion Module, an essential element for accurately
detecting leaf wetness across varying depths. We will apply
Section 4.3 with the extracted feature to combine the feature
analysis and produce the final classification results. More-
over, we introduce simulations of breeze-induced motion, a
condition under which SAR imaging may not faithfully cap-
ture the scene. We train our model to recognize and adjust
to such anomalies. This holistic data augmentation strategy,
addressing multiple real-world scenarios, significantly en-
hances themodel’s resilience and relevance to environmental
conditions.

5 Implementation
5.1 System Implementation
We developed a prototype of Hydra1 As shown in Figure 8,
the SAR Imaging system features a two-axis mechanical scan-
ner designed to enable high-speed acquisition. The scanner’s
design parameters are finely tuned for optimal plant analy-
sis. It has a horizontal traversal capacity of 150 mm and a
vertical range of 100 mm, aligning with the expected syn-
thesis aperture size and the dimensions of our target plant.
The radar on the scanning mechanism is a Texas Instru-
ments (TI) IWR1642 [47], operating within the 77 to 81 GHz
frequency range. This radar unit is essential for capturing
the raw mmWave signals reflected from the targets under
study. Complementing the radar, a DCA 1000EVM [21] is em-
ployed for initial signal collection and processing, setting the
stage for detailed imaging analysis. In addition to the SAR
Imaging system, our prototype includes a camera imaging
component, leveraging an Azure Kinect camera [32], which
is placed at the center of the scanning area. This camera cap-
tures reflections in the visible light spectrum, thus providing
a multimodal imaging perspective. Integrating camera imag-
ing with mmWave radar-based SAR imaging offers a holistic
1The source design are available at https://github.com/liuyime2/MobiCom24-
Hydra.

view of the target, significantly enhancing the analysis’s
depth and accuracy. In evaluating the precision performance
of our models, we’ve adopted the rigorous approach of apply-
ing 5-fold cross-validation, iterated ten times across different
datasets. This method is crucial for reducing the potential
variability and bias that might arise from the dataset’s di-
versity, ensuring that our performance metrics accurately
reflect the model’s capability under various conditions.

5.2 System Preparation
Data Calibration. In the system design outlined in Section
4.2, the successful fusion of SAR and RGB camera images
hinges on aligning their FoV precisely. This alignment is
crucial for integrating these images effectively in subsequent
training processes. Given the complexity of the match-up,
calibration between SAR imaging and camera imaging sys-
tems becomes a significant task. To address this problem,
we employ a novel calibration strategy using a stable, depth-
consistent object: the scissor. This object is chosen because
it can remain at a fixed depth, making it an ideal calibration
target. The calibration process is illustrated with the SAR
imaging results of the scissor displayed in Figure 9. We pre-
cisely match the RGB camera image, highlighted by the red
block in Figure 9b.
Feature Extractor. In Section 4.2, we detail a sophisticated
feature extractor developed to process complex inputs com-
prising camera and SAR images, laying the groundwork for
the subsequent Multi-Depth Leaf Wetness Detection mod-
ule introduced in Section 4.3. We have explored the utility
of pre-trained CNN models, utilizing a benchmark dataset
ImageNet [7], renowned for its extensive range of image
classes tailored for classification tasks. Our investigation
encompasses leading models like ResNet [16], VGG [42],
DenseNet [19], and InceptionV3 [46], each acclaimed for
their architectural innovations and exceptional performance
in image classification challenges. Our comparative analy-
sis, presented in Table 4, reveals that ResNet surpasses its
counterparts in accuracy for our specific application. The
exceptional performance of ResNet is primarily attributed to
its revolutionary architecture. It integrates residual learning
to overcome the vanishing gradient problem [17], a common
challenge in DNN. This design is particularly effective for
processing the complex, high-dimensional data associated
with SAR imaging, thereby enhancing leaf wetness’s feature
extraction and classification process amidst the diverse and
complex plant foliage shapes.

5.3 Data Collection
Ground truth. Without a dedicated sensor to accurately
track changes in LWD, we have adopted a novel approach to
establishing reliable ground truth. We employ a commercial
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(a) mmWave Radar (b) Indoor Setup (c) Outdoor Setup
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Figure 8: Hydra comprises three components: a mmWave radar, a two-axis scan testbed, and an RGB camera.

(a) Camera Image (b) SAR Image

Figure 9: Calibration of the RGB camera and SAR sen-
sorwith the scissor. The red rectangle is the correspond-
ing field of view for the MIMO sensor.

moisture meter from General Tools [12], traditionally used
for measuring wood surface wetness levels. This device op-
erates on the principle of electrical resistance measurement
between two pins, as depicted in the accompanying Figure 10.
Although not initially designed for leaf surface wetness de-
tection, this instrument offers a viable alternative for our
purposes. By gently tapping the moisture meter’s pins onto
the leaf surface, we can observe variations in electrical resis-
tance that correlate with the leaf’s moisture content; higher
water presence increases the readings. This method allows
us to measure the wetness level on the leaf surface directly.
Based on these resistance readings, we can effectively estab-
lish a threshold to differentiate between various leaf dryness
and wetness stages.
Baseline. In our experimental setup, we initially employed
the commercial LWS, specifically the PHYTOS 31 [13], to
monitor leaf wetness. We use the PHYTOS 31 default thresh-
old for the readings to determine whether the leaf is wet or
dry. We faced a significant challenge with the sensor’s metal
components, which enhanced backscatter and potentially
affected the SAR imaging system’s data quality. Addition-
ally, these components obstructed light, creating a barrier
for the RGB camera. To mitigate these issues, we selected an
analogous plant of similar size and placed it within the same
environment as the monitored specimen. To ensure compre-
hensive coverage and accurate assessment of leaf wetness
across the plant, we positioned four different sensors, dis-
tributing them evenly to capture the entirety of the plant’s

Table 4: Comparison Methods for Detecting Wetness

Pre-trained Model SAR Image Acc Camera Acc
DenseNet 87.58% ± 6.10% 83.62% ± 1.97%
VGG-16 85.50% ± 4.31% 82.42% ± 1.83%

InceptionV3 89.96% ± 5.69% 83.16% ± 2.13%
ResNet-18 92.61% ± 3.43% 85.85% ± 1.31%

foliage. Given the inherent variation in baseline dryness re-
sistance across different sensors, we focused on analyzing
the average incremental change in resistance to determine
leaf wetness. This method bypasses the variability of indi-
vidual sensor readings, leveraging the collective data from
multiple sensors to provide a more reliable and consistent
measure of LWD. We also incorporate baseline comparisons
for camera [35] and mmLeaf [10] technologies to ensure a
comprehensive approach to wetness detection. We selected
ResNet-18 as the optimal model for camera-based wetness
detection based on comparisons in Table 4. For the mmLeaf
system, we followed the procedures in [10] to align our scan-
ning and modeling with best practices for wetness detection.
Data Collection. Our indoor experiment involved a six-
month data collection period from five diverse plant types,
focusing on leaf size and orientation variations. During this
period, the plants exhibited different growth patterns, spac-
ing, and distributions, increasing the dataset’s diversity. We
used the same plants in outdoor experiments to assess per-
formance in dynamic environments. Additionally, we con-
ducted in-situ experiments on two fields totaling 3.67 acres,
planted with soybeans and corn, to evaluate Hydra in practi-
cal settings. The experiments were performed under various
scenarios, including different times of the day—early morn-
ing, afternoon, and evening—and diverse weather conditions,
such as sunny, windy, and post-rain environments. The ex-
periment is set up with the plant 200-500 mm away from the
mmWave radar and focusing on two extreme values: com-
pletely dry and saturated wet. This approach maximizes the
range of wetness levels, enabling us to distinguish wetness
features effectively. We compiled a dataset of approximately
674 pairs, including 536 pairs from indoor environments, 46
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(a) Dry Leaf (b) Wet Leaf

Figure 10: Using Moisture Meter for the ground truth
Measurement.

pairs from outdoor environments, and 92 pairs from real
fields with dynamic environments. Additionally, we devel-
oped a dataset for Hydra to evaluate the performance of the
LWD. Hydra monitor plants transitioning from fully satu-
rated to completely dry indoors. We sample the entire drying
process 6 to 12 times. Twenty groups are collected from vary-
ing plants and environmental conditions depending on the
drying time. This diverse collection helped highlight the
differences in wetness features on leaf surfaces. Leveraging
the refined resolution capabilities of mmWave technology,
we captured images at 1 mm depth intervals up to a distance
of 300 mm, ensuring comprehensive coverage of plant infor-
mation. Additionally, to construct a precise timeline of the
drying process, we monitored the changes in leaf wetness
every 10 minutes, establishing a ground truth for drying du-
ration. Our evaluation also encompasses outdoor scenarios,
covering sunny and windy conditions with temperatures
between 10-17 Celsius degrees, spanning from morning to
night, to consider the potential for dew formation. Given
Hydra’s limitation of not operating in the rain, we simulated
rainy conditions for the plant alone to assess the system’s
adaptability and performance under varied environmental
influences.

6 EVALUATION
This section details the performance evaluation of Hydra
through comprehensive over-the-air experiments, showcas-
ing its capabilities in real-world scenarios.

6.1 Overall Performance
In our evaluation of Hydra, we focused on its precision in
discerning various levels of leaf surface wetness. Utilizing
an extensive dataset, our system demonstrated an excep-
tional ability to identify, achieving a median precision rate of
96.21%±2.57%, as illustrated in Figure 11a. This performance
was compared against traditional methods, camera imaging,
the mmLeaf system, and LWS systems, where Hydra outper-
formed with accuracies of 87.8%± 2.32%, 83.84%± 3.21% and
75.25% ± 4.43%, respectively.

In the LWD analysis, a comparative test across 20 different
data groups as detailed in Section 5.3 pitted Hydra against
conventional methods: LWS, Camera, and mmLeaf systems.
The result shown in Figure 11b demonstrates Hydra’s ac-
curacy, detecting LWD accurately within a 2-minute error
margin in 18 out of 20 groups. In comparison, the Camera
system’s performance varied, with eight groups having 5-10-
minute errors and two groups showing 15-20-minute errors.
The mmLeaf system saw four groups with 5-10-minute er-
rors and two with 15-20-minute errors. LWS results were the
most varied, with errors spanning from 5 minutes to 30 min-
utes across different groups, highlighting Hydra’s precision
in detecting the LWD.
These results highlight the advancements Hydra brings

to the field by addressing the limitations of other modalities.
Camera, as discussed in Section 2.3, lacks depth information,
making it difficult to detect wetness when leaves overlap.
The mmLeaf system’s effectiveness is compromised by a lack
of environmental resilience, as noted in Section 2.4. LWS
accuracy heavily depends on precise sensor placement. The
differences in weight and surface texture can affect wetness
dynamics, leading to lower accuracy and higher variability,
as stated in Section 2.2.Hydra’s comprehensive approach
combines depth information and surface texture analysis,
overcoming these limitations.

6.2 Single Depth Fusion Performance
In Hydra, we introduced a single depth fusion designed to
merge data from camera image and SAR imaging, targeting
accurately identifying leaf wetness features. To evaluate the
effectiveness of our single-depth fusion approach, we con-
ducted a comparative study against established data fusion
techniques, specifically early fusion and late fusion. Early
fusion combines input data at the model’s onset, while late
fusion integrates features before the classification stage. Ad-
ditionally, our analysis compares our unique data enhance-
ment strategies, as detailed in Section 4.4. In our evaluation,
we compared our single-depth fusion module, which inte-
grates RGB camera and SAR imaging data, against traditional
early and late fusion methods. Our analysis, detailed in Fig-
ure 12a, highlighted that conventional methods struggle with
the dimensional differences between modalities, limiting de-
tection accuracy to 83.42% ± 1.84% and 82.83% ± 1.47% for
early and late fusion, respectively. In contrast, our fusion
module significantly outperformed these, achieving an ac-
curacy of 90.37% ± 2.24%. Data augmentation techniques,
including removing and adjusting RGB camera images, en-
hanced our module’s precision to 93.02%±1.79%. The results
demonstrate our module’s ability to utilize multimodal data
effectively. Data enhancement leads to more stable results,
effectively allowing the model to uncover deeper features
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Figure 11: Hydra performance of detection LWD.

within both SAR and RGB images, which can reduce the
impact of overfitting.

6.3 Scan Motion Performance
As mentioned in Section 1, efficiency is crucial for large farm
applications. Increased efficiency allows farms to monitor
more plants with Hydra, leading to more accurate disease
control. This section evaluates scanning duration and FoV to
optimize our system’s efficacy without compromising accu-
racy. In our evaluation, we trained the model using a single
type of plant fixed at 200 mm from the mm-Wave sensor
under optimal lighting, focusing exclusively on assessing the
effects of scan distance modifications and comparing them
with mmLeaf. Through a series of experiments, we systemat-
ically adjusted the scanning field from a comprehensive 200
mm, ensuring entire plant coverage, down to a focused 100
mm, centering on the plant’s core. As shown in Figure 12b,
forHydra, our findings establish a direct correlation between
the width of the scanning field and detection accuracy. With
a maximal field of 200mm, the system achieved its highest
accuracy when reducing the FoV, which led to a steady de-
cline in accuracy. For the scan distance longer or equal to 150
mm, with the advantage of the multi-modality, the accuracy
is above 90%, which is 95.43% ± 1.47%, 94.68% ± 1.97% and
93.38% ± 2.56% for 200mm, 175mm and 150mm respectfully.
For the scan distance lower than 150mm, the accuracy re-
duces dramatically with a higher variance of 89.28% ± 4.05%
and 84.1% ± 4.53%. The degradation in performance can be
attributed to a decrease in image resolution. Additionally,
a shorter scan distance causes Hydra to miss critical parts
necessary for accurate detection. For the mmLeaf, the accu-
racy drops rapidly from 200 mm to 100 mm; the accuracy
is 89.66% ± 1.46%, 85.71% ± 2.79%, 84.83% ± 2.63%, 82.18% ±
3.27%, 81.13% ± 3.83%. This trend underscores that reducing
the scan distance leads to a smaller synthetic aperture and
narrower FoV, which diminishes the detection of wetness
features on leaves. However, leveraging multimodal features
can compensate for this loss, ensuring the SAR, compared
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Figure 12: Performance ofMulti-Modal fusion and SAR
system’s performance across scan distances

to mmLeaf, has a shorter efficiency of 25% and retains high
accuracy by enhancing the overall picture of leaf wetness
through integrating diverse data sources.

6.4 Application in Different Environment
We evaluated sensors’ performance in the indoor environ-
ment and simulated real farm environments as shown in
Figure 14, focusing on how environmental factors impact
the accuracy of wetness detection technologies relative to
the baseline. Our study involves three sensors: Hydra, a stan-
dard camera, and mmLeaf. We examined their precision in
detecting leaf wetness while considering the analyzed envi-
ronmental variables.
We evaluate the wind environment under a controlled

indoor environment using a fan to simulate the impact of
the wind. The result is illustrated in Figure 13a. Without
wind, accuracy rates were high across all devices: 95.76% for
Hydra, 90.85% for the camera, and 89.2% for mmLeaf. The
introduction of moderate wind saw a decline, particularly
affecting Hydra and mmLeaf due to their reliance on SAR
imaging, where movement disrupts phase alignment, leading
to errors. Despite this, Hydra maintained a leading precision
rate of 90.62%. The camera’s quicker imaging speed has little
influence on achieving 88.2%. But mmLeaf dropped to 70.43%,
showcasing the wind has significantly influenced the SAR
imaging process. However, Hydra maintains its robustness
in wind scenarios thanks to its multi-modal features and a
training process designed for resilience.

We evaluate Hydra performance for the different types of
leaves in the indoor environment, which focuses on the leaf
orientation and size. For larger leaves positioned leaf-side
down, Hydra, camera, and mmLeaf showcased exceptional
accuracy, registering at 95.76%, 92.61% and 88.22% as shown
in Figure 13b.Hydra precision experienced aminor decline to
93.53% when the system was tasked with evaluating smaller
leaves oriented leaf-side up and a dramatic degradation for
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Figure 13: Performance for Hydra application in a different real-world scenario.

Figure 14: Hydra application in different scenarios.

camera and mmLeaf of the precision 85.5%, 66.57%. The pre-
cision shows that Hydra is robustness to the plant with dif-
ferent morphology. The precision of Hydra demonstrates its
robust ability to adapt to plants with varying morphologies,
ensuring accurate wetness detection across different plant
types.
We evaluate the impact of different lighting conditions

from normal to dawn to night in the outdoor simulated real
farm environment. The analysis, summarized in Figure 13c,
demonstrates that lighting significantly influences camera-
based detection, with accuracy dropping in low-light con-
ditions. In regular light, the camera can reach an accuracy
of 90.42%, and at Dawn and night, it will drop to 72.73%
and 68.97%. However, Hydra exhibited minimal impact from
varying light conditions, underscoring its comprehensive
multimodal analysis capability and resilience in diverse envi-
ronmental settings. The accuracy would drop a little but still
keep the accurate precision, which the normal light, dawn
time, and night time are 95.63%, 91.87%, 92.92%, respectively.

Further, evaluate Hydra system assessed its performance
across different distances from a target plant in an indoor
setting as shown in Figure 13d. The highest accuracy, 94.86%,
was achieved when the plant was 200mm away. As the dis-
tance increased to 300mm, 400mm, and 500mm, accuracy
slightly decreased to 93.23%, 90.08%, and 91.94%, respectively,

indicating a relationship between increased distance and
diminished mm-Wave resolution. The results suggest that
while Hydra with the multi-modal maintains robust per-
formance across varying distances, optimizing placement
relative to the target can enhance detection precision.

6.5 Application in Real Field
We conducted real-field experiments in soybean and corn
fields, including early morning, dawn, evening, sunny, and
rainy weather. Our goal was to examine Hydra precision in
dynamic, practical environments.

We first simulated practical conditions outdoors and then
tested in soybeans and corn fields. The results, shown in Fig-
ure 15a, indicate that the simulated outdoor environment and
real farm conditions achieved similar accuracies of 89.13%
and 89.6%, respectively. Although these are slightly lower
than the indoor setup accuracy of 94.64%, they still demon-
strate superior performance.

Soybeans and corn are two distinct types of crops that dif-
fer significantly in leaf size and arrangement. Soybeans have
smaller, denser leaves, while corn features more extensive,
sparsely arranged ones. The results for Hydra are shown in
Figure 15b. We achieved a high accuracy rate of 88.89% for
corn and 90.2% for soybeans. Evaluating diverse leaf struc-
tures with high accuracy demonstrates Hydra robustness in
detecting wetness across various crop types.
The environment in a real farm is inherently complex

due to its ever-changing lighting and weather conditions.
Lighting varies significantly throughout the day, from soft
morning light to intense afternoon sunlight to dim evening
light. These changes affect the visibility and reflectivity of
leaves, impacting the accuracy of Hydra. Figure 15c shows
an accuracy of 90.91% in the morning, 88% at dawn, and
88.89% in the evening. The relatively lower accuracy during
dawn suggests that direct sunlight might mislead the camera.
In the morning, Hydra benefits from optimal multimodality
conditions, while in the evening, it relies mainly on mmWave
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Figure 15: Performance for Hydra application in a different real-world scenario.

information. Additionally, weather conditions such as sunny
and rainy periods further complicate the environment. We
observed an accuracy of 90.2% during sunny conditions and
88.46% during rainy conditions, as shown in Figure 15d. Re-
sults from evaluations at different times of day and various
weather conditions demonstrate Hydra’s robustness in real
farm settings.

7 RELATED WORK
Leaf Water Content. Innovations in wireless technology
for monitoring plant moisture include methods like RFID,
backscatter, and PCR technologies, primarily designed to
measure Leaf Water Content (LWC) [6, 8, 18]. Additionally,
technologies such as LoRa [23, 38–40], ultrasound [24], and
infrared sensing [59] offer non-destructive and non-invasive
means to accurately assess LWC.
mm-Wave Multimodality. Recent advancements in mm-
Wave and multimodal technologies have enhanced health di-
agnostics andwireless communication. Studies [1, 29] demon-
strate improved gait recognition and health monitoring accu-
racy through mm-Wave imaging and micro-Doppler fusion.
Additionally, multimodal features enhance model training,
object detection, depth estimation, and mm-Wave beam se-
lection in wireless networks [5, 25, 52].
3D Classification. The Hydra model uses 3D data analysis
to tackle complex classification challenges, enhancing preci-
sion in identifying intricate patterns beyond 2D capabilities.
In healthcare, Hydra improves diagnostic accuracy in tumor
identification and anatomical mapping, supporting person-
alized treatment plans. It has been applied to detect moldy
corn [60] and analyze sleep postures for better healthcare
outcomes [28].

8 PRACTICAL DEPLOYMENT DISCUSSION
Deploying Hydra in agriculture enhances monitoring and
disease control, leveraging advanced technology to optimize
practices and increase crop yields in large farms and green-
houses.

Drones are increasingly used for precision agriculture
because they cover large areas efficiently. For large farms,
Hydra can be mounted on drones to autonomously navi-
gate predefined routes, providing real-time data collection
across extensive fields. This approach is supported by stud-
ies on drone applications in crop monitoring and pesticide
spraying [15, 22].
In greenhouses or dense fields where drones may strug-

gle with leaf wetness detection due to space constraints and
thick foliage, Hydra can utilize rail systems for continuous
monitoring [36]. These rail-mounted systems efficiently nav-
igate greenhouses, offering targeted analysis by sampling
selected plants. This method allows precise data collection
and real-time environmental adjustments, optimizing plant
health and growth in confined or densely planted areas.

9 CONCLUSION
This paper introduces the development, deployment, and
comprehensive evaluation of Hydra, an advanced system for
precise leaf wetness detection.Hydra tackles the critical chal-
lenge of accurately assessing leaf wetness, a significant factor
in agricultural productivity and disease management. We
introduced Hydra to incorporate and analyze data from mul-
tiple sources, including innovative SAR imaging and an RGB
camera. We conducted extensive experiments to evaluate
Hydra in practical environments. Our experiments included
various plants and environmental factors. The results show
that Hydra consistently surpasses existing methodologies
in accuracy and reliability. Hydra demonstrated a remark-
able 96% accuracy in determining leaf wetness across diverse
settings. When deployed on a real farm, Hydra consistently
maintained around 90% accuracy.
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