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Abstract A drift‐diffusion model is used to simulate the low‐altitude electron distribution, accounting for

azimuthal drift, pitch angle diffusion, and atmospheric backscattering effects during a rapid electron dropout

event on 21st August 2013, at L = 4.5. Additional external loss effects are introduced during times when the

low‐altitude electron distribution cannot be reproduced by diffusion alone. The model utilizes low‐altitude

electron count rate data from five POES/MetOp satellites to quantify pitch angle diffusion rates. Low‐altitude

data provides critical constraint on the model because it includes the drift loss cone region where the electron

distribution in longitude is highly dependent on the balance between azimuthal drift and pitch angle diffusion.

Furthermore, a newly derived angular response function for the detectors onboard POES/MetOp is employed to

accurately incorporate the bounce loss cone measurements, which have been previously contaminated by

electrons from outside the nominal field‐of‐view. While constrained by low‐altitude data, the model also shows

reasonable agreement with high‐altitude data. Pitch angle diffusion rates during the event are quantified and are

faster at lower energies. Precipitation is determined to account for all of the total loss observed for 450 keV

electrons, 88% for 600 keV and 38% for 900 keV. Predictions made in the MeV range are deemed unreliable as

the integral energy channels E3 and P6 fail to provide the necessary constraint at relativistic energies.

1. Introduction

The dynamics of the outer terrestrial radiation belt can be exceedingly variable and is instigated ultimately by

solar activity. The population of the outer belt is dominated by energetic (>0.5 MeV) electrons and extends from

approximately 3 to 7 Earth radii (RE) (Ganushkina et al., 2011; Van Allen et al., 1958). The presence of theseMeV

electrons heavily influences the operations of near‐Earth satellites and can cause catastrophic damage as they

penetrate deep into sensitive electronics (Baker, 2000). Furthermore, energetic electrons which precipitate from

the radiation belts into the Earth's atmosphere have been found to increase production of nitrogen oxides (NOx),

leading to rapid depletion of the ozone layer (e.g., Fytterer et al., 2015; Meraner & Schmidt, 2018), and enhanced

ionospheric conductance (e.g., Robinson et al., 1987; Yu et al., 2018).

It has been well known, especially recently with data from the Van Allen Probes (VAP), that relativistic electron

flux within the radiation belts can decrease rapidly on orders of magnitudes within only a few hours (see e.g.,

Baker et al., 2016; Shprits et al., 2012). However, the mechanisms responsible for these so‐called rapid electron

dropout events are not well understood. Magnetopause shadowing in combination with radial diffusion provides

an efficient mechanism responsible for fast electron loss, as they funnel previously trapped electrons toward the

magnetopause where they are subsequently lost traversing open field lines (see e.g., X. Li et al., 1997; Shprits,

Thorne, et al., 2006; Tu et al., 2019; Turner et al., 2012). However, at the heart of outer radiation belts (L≈ 4), it is

believed that precipitation of electrons onto the terrestrial atmosphere via pitch angle diffusion serves as the

dominant mechanism responsible for electron dropouts (Millan et al., 2010; Selesnick, 2006; Turner et al., 2014).

The pitch angles of trapped electrons can eventually be scattered into the loss cone, a range of pitch angles with

mirror points within the dense atmosphere, where they then subsequently precipitate.

Early attempts to quantify pitch angle diffusion rates were made by Kennel and Petschek (1966), Thorne and

Kennel (1971), and Lyons et al. (1972). However, without comprehensive information about the wave's spectral

properties, cold plasma densities, or ion composition, these estimates were hampered by uncertainties and broad

assumptions. Currently, estimated electron loss rates from pitch angle scattering still diverge greatly. For

example, Shprits et al. (2005) employed electron lifetimes in their model of 10 days within the plasmasphere and
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0.7–4 days outside the plasmasphere, depending on the Kp index. Comparatively, Barker et al. (2005) used a L

dependent electron lifetime ranging from 3 days at L = 6–29 days at L = 4. Modeling work done by Tu

et al. (2010) estimated relativistic electron lifetimes to vary from 0.01 to 10 days during magnetic storm events.

These conflicting estimates underscore the persisting ambiguity surrounding pitch angle diffusion rates and their

driving mechanisms. Accurate quantification of electron pitch angle diffusion and loss rates would be of value as

they are ubiquitous in comprehensive radiation belt models and are also needed to reliably assess electron ac-

celeration processes.

Theoretically, the non‐dipolar nature of the terrestrial magnetic field causes nonuniform electron loss in magnetic

longitude, where the resulting redistribution due to azimuthal drift provides the necessary low‐altitude obser-

vational constraint to infer pitch angle diffusion rates. This approach was validated by Imhof (1968) where an

approximate analytical solution to the diffusion equation showed reasonable agreement with data from low‐

altitude satellites. Detailed simulations were done by Abel and Thorne (1999) further confirming the signifi-

cant role of both pitch angle diffusion and azimuthal drift in the loss of radiation belt electrons, but however, was

not compared to observational data. Subsequently, Selesnick et al. (2003) developed a parametric model, ac-

counting for azimuthal drift and pitch angle diffusion, and used low‐altitude SAMPEX satellite data to constrain

the rate of pitch angle diffusion within the model. The model was capable of predicting temporal and spatial

variation of pitch angle diffusion without the need for global wave measurements, which led to multiple sub-

sequent works (including this one, see also e.g., Selesnick, 2006; Tu et al., 2010). However, the temporal res-

olution provided by the model is significantly reduced by the limited availability of data from just one satellite,

enabling a cadence as low as only half a day. Magnetospheric conditions during storm time can vary much more

rapidly, leading to misleading results, or missing storm‐time dynamics. This issue was addressed by Pham

et al. (2017) by using an extensive set of low‐altitude data obtained from a more recent satellite constellation

composed of Polar Orbiting Environmental Satellites (POES) operated by the National Oceanic and Atmospheric

Administration (NOAA) and the Meteorological Operational Satellites (MetOp) operated by the European Or-

ganization for the Exploitation of Meteorological Satellites (EUMETSAT). Five POES/MetOp satellites were

online during their event study, which provided their model with an improved 3‐hr cadence.

An accurate angular response function for detectors is required under weak pitch angle diffusion, where the loss

cone is relatively empty. This is because trapped electron flux outside of the loss cone are typically several orders‐

of‐magnitude higher, where any measurements taken inside the loss cone are dominated by the trapped electrons

outside of the field‐of‐view (FOV). While the bounce‐averaged models used in Pham et al. (2017) and preceding

works are capable in approximating the loss cone flux under both weak and strong diffusion scenarios, there did

not exist any reliable loss cone measurements to constrain the model evolution in such regions. Consequently,

their models assumed an empty loss cone, and so their results were valid in only the weak diffusion limit.

Selesnick et al. (2020) derived a more accurate angular response function for the detectors onboard POES/MetOp,

accounting for the response to particles from all incident angles. By incorporating this new angular response

function, POES/MetOp's loss cone measurements can provide a more accurate constrain for model flux inside the

loss cone region.

In this work, we use an updated drift‐diffusion model to dynamically simulate the distribution of low‐altitude

electrons and quantify the pitch angle diffusion rates during a rapid electron dropout event at L = 4.5 on 21st

August 2013. The newly derived angular response function is used in combination with the previously established

energy response function (Yando et al., 2011) to convert the simulated electron distribution function to count rates

which are then compared to the observed count rates from POES/MetOp. The model includes the dominant

effects of pitch angle diffusion and azimuthal drift as experienced by energetic low‐altitude electrons and, in

addition, atmospheric backscattering effects of electrons within the loss cone. The model parameters, including

pitch angle diffusion rates, are determined by fitting simulated POES/MetOp count rate data to observations.

Notably, this approach does not rely on wave measurements. Its results could potentially be used to constrain the

distribution of waves that are responsible for the precipitation loss, though we do not attempt that here.

Furthermore, with the availability of VAP data, additional insight on the model results can be obtained by

comparisons with high‐altitude data, which was not done in previous works related to this model. Section 2

provides an overview of low‐altitude electron data and their significance in determining pitch angle diffusion

rates. Section 3 details the model, including the initial conditions obtained from VAP, while Section 4 describes

the dropout event. Section 5 presents the model results followed finally by comparisons with high‐altitude data,

conclusion, and further discussions in Sections 6 and 7 respectively.
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2. Low‐Altitude Electron and Trapping Regions

The distribution of electrons mirroring near and within the upper boundary of the terrestrial atmosphere can be

categorized into three distinct groups. Aside from electrons that mirror well above or deeply within the atmo-

sphere, which are categorized as the trapped and untrapped electron populations, due to non‐dipolar nature of the

terrestrial magnetic field, there arises an intermediate category called the quasi‐trapped, where particles can

mirror above or within the atmosphere depending on their location in magnetic longitude. This is because, near the

surface, the higher‐order magnetic multipoles asymmetrically determine the elevation of the particle's mirror

point in relation to the 100 km altitude threshold—upper boundary layer of the Earth's atmosphere.

Figure 1, bottom left panel, shows the variation of equatorial north (dashed curve) and south (solid curve) loss

cones calculated at 100 km altitude versus dipole longitude at a constant McIlwain L‐shell value (hereinafter

referred to as L, see e.g., McIlwain, 1961). The dipole longitude (hereinafter referred to as longitude) increases in

the same direction as electron drift and is measured from the intersection between the dipole equator with the

geographic prime meridian. The particle will attempt to mirror across both hemispheres, so therefore, the larger of

the two angles at each longitude governs whether a particle will mirror below the atmosphere within a single

bounce period. This is known as the bounce loss cone (BLC, red region in Figure 1) and the untrapped electron

Figure 1. Top panel shows the orbits of five POES/MetOp satellites on 21 August 2013, viewed from above Antarctica.

Bottom left panel shows the partitioned regions of trapped, quasi‐trapped, and untrapped electrons based on their equatorial

pitch angles at L = 4.5. The dashed and solid black line represents the northern and southern hemisphere bounce loss cones

respectively. The highlighted path on the bottom right tori exemplifies the trajectories of a particle in each category. Bottom

panels are adapted from Tu et al. (2010).
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population pertains equatorial pitch angles below the BLC curve, since it is likely that they precipitate within a

singular bounce.

Extending this idea, the quasi‐trapped population of electrons exists with certain pitch angles who mirror above

the atmosphere at their local longitude but eventually drift into the BLC at another longitude and precipitate.

Consequently, most of these electrons are lost near >300° longitude to the southern loss cone. This results in

enhanced electron precipitation over the south Atlantic and is known as the South Atlantic Anomaly (SAA). The

region in momentum space populated by the quasi‐trapped electrons constitutes the drift loss cone (DLC, blue

region in Figure 1), where the boundaries are defined by the maximum value of the BLC in longitude and the BLC

itself. Lastly for completeness, the previously mentioned trapped population (green region in Figure 1) are those

outside of the DLC and therefore remain trapped within the radiation belts indefinitely.

The distribution of electrons within these three categories serves as a good constraint on the rate of pitch angle

scattering and electron loss rate within the radiation belts. Count rate data of the low‐altitude electrons are ob-

tained from theMedium Energy Proton and Electron Detector (MEPED) which is a part of the Space Environment

Monitor 2 (SEM‐2) instrument suite (Evans & Greer, 2000). SEM‐2/MEPED is flown onboard POES/MetOp.

These satellites are in a Sun‐synchronous polar orbit at an approximate altitude and period of 800 km and 1.7 hr

respectively. Figure 1, top panel, shows the orbits of the five POES/MetOp satellites operational during the 21

August 2013, event, with level 2 (16 s averaged count rates) data available. The combination of Earth's rotation

with the spread in local‐time of these five satellites provides good coverage of all geographic longitudes

within >3 hr.

The MEPED detector is described in detail by Evans and Greer (2000). Its entrance aperture has a 15° half‐angle

nominal field of view (FOV) to incoming particles. Local pitch angles are derived from the IGRF magnetic field

model since POES/MetOp does not carry a magnetometer onboard (Green, 2013). The electron telescope

measuring count rate contains a single silicon detector and three integral energy channels labeled E1, E2, E3

corresponding to energies >30, >100, and >300 keV respectively. The proton telescope contains two silicon

detectors and six integral energy channels P1–P6 with defined energy ranges. Additionally, P6 can serve as an

electron channel, responding to electrons ≳700 keV when proton intensities are not too high (Yando et al., 2011).

For our interests in energetic electron dropouts, E3 and P6 will be of interest to us for this study as they correspond

more closely to radiation belt electron energies. Contamination from protons when using P6 as an electron

channel can be an issue, however proton intensities are typically low in the outer belt. Furthermore, proton in-

tensities are verified to be low during this particular event via P5 which is insensitive to electrons (Green, 2013).

The nominal values of energy response and FOV can serve as a good indicator of which electron population

POES/MetOp are surveying. However, Selesnick et al. (2020) demonstrated that E3 and, in particular, P6 data can

be dominated by electrons from outside the nominal FOV. Our model thus uses the more comprehensive energy

and angular response functions provided by Yando et al. (2011) and Selesnick et al. (2020) respectively and the

details can be found therein.

The MEPED detector onboard POES/MetOp has two telescopes oriented in orthogonal directions. At mid to

higher latitudes (or equivalently L ≳ 1.5, since orbital altitude is constant), one of the telescopes points in a more

magnetic field‐aligned direction, while the other points perpendicular to the magnetic field. These have been

appropriately named as the 0° and 90° telescope respectively. At these altitudes, the local BLC and DLC dras-

tically widen, giving POES/MetOp an increased ability to distinguish between trapped, quasi‐trapped and

untrapped electron populations. Generally, the 90° telescope measures quasi‐trapped electrons inside the DLC,

except for near the SAA where it occasionally measures trapped electrons, while the 0° measures exclusively

untrapped electrons deep inside the BLC. As an example, Figure 2a shows the pitch angle measurements made by

five POES/MetOp satellites interpolated to L = 4.5 over a 3‐hr interval needed for sufficient longitudinal

coverage. The local pitch angle measured is assumed to be from the center of the FOV and is mapped to the

equator using IGRF‐11 (Finlay et al., 2010). As stated earlier and seen in Figure 2a, the 90° telescope has excellent

coverage of the quasi‐trapped population in longitude with the occasional measurement of the trapped population,

while on the other hand, the 0° telescope exclusively measures the untrapped electrons.

Figures 2a and 2b are correlated plots in the sense that they visualize the same 3‐dimensional data but on two

separate y‐axes. Notably, each count rate point taken from the E3 channel presented on Figure 2b corresponds to a

unique point on Figure 2a, indicating the associated pitch angle at the same longitude of the measurement. The
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minimum value of the Disturbance storm‐time (Dst) index over the 3‐hr interval is −10 nT, suggesting low levels

of pitch angle scattering, and this is reflected in the distribution of quasi‐trapped count rates in longitude. The

quasi‐trapped population is derived from trapped electrons whose pitch angles have been scattered into the DLC.

Hence, if the pitch angle scattering rate is comparable to the azimuthal drift speed of the electrons, the quasi‐

trapped flux should increase gradually as they drift toward larger longitudes. Subsequently, the increased

quasi‐trapped flux decreases as the electrons precipitate over the SAA which means the quasi‐trapped count rates

should attain its minimum near the region immediately after. This pattern of steady increase and sudden decrease

within the DLC is manifested by a strong gradient of increase in the quasi‐trapped count rates (blue triangles) in

longitude as seen in Figure 2b. Trapped count rates (green triangles) are generally higher because they do not

undergo periodic losses every drift orbit, while the untrapped count rates (red triangles) are nominally the lowest.

Figure 2c panel is in the same style as Figure 2b except its equatorial pitch angle measurements are not shown, and

the data is taken at a different 3‐hr interval with a minimumDst value of−30 nT. In this case and with reference to

Figure 2b, the scattering rate is increased while azimuthal drift speed remains the same. When scattering rates

dominate the drift speed, the shape of the quasi‐trapped count rate distribution loses its longitudinal dependance

as shown in Figure 2c and the quasi‐trapped count rate values become comparable to the trapped over all lon-

gitudes. Moreover, the shape of the quasi‐trapped distribution becomes relatively insensitive to further increases

in pitch angle scattering rates. However, even higher rates of pitch angle scattering can still be inferred by the

precipitation models provided the additional constraints from the untrapped measurements.

3. Model Description

3.1. Drift‐Diffusion Model

Selesnick et al. (2003) demonstrated that the primary characteristics of the electron's phase space density ( f ) at

low altitudes are governed by the azimuthal drift motion and pitch angle diffusion due to wave‐particle in-

teractions. Additionally, the effects of scattering and loss due to atmospheric interactions for electrons mirroring

within the atmosphere can be approximated by strong pitch angle diffusion and rapid decay respectively which

was found to work well in reproducing the loss cone electron measurements made by POES/MetOp's 0° telescope

(Selesnick et al., 2020). All together, these main contributing effects to the electron dynamics at a particular L and

energy can be described by the bounce‐averaged model

∂f

∂t
+ ωd

∂f

∂ϕ
=

1

xT( y)

∂

∂x
(xT( y)Dxx∂f

∂x
) − 4

τb
(1 − Fb)Θ(xc − x) f +

∂f

∂t

òòòò
ext.

, (1)

where f= f(x, ϕ, t) is the electron phase space density as a function of magnetic longitude ϕ, time t, and x= cos α0;

α0 is the equatorial pitch angle of the electron.ωd and τb are the azimuthal drift frequency and bounce period of the

Figure 2. Panels (a) and (b) show equatorial pitch angle and E3 channel count rate measurements taken by POES/MetOp over

a 3‐hr period starting from 2013‐08‐21/00:00:00 UT. The upper and lower cluster of points on panel (a) are taken by the 90°

and 0° telescope respectively. Panel (c) is taken over a 3‐hr period starting from 2013‐08‐21/06:00:00 UT at a lowerDst level.
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electron evaluated under a dipole approximation. The T(y) function is proportional to the electron bounce period

and is approximated in a dipole field by T(y) = 1.380173 − 0.639693y0.737, where y = sin (α0) (Davidson, 1976).

xc is the local (in ϕ) x value of the BLC. The BLC angle is determined by the maximum value between the loss

cones in each hemisphere and is calculated using the IGRF‐11 geomagnetic field model. Θ is the Heavyside step

function which ensures that only electrons mirroring inside the atmosphere experiences atmospheric effects.

The advection term accounts for the eastwards azimuthal motion of the electrons due to gradient‐curvature drift in

the positive longitude direction (Roederer, 1970, p. 27). The x diffusion term accounts for the wave‐particle

interactions that stochastically scatters the particles from their original pitch angles (Schulz & Lanzer-

otti, 1974, p. 77). The decay term (Equation 1 second term on the right) captures the loss of electrons through

momentum‐degrading collisions with atmospheric particles where the decay rate is controlled by Fb, the ratio of

electrons that are not lost but scattered back out of the atmosphere. Lastly, the third term on the right of Equation 1

accounts for source or loss due to any other external mechanisms (e.g., local heating or magnetopause shad-

owing). It is assumed to be the form

∂f

∂t

òòòò
ext.

= (S0 ÞE−ν
− L0 ÞE

−η) g1(x,ϕ)
p2

, (2)

where S0 and L0 (not to be confused with the McIlwain L shell parameter) are the external electron source and loss

rates and are strictly positive. ν and η controls the energy dependance of these source and loss rates. S0, L0, ν, and η

are free parameters to be determined by model fits to the low‐altitude electron data. ÞE is the particle energy

normalized by 1 MeV and the electron's momentum squared p2 is included in the denominator so that S0 and L0
have dimensions of intensity per unit time. g1 is approximately the normalized first order eigenfunction of the

drift‐diffusion operator, derived numerically for when Equation 1 exhibited steady decay in absence of external

source/loss. This was chosen because all higher order terms of source/loss decay more rapidly and therefore are

not well constrained by data. Furthermore, the functional form of g1 helps reduce any artificial diffusion for when

source/loss is introduced. Since the source and loss function is not well constrained, it is only turned on as a last

resort if the model cannot reproduce the observed data via pitch angle diffusion alone.

Selesnick (2006), Tu et al. (2010), and Pham et al. (2017) all used a functional dependence of Dxx > x
−σ with a

similar drift‐diffusion model and reported reasonably good agreements between model and low‐altitude data. We

chose a Dxx of the form

Dxx =
ÞE
−μ
Dw

10−4 + x20
+ DbΘ(xc − x), (3)

where we have found σ = 20 to work well with our event study. Dw includes all pitch angle diffusion through

various wave‐particle interactions and μ serves as the energy dependance of the diffusion activity. Both Dw and μ

are free parameters determined by model fits to the low‐altitude data. The factor of 10−4 solely serves to maintain

numerical stability at low x (higher α0) values. The form of this first term in Equation 3 results in high diffusion for

equatorial particles thus evolves f into a “flat‐top” distribution (consistent with the VAP observations of electrons

with energies between 100s keV and>2MeV during the event's storm time and will be discussed in Section 4). At

low pitch angles, Equation 3 approachesDw ÞE
−μ
which will largely determine the electron loss rate (Shprits, Li, &

Thorne, 2006).

Fb is a simplified description of the backscattered electrons that undergo mirroring below 100 km altitude and

subsequently re‐emerge from the atmosphere. The random scattering in pitch‐angle due to atmospheric collisions

is capture in Db of Equation 3 as a diffusive process. The Θ Heavyside function ensures that this diffusive

mechanism is limited to only the electrons within the BLC. Fb andDb together dictates that the BLC electrons will

undergo scattering of their pitch angle, and rapid decay due to momentum degrading collisions. The energy loss of

the backscattering process is neglected since Selesnick et al. (2004) found the rate energy change per emergence

out of the atmosphere is much less than the rate of decay itself. In our model, Fb = 0.1/ ÞE is assumed, where the

energy dependence is a simplified approximation based on the findings in Selesnick et al. (2004). The combi-

nation of Fb with Db = 10−7 s−1 for all energies is found to match well with BLC electron measurements.
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Equation 1 is solved numerically at energies from 300 to 1,800 keV, spaced by 50 keV, using operator splitting to

combine Crank‐Nicholson method in x with first‐order upwind scheme in ϕ (Press et al., 2007, p. 1048). The

boundary conditions in x are ∂f/∂x= 0 at x= 0, and x= 1. This would dictate no flow of electron currents in or out

of the unphysical regions in x (or α0). Periodic boundary conditions are applied in ϕ such that f(ϕ) = f(ϕ + 2π).

Figure 3 shows sample solutions to Equation 1 with increasing levels of pitch angle diffusion. Here, μ = 0 so the

diffusion coefficient becomes Dxx = Dw at the low pitch angles near the DLC. From Figure 3, it is evident that the

distributions of electrons at low altitudes are strongly dependent on the diffusion rates or, more specifically, the

ratio Dxx/ωd. In the case of Figure 3a, the distribution of electrons at the lower altitudes is azimuthal drift

dominated where the slow rate of pitch angle diffusion does not fill in the DLC at all longitudes. Furthermore, the

solution above the DLC is largely unaffected by the shape of the BLC (shown by the lack of ϕ dependence in the

white contour lines). Conversely, Figure 3c demonstrates a case where diffusion dominates. Here, the effect of

azimuthal drift becomes largely irrelevant and the local solution at each longitude is primarily dictated by its pitch

angle relative to the local BLC. Consequently, lines of constant f tightly hugs the BLC at all longitudes. The

solutions of f above the DLC becomes more longitudinally dependent. Lastly, Figure 3b shows an intermediate

case.

3.2. Initial Condition

The initial conditions for the model are derived from Van Allen Probes data. MagEIS (Magnetic Electron Ion

Spectrometer, Blake et al., 2013) onboard VAP can provide measurements of electron energies from 30 keV up to

4 MeV, however, large uncertainties are associated with energies >1 MeV due to the small geometric factor in its

design (Blake et al., 2013). Therefore, only energy channels ranging from >240 to 904 keV are utilized from

MagEIS (energies below 240 keV are irrelevant since E3 channel of the MEPED detector responds to >300 keV).

Only two energy channels are of use to us from the REPT (Relativistic Electron‐Proton Telescope, Baker

et al., 2012) instrument, 1.8 and 2.4 MeV. This is because higher energies typically go undetected in integral

energy channels like E3 and P6 due to their substantially lower intensities.

Since the VAP measurements cannot cover low pitch angles near the loss cone, we turned to POES/MetOp to

supplement an additional data point around α0 ≈ 6°. This additional data point corresponds to the nearest trapped

electron measurement in temporal proximity to the initial time, acquired from any of the five POES/MetOp

satellites. The initial condition requires differential flux so, only here, we opt to use the MPE data set which has

been proton decontaminated and provided as differential flux. The MPE data set is described in detail in Pettit

et al. (2021).

To obtain the pitch angle distribution (PAD) for all angles, the VAP's local pitch angle measurements are first

mapped to the equator using the TS04 magnetic field model (Tsyganenko & Sitnov, 2005). Zhao et al. (2018)

Figure 3. Example model solutions for a select value of energy and L with varying levels of pitch‐angle diffusion. The color intensity plot is a normalized solution, and

the dashed black line is the angle of the BLC. The dashed white lines are contours of the normalized f. The external source/loss term is turned off here.
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found using 6th order even Legendre polynomials to fit energetic electron PADs works well for L> 4, so a similar

extrapolation technique is applied here:

jE (α0) = 33
n=0

c2nP2n (cos(α0)), (4)

where P2n are the even Legendre Polynomials, and c2n are coefficients to be determined via best fit with data. Note

that this is done for each available energy channel and jE is the PAD for a single energy.

Lastly, during the initial time of this event, VAP was unable to make any measurements near α0 = 90°.

Considering that prior to the initial time high equatorial pitch angle measurements from VAP were available and

show largely a flat PAD near 90°, we introduce an artificial point at α0 = 90° with a value 15% larger than the

mean of the two closest available measurement to α0 = 90°. In essence, we manually imposed a flat‐top distri-

bution for this initial time, as justified by observations. Equation 4 is then used to fit over the VAP pitch angle

data, supplementary point provided by POES/MetOp, and the artificially imposed point at α0 = 90°.

Figure 4a depicts the initial PAD obtained at each energy for the electron dropout event. Figure 4b shows the

energy spectrum, obtained from the flux values at α0= 90°, which is the imposed point that is 15% larger in value

than the average between the two available measurements closest to α0 = 90°. At lower energies the Legendre

polynomials exhibit multiple changes in concavity and is likely an artifact arising from the limited MagEIS data

available at high pitch angles. However, this does not pose a problem because our diffusion coefficient efficiently

smooths out any gradients at high pitch angles. The energy spectrum in Figure 4b exhibits a phenomenon known

as the “bump‐on‐tail” distribution, which is commonly caused by resonant wave‐particle interactions with

plasmaspheric hiss waves for lower energy electrons (e.g., Zhao et al., 2019). This initial condition is simulated at

a low diffusion case (Dw= 10
−9 s−1) for one drift period to initialize the DLC and BLC electron distribution while

largely leaving the initial trapped distribution unmodified. The one‐drift‐period simulated distribution is then used

as the initial condition for the event. The model simulates f which is related to the differential flux by j = p
2
f.

3.3. MEPED Energy and Angular Response

The output of our model is the electron phase space density f for a particular L and energy as a function of pitch

angle cosine, longitude, and time. To provide constraint from low‐altitude electron data obtained from POES/

MetOp (e.g., Figures 2b and 2c), the simulated f needs to be converted into count rate. This is achieved by using

the MEPED angular response functions (Selesnick et al., 2020) in combination with the previously developed

energy response function (Yando et al., 2011). By virtually flying satellites through the simulation, we can

Figure 4. Panel (a) shows the initial PAD for the model obtained from VAP with supplementary points from POES/MetOp at

the lowest equatorial pitch angles. An additional point is imposed at α0 = 90° to enforce a flat‐top shape. Panel (b) shows the

energy spectrum of the initial condition.
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replicate the count rates that the detectors would have recorded based on the dynamic state of the electron

distribution.

3.4. Parametric Tuning

The two (or six if external source/loss is turned on) free parameters per simulation interval are determined by

fitting the simulated count rate to the observed count rate. For reasons detailed in Section 2, a comprehensive

longitudinal coverage of the count rate data is required to provide the necessary constraint on the pitch angle

diffusion rates, and thus, the time duration of this dropout event is separated into four 3‐hr intervals. The pa-

rameters are assumed to be constant within each interval, which can be invalid if magnetospheric conditions

change rapidly. To mitigate this, the interval boundaries are picked by an orderly distribution of quasi‐trapped

count rates from the POES/MetOp data such that they tightly follow a general trend (see e.g., Figures 6–8 in

Selesnick et al., 2020).

The parameters are iteratively tuned to minimize the metric:

K2 = 3N
i

[log10 (di) − log10 (pi)]2, (5)

where, N is the total number of data points, di are the observed count rates, and pi are the simulated count rates.

The Quasi‐Newton method is used to iteratively find the set of parameters which achieves the minimum K2

starting from an initial set of seed parameters (Tarantola, 2005, p. 79). Constant background rates are estimated

for each channel and is determined by the count rate floor reached by the 0° telescope during quiet times

(excluding a few outliers which occasionally fall below). Count rates below the background rate are included in

the model but excluded from the fit. Lastly, temporal continuity in the model is achieved by using the evolved f of

a previous interval as the initial condition for the next interval, where the parameters are again obtained by

recursive fit.

4. August 2013 Dropout Event

A rapid electron dropout was observed by VAP across a broad range of energies at L = 4.5 on 21st August 2013.

Figure 5a shows the SYM‐H index variation during this event, which attains a minimum of −37 nT. Despite this

being a small storm, it has triggered a significant response in the radiation belt. Figure 5c shows 909 keV electron

flux measurements from the MagEIS 90° local pitch angle bin along the VAP orbits. To better illustrate the flux

drop, Figure 5d shows the 90° observations interpolated to L= 4.5, for three selected energies, where the fluxes all

decrease by approximately half an order of magnitude. The precise timing of this dropout is not well resolved, but

it is evident that the dropout occurs within >76 min, between the two inbound passes of VAP A & B just prior to

04 hr UT. Figure 5b shows that the dayside magnetopause location predicted by the Shue et al. (1998) model stays

above eight Earth radii, and the last closed drift shell (LCDS) computed traditionally by field‐line tracing (see e.g.,

Huang et al., 2023) remains near L* > 7 during the entirety of the event. This suggests that the dropout is likely

driven by precipitation resulting from pitch angle diffusion rather than magnetopause shadowing loss in com-

bination with radial diffusion.

In this work, we are primarily interested in what happens during the dropout, so our simulation covers the quiet

time just shortly before the dropout and continues until just before fluxes begin recovering to their pre‐storm

levels. The simulated time range for this event is from 00 to 12 hr UT on 21st August 2013. Between approxi-

mately 04 and 12 hr UT, the electron flux at L = 4.5 remain in a depleted state for a broad range of energies and

there appears to be no obvious energy dependence in this dropout. This 12‐hr simulation time domain is divided

into four equal 3‐hr intervals as marked by the colored bars above Figure 5a. Interval 1 (red) will quantify model

parameters during a quiet time state of the radiation belts, while intervals 2, 3, and 4 will quantify storm‐time

conditions.

This dropout event is chosen for the study since it is a small storm during which the adiabatic effects on electron

flux is insignificant. Selesnick (2006) showed based on model results, that adiabatic effects were small for low‐

altitude electrons for two intense storms (SYM‐H > −200 nT) at L = 3.5. Despite our event occurring at a higher

L = 4.5, the storm magnitude is notably smaller (SYM‐H = −37 nT). Additionally, Selesnick (2006) showed that
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Figure 5. Panel (a) shows the SYM‐H and solar wind pressure variation during the event. Panel (b) shows the predicted

dayside magnetopause location and the last closed drift shell (LCDS). Panel (c) shows the flux measurement for a selected

energy and local pitch angle as measured by the VAPs along their orbit trajectory, and (d) shows the flux variation taken at

only L = 4.5 for a few selected energies. The colored bars on top of panel (a) correspond to the interval periods of the four 3‐

hr intervals, starting at 00, 03, 06, 09 UT of 21st August 2013.

Figure 6. Electron count rate data (solid triangles) from five POES/MetOp satellites interpolated at L = 4.5 on 21st August 2013. Model count rate (hollow triangles) is

shown with dashed lines connecting each simulated count rate to its corresponding data point. Column (a) is taken during a 3‐hr quiet pre‐storm interval. Column (b) is

during the initial storm main phase. Columns (c) and (d) are the subsequent hours during the main phase. The goodness of fit per each interval is provided in the title of

each column.
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the most significant changes due to adiabatic effects for low‐altitude electrons is their mirror point altitude, which

can be quickly compensated by even moderate rates of pitch angle diffusion.

5. Model Results

Solid markers in Figure 6 show the observed count rates as a function of longitude during this event taken from the

E3 and P6 channels for each of the four 3‐hr intervals. Plotted on top with hollow points are the simulated count

rates obtained by flying virtual satellites through the model. Both the model and data have been categorized based

on their measurement taken outside of the DLC (trapped in green), within the DLC (quasi‐trapped in blue) and

within the BLC (untrapped in red) and the hemisphere which the measurement was taken at (upward vs.

downward triangles). The four columns all together depict the temporal evolution of the observed and modeled

electron dynamics for this event.

Figure 6a depicts the quiet time 3‐hr interval before the storm main phase. The quasi‐trapped count rate data

increased with longitude, indicating a slow rate of pitch angle diffusion, and was successfully captured by the

model. However, our model slightly overestimates trapped count rates in the P6 channel during this interval for

several possible reasons. First, the diffusion coefficient's functional form (Equation 3), derived via observations at

a different time, may not accurately represent the diffusion coefficient during the initial interval. Second, P6 is

more sensitive to >1 MeV electrons than E3, leading to greater manifestations of uncertainties associated with

interpolating the initial energy spectrum across the 1–1.8 MeV gap (as detailed in Section 3.2). Third, cross‐

calibration between POES/MetOp and VAP is likely required for the initial condition but is not performed for

this work. Finally, the lone data point from POES/MetOp at low pitch angles, especially at higher energies, for the

initial condition was not captured by the fit (see Figure 4a). These inaccuracies during this interval are associated

with higher order effects which are inconsequential and decay rapidly in later intervals when the diffusion rate

Figure 7. Evolution of the model parameters over the four 3‐hr intervals for select energies. Panel (a) shows the pitch angle diffusion rates (Dw ÞE
−μ
) and panel (b) shows

the source and loss rates (S0 ÞE−ν
− L0 ÞE

−η) which are only non‐zero during the third interval. Linear threshold for the symmetric logarithmic y‐axes is set at 10−3.

Figure 8. Drift averaged model solutions (lines) compared with VAP observations (pentagons) at L = 4.5 for different intervals (in different colors) for select energies.

High‐altitude data on panels (a) and (b) are taken from the MagEIS instrument, while panel (c) is from REPT. Dashed line corresponds to the model's initial condition.
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increases. This is supported by the following interval (Figure 6b) when trapped count rates in P6 become

reasonably well matched.

Figure 6b shows simulated and observed count rates for the second interval during the storm's initial main phase.

The SYM‐H index drops quickly during this interval, and the rapid changes in magnetospheric conditions could

violate the constant parameter assumption imposed on our model. The scattered count rates in the quasi‐trapped

population show further indications of such violation. Despite that, the model still reproduced a substantial

portion of the observed electron distribution, implying that the assumption of constant parameters is only weakly

violated, and its impact remains minor. The scatter explains the relatively higher K2 during this interval (provided

in the title of each column in Figure 6). Furthermore, during this interval, the flat distribution exhibited by the

quasi‐trapped population indicates fast pitch angle diffusion which is reflected in both the model count rate, and

the estimated rates of pitch angle diffusion (shown in Figure 7a). Figure 7a shows an increase in pitch angle

diffusion for all energies by 2–3 orders of magnitude for all energies. Since the main trend of the data distribution

is largely replicated by the model during the first two intervals, the external source/loss factor remains off up to

the end of the second interval.

Figure 6c shows the model and observed count rates for the third interval. Here, the external source/loss function

was enabled, because without it, the simulated trapped and untrapped count rates in the P6 channel were uni-

formly overestimated by nearly an order of magnitude (not shown). Energy dependence of pitch angle diffusion

can be identified in the data where the quasi‐trapped count rate distribution is flatter as a function of longitude in

the lower energy channel, E3, than the higher energy channel, P6. This feature was recognized by the model and

higher pitch angle diffusion rates were obtained at lower energies, similar to the previous interval, as shown in

Figure 7a. The energy dependance of the external loss during this interval is shown in Figure 7b, which indicates

faster external loss at higher energies. For electron energies <450 keV, the rates of external source/loss are

negligible. This plays an important role in decreasing the energetic trapped and quasi‐trapped electron count rates

in the P6 channel without scattering electrons into the BLC, as required by the data.

Figure 6d depicts the final storm‐time interval, and the data are again well reproduced by the model. The pitch

angle diffusion rates determined by the model, Figure 7a, continues to show higher rates at lower energy, and

remains significantly faster than in quiet times. This energy dependence is again evident in the data illustrated by

the flatter quasi‐trapped count slope in longitude in the E3 channel. No external source/loss was required during

this interval, and it was therefore turned off.

Notably, slight under prediction of the simulated count rates is present across all intervals compared to observed

E3 count rates, however, this discrepancy is not significant enough to warrant the introduction of external source/

loss mechanisms. Finally, the reasonable match between the model and observed trapped count rates for all four

intervals, in both E3 and P6, shows that the model has successfully captured the electron flux decrease throughout

the event.

6. Comparison With High‐Altitude Data

The successful reproduction of low‐altitude electron distributions made by the model may not imply the same for

high altitudes. The model's initial conditions were derived mainly using high‐altitude data from VAP, but its

evolution was exclusively guided by the low‐altitude electron distribution. This raises the question: can a model

constrained by low‐altitude data effectively replicate the changes at higher altitudes?

Figure 8 answers this question, shown with VAP data taken at the end times of each 3‐hr interval (in pentagon

symbols). The model solutions at the end of each interval are shown by the colored solid curves, while the initial

condition is reiterated by the black dashed line. The best fits with low‐altitude data, as quantified by K2, occurred

in intervals 3 and 4. Correspondingly, Figures 8a and 8b show the best agreement between observations and the

model at 09 UT (blue) and 12 UT (green), the end times of the 3rd and 4th interval, for electron energies below

1MeV. Interval 2 at low altitudes showed the worst fit between the model and observed count rates which is likely

due to the weak violation of the constant parameters assumption. As a result, the match between model and

observations during this interval (in purple) is the poorest at high altitudes as demonstrated in Figures 8a and 8b.

These transient dynamics are challenging for the model to fully capture. For this interval, our quantifications of

the model parameters can be interpreted as a 3‐hr average.
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Figure 8c compares model results with VAP observation for 1.8 MeV elec-

trons. Notably, the model predicts a complete extinction of electrons in the

3rd and 4th intervals (thus not appearing in Figure 8c), contradicting obser-

vations. This discrepancy is attributed to the limited constraint at relativistic

energies provided by the POES/MetOp data. Both E3 and P6 are integral

energy channels responding primarily to the sub‐1 MeV population and their

sensitivity to higher energy electrons is limited by the more abundant pop-

ulation at lower energy. The slight over prediction of the model compared to

VAP observations for 904 keV (Figure 8b) is likely due to the same reason.

The model was successful in reproducing low‐altitude electron distributions

as observed by POES/MetOp. Further comparisons with high‐altitude data

observed by VAP exclusively reveal the discrepancies at relativistic energies.

Nonetheless, our model agreed reasonably well at low and high altitudes for

energies below >1 MeV, and hence, in this range, we can conclude that the

parameters quantified by our model are representative of actual magneto-

spheric conditions.

Having established the model's domain of validity, we can now address our primary question: what is the

contribution of precipitation to the observed electron dropout during this event? The change in total flux within

the system (integrated over x or α0 and ϕ) can be attributed either to atmospheric loss (precipitation) or to external

source/loss mechanisms. Therefore, to isolate the loss due to precipitation, the total contribution of the external

source/loss (Equation 2) is determined and then removed from the total flux to obtain the flux loss due to pre-

cipitation only. Figure 9 depicts the variation in total flux within the system in comparison to the variation of flux

due to precipitation alone. The contribution of precipitation to the electron dropout progressively decreases with

energy; it is >99% at 450 keV, 88% at 600 keV, and 38% at 900 keV. This suggests that for energies below

>850 keV precipitation is the dominant cause for the observed rapid electron dropout, while another mechanism

is the primary cause at higher energy.

7. Discussion and Conclusions

In this study, we used a drift‐diffusion model, that includes azimuthal drift, pitch angle diffusion and atmospheric

backscatter, to simulate a rapid electron dropout event at L = 4.5 on 21st August 2013. Additionally, we used

angular and energy response functions for the MEPED detector onboard POES/MetOp to accurately simulate

electron data for comparison with observed count rates (Selesnick et al., 2020; Yando et al., 2011). Low‐altitude

data obtained from a constellation of five POES/MetOp satellites is used to constrain the evolution of the electron

distribution and pitch angle diffusion rates during this event and the contribution of precipitation to the total loss is

determined. We found that during storm‐time, pitch angle diffusion was significantly faster for lower electrons

energies. Additional, or external, loss effects were introduced, which were significant especially at higher energy

from 06 to 09 UT, since without it, low‐altitude electron data could not be reproduced by the model from pitch

angle diffusion alone. Ultimately, the model determined that precipitation contributed 99% to the total observed

loss of 450 keV electrons, as observed from high altitudes, 88% for 600 keV, and 38% for 900 keV, so that

precipitation was the dominant loss mechanism for electron energies below >850 keV. For the electron popu-

lation with energies exceeding >1 MeV, the E3 and P6 data provided insufficient constraint, resulting in dis-

crepancies between the model and observed high‐altitude data.

The energy dependence and the rate of pitch angle diffusion as quantified by the model appears to be consistent

with plasmaspheric hiss waves (e.g., Ni et al., 2014) which could serve as the underlying mechanism responsible

for the precipitation loss. Statistical studies show that plasmaspheric hiss waves are often observed within and

near the plasmapause location (see e.g., Thorne, 2010 and references therein). An empirical plasmapause model

(Liu et al., 2015) shows that, during this event, the plasmapause partially encloses the L= 4.5 region, favoring the

plasmaspheric hiss interpretation. Further, VAP‐B observed broadband hiss waves at the start of >04 UT per-

sisting until >10 UT (not shown), which is reasonably in line with the increasing rates of pitch angle diffusion

quantified by our model. Chorus waves can also share a similar energy dependence and scattering rate with

plasmaspheric hiss and could serve as another possible mechanism for rapid pitch angle scattering of low energy

electrons (e.g., W. Li et al., 2014). Other contenders such as electromagnetic ion cyclotron waves are generally

Figure 9. The variation of total flux (presented in arbitrary units) in the

system for each energy as a function of time. The percentages on the right

represent the change in flux due to precipitation only.
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efficient at scattering electrons at highly relativistic energies, which is inconsistent with our model predictions

(e.g., Millan et al., 2007; Miyoshi et al., 2008). However, the modeling approach used in this work has quantified

pitch angle diffusion rates without relying on accurate wave measurements.

External loss rates determined by the model showed faster loss for higher energy. While the precise mechanism is

not specified in the model, the energy dependance as quantified by the model is consistent with loss due to

magnetopause shadowing in combination with outward radial diffusion (see e.g., Fei et al., 2006; Tu et al., 2019).

This is because faster drift speeds associated with higher energy particles experience magnetopause shadowing

effects more quickly per unit time, and as a result, the inward propagation of the loss becomes positively energy

dependent (Olifer et al., 2021).

While the model provides good agreement with low‐altitude data and moderate agreement with high‐altitude data,

there are several areas of possible improvement. As discussed in Section 6, the energy constraint provided by E3

and P6 are insufficiently sensitive to highly relativistic electrons. Additionally, the energy dependence of the

diffusion coefficient, external source/loss, and atmospheric backscatter ratio (Fb) were crudely modeled. Here, we

use a reasonable approximation to backscatter given that we also approximate the loss cone distribution with a

bounce‐averaged model. To correctly model the loss cone distribution and their interactions with the atmosphere

would require a more sophisticated Monte‐Carlo approach and a non‐bounce averaged model, as done in

Selesnick et al. (2004). Nonetheless, this was not performed here as it adds significant complexity to the model.

Although our simulation focused on a single dropout event, we have demonstrated the effectiveness of a data‐

drive model for estimating pitch angle diffusion rates without the need for plasma wave measurements.

Further model improvements could be made by the inclusion of other low‐altitude satellites to improve longi-

tudinal coverage and model cadence. The inclusion of high‐altitude data from multiple satellites, as that used for

the initial condition, could provide more comprehensive constraints on the model across all pitch angles.

However, the model already has distinguished precipitation loss from the total loss observed during an electron

dropout event, addressing an unresolved question in radiation belt dynamics.

Data Availability Statement

POES and MetOp SEM‐2 data used in this study are available online (https://www.ncei.noaa.gov/products/poes‐

space‐environment‐monitor). Van Allen Probes MagEIS and REPT data are available online (https://spdf.gsfc.

nasa.gov/pub/data/rbsp/rbspa/l3/ect/). NASA's OMNIWeb data is available at (https://omniweb.gsfc.nasa.gov/).

The model results of the electron distribution functions per each simulation interval, as well as the MPE data set

files used specifically in this study are also available online publicly (https://doi.org/10.5281/zenodo.10694739).

The quantified model parameters can be found on Table S1.
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