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Abstract we compared the performance of DREAM?3D simulations in reproducing the long-term radiation
belt dynamics observed by Van Allen Probes over the entire year of 2017 with various boundary conditions
(BCs) and model inputs. Specifically, we investigated the effects of three different outer boundary conditions,
two different low-energy boundary conditions for seed electrons, four different radial diffusion (RD)
coefficients (D), four hiss wave models, and two chorus wave models from the literature. Using the outer
boundary condition driven by GOES data, our benchmark simulation generally well reproduces the observed
radiation belt dynamics inside L* = 6, with a better model performance at lower u than higher u, where y is the
first adiabatic invariant. By varying the boundary conditions and inputs, we find that: (a) The data-driven outer
boundary condition is critical to the model performance, while adding in the data-driven seed population doesn't
further improve the performance. (b) The model shows comparable performance with D;, from Brautigam and
Albert (2000, https://doi.org/10.1029/1999ja900344), Ozeke et al. (2014, https://doi.org/10.1002/
2013ja019204), and Liu et al. (2016, https://doi.org/10.1002/2015g1067398), while with D,; from Ali et al.
(2016, https://doi.org/10.1002/2016ja023002) the model shows less RD compared to data. (c) The model
performance is similar with data-based hiss models, but the results show faster loss is still needed inside the
plasmasphere. (d) The model performs similarly with the two different chorus models, but better capturing the
electron enhancement at higher y using the Wang et al. (2019, https://doi.org/10.1029/2018ja026183) model
due to its stronger wave power, since local heating for higher energy electrons is under-reproduced in the current
model.

Plain Language Summary Relativistic electrons in the outer radiation belt are very dynamic
involving various acceleration and loss processes under the influence of radial diffusion (RD), hiss, and chorus
waves. The physical processes are regarded as diffusive in behavior. The DREAM3D code solves the Fokker-
Plank equation to investigate the radiation belt dynamics in the aspect of the diffusive dynamics of electrons. A
variety of empirical models and boundary conditions have been developed and included in the simulations in the
literature. In this study, we compare the DREAM3D performance in reproducing the observed radiation belt
dynamics with various empirical models of the RD coefficients, hiss and chorus wave, and boundary conditions.
In conclusion, we find the data-driven outer boundary condition is very important to reproduce the observed
radiation belt variations. For the RD coefficients, all D;; exhibit comparable performances while D,;; from Ali
et al. (2016, https://doi.org/10.1002/2016ja023002) shows slower RD due to its smaller magnitude. All the hiss
wave models lead to effective loss inside the plasmasphere, but stronger losses are needed. For the chorus wave
models, the two models are comparable with a small difference in model performance due to the different levels
of wave power.

1. Introduction

Relativistic electrons in the outer radiation belt are very dynamic due to the balance of various source and loss
processes. The physical mechanisms of radial diffusion (RD) and wave-particle interactions with hiss, chorus, and
electromagnetic ion cyclotron (EMIC) waves play important roles in the acceleration and loss of the relativistic
electrons. It is important to figure out not only the acceleration mechanism from seed electrons to relativistic
energies but also losses of electrons. The RD through betatron acceleration and wave-particle resonant in-
teractions between chorus waves and electrons are well-known as the relativistic electron acceleration
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mechanisms in the outer radiation belt (e.g., Li & Hudson, 2019; Meredith et al., 2002; Reeves et al., 2003; Ripoll
et al., 2020; Selesnick & Blake, 2000; Summers et al., 1998; Thorne, 2010). On the other hand, hiss and elec-
tromagnetic ion-cyclotron (EMIC) waves can scatter relativistic electrons and result in their loss into the at-
mosphere (e.g., Fu et al., 2011; Li & Hudson, 2019; Li et al., 2013; Reeves et al., 2003; Ripoll et al., 2020;
Thorne, 2010). Electrons can also be lost to the outer planetary space by a combination of magnetopause
shadowing and outward RD (Fu et al., 2011; Li, 2004; Li & Hudson, 2019; Ripoll et al., 2020; Shprits et al., 2006;
Wang et al., 2020).

Theoretically, the Fokker-Plank equation can represent the radiation belt dynamics in the context of the diffusive
behavior of electrons. Several simulation models have been developed by solving the 3-D Fokker-Plank diffusion
equation (e.g., Glauert et al., 2014b; Reeves et al., 2012; Subbotin & Shprits, 2009). The three-dimensional model
of Dynamic Radiation Environment Assimilation Model (DREAMS3D) is one of the models, which includes RD,
pitch-angle diffusion, and momentum diffusion as well as mixed pitch-angle/momentum diffusion as described in
the next section (Reeves et al., 2012; Tu et al., 2013, 2014, 2019). Similar diffusion-type global radiation belt
models include, for example, Versatile Electron Radiation Belt-3D (VERB-3D) (Drozdov et al., 2015, 2020,
2021; Kim & Shprits, 2013; Kim et al., 2011, 2012, 2020; Shprits et al., 2009; Subbotin & Shprits, 2009) and the
British Antarctic Survey Radiation Belt Model (Glauert et al., 2014a, 2014b, 2018), which have been intensively
used over the last decade. Another type of radiation belt models includes convection physics in addition to
diffusion, such as the Comprehensive Inner Magnetosphere-Ionosphere model, which is a combination of the
Comprehensive Ring Current Model and the Radiation Belt Environment model (Fok et al., 2014; Kang
et al., 2018), and VERB-4D model (Aseev & Shprits, 2019; Aseev et al., 2016, 2019; Shprits et al., 2015).

Boundary conditions (BCs) are important for the diffusion-type radiation belt models. For the outer boundary
condition which is required for RD, models have used data-driven outer boundary conditions from spacecraft
observations, such as Combined Release and Radiation Effects Satellite (CRRES) data at L* = 5.5 (Kim
et al., 2011; Tu et al., 2013) or L* = 6.6 (Kim et al., 2012), and Van Allen Probes (Van Allen Probes) data at
L* = 5.5 (Drozdov et al., 2015, 2017a, 2017b, 2021). These data-driven outer boundary conditions have been
shown to play a crucial role in providing external electron sources in the diffusion models as well as losses of
electron by rapid dropouts. However, for an intense storm event that is dominant by local acceleration by chorus
waves, Tu et al. (2014) successfully reproduced the enhancement of MeV electrons in the heart of the outer
radiation belt without a data-driven outer boundary condition, rather with a Neumann type open outer boundary
condition. They also demonstrated that a data-driven minimum energy boundary condition is critical to providing
seed electrons for local acceleration by chorus waves. The minimum energy boundary condition is set at the
energy of 100 keV to supply seed electrons for chorus heating. While, on the other hand, non-data-driven
minimum energy boundary conditions have been used in several global diffusion models which show good
performance in reproducing the long-term dynamics of radiation belt electrons (e.g., Drozdov et al., 2020; Tu
et al., 2014; Wang & Shprits, 2019).

For the input of ultralow frequency (ULF) wave-driven RD, several empirical models for the RD coefficients
(D) have been developed in the literature. For example, Brautigam and Albert (2000) developed the RD co-
efficients composed of electrostatic and electromagnetic terms. However, the electromagnetic diffusion co-
efficients are only based on limited ULF wave magnetic field observations at only two different L-shell (18 days
observation at L = 4 and 1 month observation at L = 6.6). Due to the limitations of spatial and temporal data set,
Ozeke et al. (2014) newly developed empirical RD coefficients as a function of Kp and L based on ULF wave
observations from GOES, AMPTE and THEMIS satellites as well as ground magnetometer measurements for a
wider data coverage. Subsequently, Ali et al. (2016) established empirical RD coefficients based on Van Allen
Probes data as a function of Kp and L*, which differed from other empirical models in that they employed the
Roederer L* (Roederer, 1970) rather than L-shell. L* is defined as L* = 2zk/®R,, where k is Earth's magnetic
moment and @ is the third adiabatic invariant. L* is identical to L-shell by assuming Earth's magnetic field as a
dipole field. Ali et al. (2016) used the geometric mean values of ULF waves rather than arithmetic mean values in
other works. At the similar time, Liu et al. (2016) developed an electric component of the RD coefficients based
on THEMIS data including a dependence on the first adiabatic invariant y related to electron energy. Drozdov,
Shprits, Aseev, et al. (2017) compared the simulation results using the RD coefficients from Ozeke et al. (2014)
and Brautigam and Albert (2000) and concluded that the difference in modeled flux was marginal. Wang
et al. (2020) performed simulation for four challenge events selected by the Geospace Environment Modeling
(GEM) focus group using four different RD coefficients. They found that for three of the four selected events,
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simulations using RD coefficients given by Brautigam and Albert (2000) produce best agreement between sat-
ellite observations and simulation results at the heart of the radiation belt. More recently, Drozdov et al. (2021)
expanded the comparison study including more RD coefficient models, finding comparable simulation results
from their 3D diffusion model among using D, ; from Brautigam and Albert (2000), Ozeke et al. (2014), and Liu
et al. (2016). However, they found using D, from Ali et al. (2016) leads to limited transport and acceleration of
radiation belt electrons due to the relatively low D, ; values from that model.

Hiss waves are responsible for the loss of the outer radiation belt electrons by scattering them into the loss cone.
Several empirical models have been developed to quantify the electron scattering loss by hiss waves. For
example, Shprits et al. (2006) adopted a simple expression of the electron lifetime (z = 5/Kp) in their 3D diffusion
model and showed a good agreement between their model results and CRRES observations. Additionally, Tu
et al. (2013) calculated pitch angle-momentum diffusion coefficients due to hiss waves using statistical hiss wave
observations from CRRES. Orlova et al. (2014) employed the linear regression method to calculate the electron
lifetime due to hiss waves scattering as a function of electron energy and L for the first time, incorporating the
dependence on MLT and Kp from Spasojevic et al. (2015). Agapitov et al. (2020) also developed an electron
lifetime model due to hiss for 1 MeV electrons as a function of AE and L*, further considering the spatiotemporal
variations of the electron plasma frequency to gyrofrequency ratio and the hiss wave frequency. And they
extended the valid energy range of the model up to 4 MeV by using the methods from Mourenas and Ripoll (2012)
and Pinto et al. (2019). Diffusion simulations utilizing these empirical hiss models showed an efficient reduction
of electron flux inside the plasmasphere.

Finally, for the input of chorus waves, which are responsible for the local acceleration of electrons to relativistic
energy level, Tu et al. (2013) used CRRES statistical data to calculate the pitch angle-momentum diffusion
coefficients of electrons due to chorus. And Wang et al. (2019) newly developed an empirical model for both
lower and upper band chorus waves based on more than 5 years of Van Allen Probes data as a function of Kp, L,
MLAT, and MLT. Tu et al. (2013) and Drozdov et al. (2020) showed that the empirical chorus wave model could
provide efficient local acceleration of radiation belt electrons, improving the model performance in producing the
long-term radiation belt electron dynamics.

Many of the previous studies have shown that empirical model inputs are sufficient to produce the long-term
variability of outer belt electrons. However, during intense storms event-specific model inputs could become
more important. For example, Tu et al. (2014) used DREAM3D to simulate a strong radiation belt enhancement
observed by Van Allen Probes during an intense storm. They found that both event-specific chorus waves and
seed electrons (in minimum energy boundary) are critical to reproduce the observed fast and strong enhancement
of electrons. For a 2-day intense storm, Olifer et al. (2019) investigated the event-specific D;; based on ULF wave
amplitudes observed by THEMIS satellites during the event, and compared that with the empirical D;; from
Ozeke et al. (2014). They found the empirical model could underestimate the D;; by a factor of two or more
during the main phase.

As discussed above, various types of boundary conditions and model inputs have been implemented in global
radiation belt models, and they are important to simulating the observed dynamics of relativistic electrons in the
outer radiation belt. However, the effects of these various model inputs and boundary conditions on the model
performance haven't been systematically investigated. In this work, we are motivated to study the effects of
various model inputs and boundary conditions, including the RD coefficients, hiss and chorus wave models, and
the outer boundary and low-energy boundary conditions. Their effects are tested using the DREAM3D model as a
part of the ISWAT (International Space Weather Action Teams) benchmarking challenge, which has been
proposed to evaluate the performance of various radiation belt models. The target is to simulate the radiation belt
dynamics observed by Van Allen Probes over the entire year of 2017 using GOES observations as the outer
boundary condition. We participate in the challenge by conducting DREAM3D simulations of the long-term
radiation belt dynamics in 2017 as well as investigating the effects of various boundary conditions and model
inputs.

The paper is structured as follows. In Section 2, we briefly introduce the DREAM3D model and the various
boundary conditions and inputs to be tested in the simulations. Then in Section 3, we present the benchmark
simulation results with the RD coefficient from Ozeke et al. (2014), hiss wave model from Orlova et al. (2014),
chorus wave model from Wang et al. (2019), and with the outer boundary condition at L* = 6 based on GOES
data. We use these settings as the baseline. In Section 4, we changed the input parameters one by one based on the
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other input model options, and then compared the difference and evaluated the model performance during the
entire year of 2017.

2. Simulation Model and Inputs
2.1. DREAM3D Model

The governing equation of the DREAM3D model is the 3-D Fokker-Planck equation (Schulz & Lanzerotti, 1974;

Tu et al., 2013):
of 10 oF\ 1 af, of\ 10 of
-2 %Uep, )+ = Zpp, L)+ = (6D,
ot Gda( ”“aa)+pzap(p wap) TG oaa\ v ap

Laf,, o 20 (D of\
~ % pp YN\ 22 (L 9y _J
+p2 dp(p ””60{) RO L[> L) =

(1

where fis the electron phase space density (PSD) as a function of the three adiabatic invariants, y, K, L* (written
as L in the equation), and time. G is defined as T(a)sin(2a) where T(a) is the approximate normalized electron
bounce period assuming dipole field, equal to 1.38 — 0.32(sin () + 4/sin(a)). a and p is the equatorial pitch angle
and the momentum of electron. The electron lifetime, 7, includes the effects of the electron loss by Coulomb
collision with the atmosphere (Tu et al., 2013) and the loss outside the last closed drift shell (LCDS) of electrons
(Tu et al., 2019). The LCDS is calculated using the neural network method which is efficient for the long-term
simulation (Yu et al., 2012). D
and mixed pitch angle-momentum diffusion coefficients, respectively. Hiss waves and upper and lower band

war Dpps a0d D,(=D,,,) are the bounce and drift-averaged pitch angle, momentum,
chorus waves are considered for the pitch angle-momentum diffusion. All the hiss wave models are spatially
restricted inside the plasmasphere, and the location of the plasmapause is obtained from Carpenter and Ander-
son (1992). Although the original model from Carpenter and Anderson (1992) does not specify the plasmapause
location in the dusk to midnight sector, we apply the modeled plasmapause location as an average over all local
time since DREAM3D is drift-averaged. All the chorus wave models are only included outside the plasmapause
in the model. Note that the wave inputs are averaged over all local times since DREAM3D is drift-averaged. All
the chorus wave models are considered only out of the plasmapause. D;; is the RD coefficient. To numerically
solve the 3D Fokker-Planck equation, it is decoupled into a 1D RD step with a 3-hr timestep and a 2D pitch-angle/
momentum diffusion step with 2.88-min timestep. For all the simulation runs presented in the next section, we
have set the L-range from 1 to 6 uniformly sampled with 50 bins (except for two cases shown in Figure 3 which
will be discussed therein), the u-range from 1072 to 10° MeV/G geometrically sampled with 200 bins, and the K-
range from 107> to 10* G'?R; geometrically sampled with 100 bins. In the 2D pitch-angle/momentum diffusion
step, the electron energy ranges from 100 keV to 10 MeV uniformly sampled with 400 bins and the pitch angle
ranges from 0° to 90° uniformly sampled with 180 bins. The PSD data and the adiabatic invariants from GOES-13
and GOES-15 satellites are calculated using the TS04 field model (Tsyganenko & Sitnov, 2005) and provided by
the ISWAT benchmarking challenge group as a common database to be used for the outer boundary condition
(details discussed in next section). Electron PSD data from Van Allen Probes also calculated using the TS04 field
model based on flux measurements from the Magnetic Electron Ion Spectrometer (MagEIS) and Relativistic
Electron Proton Telescope (REPT) instruments and will also be used by our simulations as discussed in the
following sections.

2.2. Boundary Conditions

For the simulation runs presented in the following two sections, we have tested three different types of outer
boundary conditions. First, a data-driven outer boundary condition at L* = 6 calculated using GOES PSD data.
Second, a data-driven boundary condition at L* = 5.5 calculated using Van Allen Probes PSD data. Third, a
Neumann outer boundary condition at L* = 11 with df/dL = 0, which corresponds to an open outer boundary not
driven by data. For the first two data-driven outer boundary conditions, interpolation over time is performed
The PSD at L ;,, = 1 is set to be 0. We have
also applied two types of low-energy boundary conditions (Emin BC) at E,;, = 100 keV. The Emin BC could

between the consecutive crossings of the satellite at the chosen L,,,,,. min

provide seed electrons to be accelerated to higher energy through both inward RD and local heating. The first type
is a fixed-value boundary condition for the 2D pitch-angle/momentum diffusion step with its value updated by the
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RD step (Tu et al., 2013). While the second type is a data-driven E.;, boundary condition obtained from the Van
Allen Probes flux data (Tu et al., 2014).

2.3. Input Models of Radial Diffusion Coefficients

Four different empirical models of RD coefficients, D, ;, have been tested in our simulations, which were derived

based on different data sets of ULF waves. These include Equation 1 D7eke = p0reke 4 pBOzeke o0, 0zeke
et al. (2014), with:

E,Ozck —
D5 zeke _ 9 16 1(~8+0217L+0461Kp

B,0zek —13— 2 - 2
DL,L zeke _ 662 % 10 13-0.0327L°40.625L—0.0108Kp +0.499Kp- (2)

Equation 2 D = DfiBA + D3P from Brautigam and Albert (2000), with:

~\ 2
DE:BA 21 f [ T ] 10
B a\By) 1+ (w,T /2]

DfiBA — 100.506[(17—9432511107 (3)

where £ = 0.26(Kp — 1) + 0.1 mV/m,B, = 0.311 G,T = 2700s, and o, is the electron drift frequency.

Equation 3 DY = DU 4 pBoeke with pEUY from Liu et al. (2016) as:

DfiLiu =1.115 % 100.281Kp—6.0L8.184ﬂ—0.608, (4)

and D22 from Ozeke et al. (2014).

Equation 4 DM = DEA 4 pBAY from Al et al. (2016), with:

E,Ali —16. . . R
DLL i_ o 16.95140.181Kp L+1982L’

pBAl

—16.253+0.224Kp - L+L
L o=e P AL (5)

All the L parameters in the above D,;; models are approximated as L* in our simulations.

In the original D;, derivations of Falthammar (1965), the RD coefficients are separated into electrostatic and
electromagnetic diffusion coefficients, DF, and D?,, respectively. Therefore, D%, should contain only fluctua-
tions in the electric potential that are not associated with magnetic fluctuations, and D?, should contain fluctu-
ations in the magnetic field for which there are induced electric fields. However, the electric field measured by
satellites is the total electric field including both the electrostatic and induced electric fields, which is not properly
separated in the empirical D;; models due to its complexity. In this reason, the empirical RD coefficients used in
this study may be overestimated (Drozdov et al., 2021; Lejosne & Kollmann, 2020; Liu et al., 2016).

Both electric and magnetic RD coefficients depend on particle energy in terms of drift frequency (w,) and
magnetic moment (u) (Fei et al., 2006). Df’LBA contains the drift frequency term in Equation 3, and Dfiu" is
calculated by directly fitting the factor u instead of drift frequency. On the other hand, Ozeke et al. (2014) and Ali
etal. (2016) do not consider p as a factor of RD coefficient. Ozeke et al. (2014) neglect the drift frequency term by
assuming that the azimuthal electric field power spectral density in the equatorial plane is independent of fre-
quency. Ali et al. (2016) calculated the distribution of the power spectral density of ULF waves in L* and fre-
quency and found the azimuthal electric component is independent of frequency while the compressional
magnetic component decreases exponentially only at higher frequencies range (f > 4 mHz). However, their RD
coefficients based on the spectral distribution are very weakly dependent on the frequency in the domain
(3<L<55,0<Kp<5,and 500 < u < 5,000 MeV/G) so that they present their models without x dependence.
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2.4. Input Models of Plasmaspheric Hiss

Four different models for the effects of plasmaspheric hiss have been implemented. First, we have used the hiss
model statistically derived from the CRRES wave data and calculated pitch-angle/momentum diffusion co-
efficients at different electron energies, pitch angle, L, and AE* levels due to hiss (Tu et al., 2013), where AE* is
the averaged AE index over the previous 1 hr. Here, we assumed a dipole background magnetic field and adopted
the cold electron density model from Carpenter and Anderson (1992). The other three types of hiss effect models
directly provide the resulting electron lifetimes due to hiss scattering without solving the 2D pitch-angle/mo-
mentum diffusion. These include the lifetime model from Orlova et al. (2014), which used the statistical wave
data from the CRRES mission and parameterized the electron loss lifetimes due to hiss as a function of L
(approximated as L* for our simulations), electron energy, and Kp. The second hiss loss lifetime model is from
Agapitov et al. (2020), who used the statistical wave data from Van Allen Probes and also parameterized the
electron lifetimes as a function of L* (calculated using T89 magnetic field model) and AE. They focused the
parameterization on the electron lifetimes at 1 MeV and then expanded the valid energy range to
1MeV < E <4 MeV by referring to the previous study (Mourenas & Ripoll, 2012; Pinto et al., 2019). When the
Agapitov et al. (2020) hiss model is used in our simulation, it is applied to electron energies over the entire
simulation domain. The last hiss loss lifetime model we test here is a simple model with z[day] = 5/Kp from
Shprits et al. (2006).

2.5. Input Models of Chorus Waves

Finally, we have tested two different types of empirical chorus wave models. The first one is statistically derived
from the CRRES wave data (Tu et al., 2013). The second is from Wang et al. (2019) derived from the long-term
Van Allen Probes wave observations. Both models provide the power of chorus waves as a function of magnetic
local time, latitude, and L, binned at different AE levels in the Tu et al. (2013) model but at different Kp levels in
the Wang et al. (2019) model. Based on these statistical wave distributions, we then calculate the 2D pitch-angle/
momentum diffusion coefficients due to chorus waves and implement them in DREAM3D simulations. Here, we
also assumed a dipole background magnetic field and adopted the cold electron density model from Sheeley
et al. (2001) outside the plasmasphere for the diffusion coefficients of chorus waves.

3. Benchmark Simulations

In this section, we present the benchmark simulation results using DREAM3D for the year of 2017, which serves
as the baseline to compare with other simulation runs with different boundary conditions and model inputs.
Specifically, for this simulation we have used the RD coefficients from Ozeke et al. (2014), the hiss lifetime
model from Orlova et al. (2014), and the chorus wave model from Wang et al. (2019), with the outer boundary
condition driven by GOES data at L* = 6 and the non-data-driven E, ;, boundary condition. To better document
the inputs combinations used in the benchmark simulations and subsequent simulations discussed in Section 4, in
Table 1 we summarize the input selections for all the model runs presented in this paper. The wave inputs for the
benchmark simulations are selected since they generally show the best performance among the other combina-
tions which will be discussed in Section 4. The boundary condition selections are motivated by the ISWAT
challenge. For the benchmark simulations, we have compared the results with RD only from the data-driven outer
boundary (RD only), RD plus hiss wave effects (RD + Hiss), and finally all effects of RD, hiss, and chorus waves
(RD + Hiss + Chorus (R + H + C)), which are then compared with the Van Allen Probes observations at two
different u values, 510 MeV/G and 1237 MeV/G respectively, and at K = 0.117 G'?R,,.

Figure la shows the variations of PSD data from both GOES and Van Allen Probes at u = 510 MeV/G,
K =0.117 G 2RE over the L* range of 3—6 during the entire year of 2017. The values of the corresponding
electron kinetic energy at each L* are shown on the right y-axis (estimated using the dipole field model). The
black solid line shows the location of plasmapause (calculated using the Carpenter and Anderson (1992) model).
Figure 1b shows the DREAM3D model result in PSD with only the RD effect using the RD coefficients from
Orlova et al. (2014). The data-driven outer boundary condition acts as the external source of electrons which are
transported to lower L* regions through inward RD. In this run, we find the modeled PSDs generally capture the
observed electron variation at higher L*, but highly overestimate the PSD at lower L* compared to the obser-
vations. To quantify the model performance, we have used the metric of median symmetric accuracy (MSA) as a
function of L* defined as (Morley et al., 2018):
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Table 1
Input Combinations of Each Run Are Described

Run # Corresponding figure Outer BC Emin BC D,, model Hiss model Chorus model
1 Figures 1b and 1g GOES at L* =6 Fixed-type Ozeke et al. (2014) Off Off

2 Figures Ic and 1h GOES at L* =6 Fixed-type Ozeke et al. (2014) Orlova et al. (2014)  Off

3% Figures 1d and 1i GOES at L* =6 Fixed-type Ozeke et al. (2014) Orlova et al. (2014) Tu et al. (2013)
4 Figures 2c and 2j Van Allen Probe at L* = 5.5 Fixed-type Ozeke et al. (2014) Orlova et al. (2014) Tu et al. (2013)
5 Figures 2d and 2k Neumann at L* = 11 Fixed-type Ozeke et al. (2014) Orlova et al. (2014)  Tuet al. (2013)
6 Figures 2e and 21 Neumann at L* = 11 Van Allen Probes Ozeke et al. (2014) Orlova et al. (2014) Tu et al. (2013)
7 Figures 2f and 2m GOES at L* = 6 Van Allen Probes Ozeke et al. (2014) Orlova et al. (2014)  Tu et al. (2013)
8 Figures 7c¢ and 7k GOES at L* =6 Fixed-type Brautigam and Albert (2000) Orlova et al. (2014) Tu et al. (2013)
9 Figures 7d and 71 GOES at L* =6 Fixed-type Liu et al. (2016) & Ozeke et al. (2014) Orlova et al. (2014) Off

10 Figures 7e and 7m GOES at L* =6 Fixed-type Ali et al. (2016) Orlova et al. (2014) Tu et al. (2013)
11 Figures 7f and 7n GOES at L* =6 Fixed-type Ozeke et al. (2014) Off Off

12 Figures 7g and 70 GOES at L* =6 Fixed-type Liu et al. (2016) & Ozeke et al. (2014) Off Off

13 Figures 9c and 9i GOES at L* = 6 Fixed-type Ozeke et al. (2014) Agapitov et al. (2020) Tu et al. (2013)
14 Figures 9d and 9j GOES at L* =6 Fixed-type Ozeke et al. (2014) Tu et al. (2013) Tu et al. (2013)
15 Figures 9e and 9k GOES at L* =6 Fixed-type Ozeke et al. (2014) Shprits et al. (2006)  Tu et al. (2013)
16 Figures 11c and 11g GOES at L* = 6 Fixed-type Ozeke et al. (2014) Orlova et al. (2014) Wang et al. (2019)

Note. Run #3 with asterisk symbol corresponds to the same panels in Figures 1d and i), Figures 2b and i), Figures 7b and k), Figures 9b and h), and Figures 11b and f) as

the benchmark run.

MSA(L")[%] = 1oo(eM(|l°ge<mf/dz>l) - 1), 6)

where M is a median function over time with index i, and m; and d; are arrays of model results and observation data
at a given L* over different times, respectively. MSA is a useful parameter to compare the difference between the
model and data of a logarithmic scale and it treats overestimate and underestimate from the model equally. If the
model results match the data perfectly, it corresponds to a MSA of 0%. Higher MSA means bigger difference
between the model and data, for example, a median difference by a factor of 3 leads to a MSA of ~200% (i.e., the
MSA could be approximately considered as the overestimation/underestimation factor). The calculated MSA
versus L* for the RD only run is shown as the red curve in Figure 1e, which shows good performance at large L*
regions with MSA<150% outside L* = 4 and increasing MSA as L* decreases.

Then the effects of hiss waves are included in the new run shown in Figure 1c, with its MSA versus L* results
shown as the blue curve in Figure 1e. We find that adding in hiss waves effectively scatters the electrons inside the
plasmasphere, largely reducing the MSA inside L* = 4 (by comparing the blue and red curves in Figure le), even
though the model still slightly overproduces the PSD at low L* regions inside the plasmasphere leading to higher
MSA there than at high L* regions. Finally, we add in the chorus waves and the model results including all the
effects of RD, hiss wave, and chorus waves are shown in Figure 1d, with its MSA profile overplotted as the black
curve in Figure le. Counterintuitively, adding in chorus doesn't lead to apparent PSD enhancement at this u value
by comparing Figures 1d to 1c; rather it leads to slight reduction in PSD at both high and low L* regions for
example, during the period of May 1 to Jul 1. Correspondingly, it helps improve the overestimation at low L* and
slightly lowering the MSA at L* < 4.2 as shown by the black curve in Figure 1e compared to the blue curve. These
interesting effects from chorus waves at lower u value could be understood in combination with the results at
higher u value in terms of energy diffusion, which will be discussed below.

With the same configuration of Figures la—1le for electrons at a lower u value, Figures 1f—1j show the model
results at higher y = 1237 MeV/G with the same K value, which corresponds to electrons of higher energies by
comparing the right y-axes of Figures 1a and 1f. For the RD only run (Figure 1g), we find that for electrons at
higher 4 RD is shown to be insufficient in reproducing the electron enhancement at the higher y value compared to
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Figure 1. Phase space density (PSD) distribution and error analyses from the benchmark simulations for (a—e) yp = 510 MeV/G and K = 0.117 G2 Ry and (f—)
u=1237MeV/Gand K=0.117 GY?R - Panels (a, f) show the observed PSD data from GOES and Van Allen Probes satellites. The black solid lines show the location
of plasmapause. Simulated PSD from DREAM3D simulations include results with (b, g) radial diffusion (RD) only, (c, h) RD + Hiss, and (d, i) RD + Hiss 4+ Chorus.
Panels (e, j) show the calculated median symmetric accuracy as a function of L*, with the red lines for RD only, blue lines for RD + Hiss, and black lines for

RD + Hiss + Chorus.

the lower u, which is also suggested by the larger MSA of the RD only run at large L* values in Figure 1j
compared to Figure le. For the RD + Hiss run (Figure 1h), similar to the results at the lower x value on the left,
adding in hiss at higher u leads to electron loss inside the plasmasphere and lower MSA in Figure 1j compared to
the RD only run. But the PSD is still overestimated at low L* values by comparing to the data in Figure 1f, worse
than the lower y case. Then, further including chorus waves for this higher u case (Figure 1i) provides efficient
local heating of electrons, which leads to a clear drop of the MSA in Figure 1j from the blue curve to the black
curve at large L* regions (L* > 4). However, due to the enhanced PSD at high L* regions from chorus heating and
the concurrent inward RD, the modeled PSD also increase at lower L* regions inside the plasmasphere, resulting
in more overestimation at L* < 4 and higher MSA there in the black curve of Figure 1j compared to the blue one.
Looking at the chorus heating results at both low and high u values, we find that interestingly chorus waves
slightly reduces the electron PSD for the lower u case while increase the PSD at higher u case. To understand
these, in Figure 2 we plot the PSD versus p distributions from the simulations at 3UT of Apr 22 and L* = 4.5
(outside plasmapause at that time) for the same K value as the simulation results shown in Figure 1. The black
dashed curve is for the RD + Hiss run without chorus effects and the black solid curve is for the
RD + Hiss + Chorus run after adding in the chorus. The results show that the energy diffusion from chorus waves
works to smooth out the PSD versus y distribution from the dashed to the solid black curves. In addition, higher
pitch angle diffusion rates at lower energy also contribute to the enhanced loss of electron PSD at lower u. By
taking two cuts at u = 510 MeV/G (low u case in Figure 1) and p = 1237 MeV/G (high u case) respectively, we
find that the chorus waves lead to reduced PSD at low u from the dashed to the solid black curves and increased
PSD at high p. Therefore, the chorus effects on radiation belt electrons are p dependent. Finally, by comparing the
black curves in Figure 1j versus Figure le, we find that the model's overall performance is worse at higher u than
lower u. The acceleration at large L* regions is underestimated to a larger degree by the model at higher y, thus
showing slightly higher MSA values at large L* in the black curve of Figure 1j compared to Figure le. These
results suggest that stronger chorus heating is needed for higher energy electrons. Other candidate to explain the
insufficient acceleration can be related with background plasma density. Allison and Shprits (2021) showed that
realistic low plasma density condition is required for the acceleration of multi-MeV electrons.
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1072 — — Figure 1 shows a model-data comparison in electron PSD at fixed 4 and K
: | |—— RD+Hiss+Chorus values. It is also worthwhile to compare the model and data in electron flux at
| i — ARAER fixed values of electrons energy and pitch angle for the benchmark simula-
"’; : ! tion. Figure 3 compares the observed and simulated electron fluxes of the
[O) 10'4 : | — benchmark simulation (for the run with RD + Hiss + Chorus as shown in
g | ! Figures 1d and 1i) at two different pairs of electron energies and pitch angles
g ! g (900 keV, 57.27°) and (1.8 MeV, 58.23°). Again, the model performance is
Q ! better at lower electron energy (comparing the data shown in Figure 3a and
a1 0‘6 — model shown in Figure 3b) than higher energy (comparing Figures 3c and 3d).
(nff At electron energy of 1.8 MeV, we see that the electron acceleration at large
= L* regions is generally underestimated by the model and the model over-
estimates the electron flux at low L* regions. Another feature which is more
1078 L evident here compared to the PSD plots is that some of the fast dropouts of

100 1000 10000 . . : .

«[MeV/G] electron flux in the observations, with examples marked by the red arrows in

Figure 2. Phase space density distribution as a function of y with radial
diffusion (RD) + Hiss (no chorus waves) in dashed line and

RD + Hiss + Chorus in solid line using the chorus wave model from Wang
etal. at K = 0.117 G'?R,, L* = 4.5, and 3UT on 22 April 2017. The two
vertical dashed lines corresponds to 4 = 510 MeV/G and u = 1237 MeV/G

respectively.

both Figures 3a and 3c, are not well captured by the model. As a reference, the
calculated LCDS of electrons at K = 0.117 G'?R,, is plotted as the red curve
in Figures 3a and 3c. Some of observed dropouts occurred when LCDS
approached inside L* = 6, some did not. These misses of fast dropouts in the
model could be due to the lack of realistic background magnetic field model.
Radial diffusion coefficients in a non-dipolar magnetic field are much higher
by a few orders of magnitudes near the LCDS during times of high

geomagnetic activity, and would produce more loss (Cunningham, 2016). In addition, the model missed the fast
dropout mechanism due to the lack of EMIC waves which could lead to fast loss of energetic electrons. Also the
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Figure 3. Electron flux from (a) the observations of the Van Allen Probes satellites and (b) the simulation result at energy of E = 900 keV, local pitch angle a = 57.27°.
Panels (c) and (d) show the electron flux of the same format as (a) and (b) but at £ = 1.8 MeV, local pitch angle @ = 58.23°. The black solid lines in panels (b) and
(d) show the plasmapause location and the light purple solid lines in panels (a) and (c) show the last closed drift shell location. The arrows in panels (b) and (d) mark
some examples of fast dropout of electrons.
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Figure 4. (a, b, i, h): Identical to Figures 1a, 1d, 1f, and 1i, respectively. The remaining spectral plots are simulated phase space density using (c, j) the Van Allen Probes

boundary condition at L* =

5.5, (d, k) the Neumann outer boundary condition at L* = 11, (e, 1) the Neumann OB and the data-driven minimum energy boundary

condition (Emin BC), and (f, m) both GOES Outer BC and Emin BC. The white curves in panels (d) and (k) show the last closed drift shell location. (g, n) The median
symmetric accuracy (MSA) distribution as a function of L*. The cases of the Neumann BC without the Emin BC shown in panels (d, k) are not shown due to their large
errors. The black curves and blue curves are overlapped in both MSA plots (g, n), so the black curves are plotted as dashed curves for better visualization.

calculated LCDS using neural network may not be realistic during specific dropout events since the neural
network model of LCDS is statistically averaged.

4. Testing Various Boundary Conditions and Model Inputs

To investigate the effects of various boundary conditions and model inputs on the performance of DREAM3D in
reproducing the long-term outer belt dynamics, we use the benchmark simulation results presented in Figures 1d
and 1i as the baseline and change the major model boundary conditions and inputs one at a time in this section,
with results discussed below.

4.1. Outer Boundary Conditions

The outer boundary condition (OB) is an important boundary condition for the DREAM3D model. In this sub-
section, we tested two types of data-driven boundary conditions and an open Neumann boundary condition. The
corresponding results are shown in Figure 4. Figures 4b and 4i are identical to Figures 1d and 1i which are the
benchmark simulation results using the OB condition calculated from GOES PSD data when the satellite crosses
L* = 6. Between the crossings interpolation is performed over time to fill the gaps. For the results in Figures 4c
and 4, similar calculation is performed to achieve an OB condition at L* = 5.5 using the Van Allen Probes PSD
data (and the other model boundary conditions and inputs are identical to the benchmark simulations). This new
OB condition is set up at a lower L* value since, unlike the GOES satellite, the Van Allen Probes satellites
generally don't reach L* = 6. Comparing Figure 4b with Figure 4c, we find that the difference in the simulation
results between using the GOES OB condition at L* = 6 and using the Van Allen Probes OB condition at L* = 5.5
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Figure 5. Observed electron flux at £ = 100 keV and local pitch angle a;,.,; = 57.5°.

for the lower y case is not significant. This is also reflected in the MSA results in Figure 4g, which shows that the
red curve (Van Allen Probes OB run) is minimally better than the black curve (GOES OB run). Note that the black
curve overlaps the blue curve (which will be discussed in the next subsection) so the black curve is plotted as a
dashed curve for better visualization. On the other hand, the simulated PSD values at higher y = 1237 MeV/G are
more different between using the GOES OB condition at L* = 6 (Figure 4i) and using the Van Allen Probes OB
condition at L* = 5.5 (Figure 4j). Figure 4n shows that at higher u the run with Van Allen Probes OB (in red)
yields lower MSA values outside L* of 4 compared to the GOES OB run in black (overlapped with blue). This is
likely because local heating is more dominant for higher u electrons than lower u electrons, as discussed in
previous session. For the higher-u case, the Van Allen Probes OB condition at L* = 5.5 captures more of the local
heating in the outer boundary condition itself than the GOES OB condition at L* = 6 since L* = 5.5 is closer to the
heart of the outer belt. This leads to better performance of the simulation using the Van Allen Probes OB condition
in capturing the electron acceleration in the heart of the outer belt. One other potential reason may be from the data
processing. We had to do some assumptions to produce GOES differential data above 1 MeV. It may induce the
PSD difference between GOES and Van Allen Probes at L* from 5 to 6 of Figure 4h.

Next, instead of using data-driven OB conditions, we tested the Neumann boundary condition at L* = 11 which
can be regarded as an open boundary condition. The results are plotted in Figures 4d and 4k, which show that the
electron PSD from the initial condition quickly decay in time at both y values. This is due to the lack of the
external source from the outer boundary and loss of electrons to the magnetopause (simulated by outward RD and
fast loss outside the LCDS which is plotted as the white curves in Figures 4d and 4k) and atmosphere (simulated
by pitch angle diffusion by hiss and chorus waves). Also, due to the lack of electron seed population transported
inward from the data-driven outer boundary, the acceleration effect of the chorus waves is insufficient to produce
local acceleration of electrons. These results suggest that the data-driven outer boundary condition is critical to the
performance of the model in reproducing the long-term dynamics of electrons in the outer belt.

4.2. E,;, Boundary Conditions

The lack of seed population in the Neumann OB run discussed above motivates us to test the effects of data-driven
low energy boundary condition (Emin BC) for the simulations. The Emin BC could provide seed electrons to be
accelerated to higher energy through both RD and local heating. The data-driven Emin BC is calculated using Van
Allen Probes MagEIS data at the electron energy E = 100 keV over all local pitch angle (0 < a1 < 90°) which
are interpolated to cover all the time and L* grids of the simulations. An example of the observed flux variations at
the Emin boundary at a local pitch angle of 57.5° is shown in Figure 5, which show frequent injections of electrons
from high L* into low L* regions.

The data-driven Emin BC is first implemented into the run with the Neumann OB with results shown in Figures 4e
and 41. By comparing to Figures 4d and 4k for both y values, we find that the model results with the data-driven
Emin BC better produce the variations of PSD. However, overall the simulation results with the Neumann OB and
data-driven Emin BC greatly underestimated the observed PSD at high L* regions, which is also demonstrated by
the large MSA values at L* > 3.5 for the lower y case as shown by the green curve in Figure 4g and at L* > 3.7 for
the higher u case as shown in Figure 4n. Therefore, comparing the model results with data-driven OB only with
those with data-driven Emin BC only (e.g., Figure 4b versus 4e), we find that the data-driven OB is more
important in capturing the long-term dynamics of radiation belt electrons.

Given that the data-driven Emin BC improves the performance of the simulations with Neumann OB, it is
interesting to see if it will help further improve the performance of the simulations with the data-driven OB. The
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Figure 6. The various radial diffusion coefficients as a function of L* at 4 = 1000 MeV/G for (a) Kp = 1 and (b) Kp = 5. Panel (c) shows D, ; as a function of y at L* =5

and Kp = 5.

simulation results with both data-driven OB and data-driven Emin BC are shown in Figures 4f and 4m. By
comparing to the model results with only data-driven OB in the benchmark runs (Figures 4b and 4i), we find that
the modeled PSD show almost no change at these two y values with the additional data-driven Emin BC, which is
also shown in the MSA plots where the blue curves for the new runs with both data-driven OB and Emin BC
overlap with the black curves for the benchmark runs. By investigating more y values (not shown here), we find
that enhanced PSD from the data-driven Emin BC is only evident at much lower p values closer to the Emin
boundary, which suggest that the local heating from the empirical chorus model used in our simulations is not fast
enough to accelerate the additional seed electrons from the data-driven Emin boundary (100 keV) to MeV range.
Therefore, the model results show that adding in data-driven Emin BC on average is not improving the model
performance for the long-term simulation given that a data-driven OB is already implemented.

4.3. Radial Diffusion Coefficients

There have been several studies to calculate the RD coefficients (Ali et al., 2016; Brautigam & Albert, 2000; Liu
et al., 2016; Ozeke et al., 2014). Wang et al. (2020) and Drozdov et al. (2021) have already compared the model
results with the various RD coefficient using the VERB code. However, we test the various RD coefficients using
the DREAM3D model here.

Figures 6a and 6b show the magnitudes of both the electric and magnetic RD coefficients from the various D;;

models listed in Section 2 at different Kp values and constant 4. We find that in all the D;; models DEL (solid

curves) is higher than D2, (dashed curves), except for the D} model where DleA is larger than DfiBA since DIZ,:BA

is actually electromagnetic rather than purely magnetic. At Kp = 1, focusing on the dominant component of D, ;

in each model (the solid curves), we find that D54, D59 ‘and DEMY are comparable, which are higher than

Df’LA” by almost an order of magnitude. This is likely due to the different approaches used to quantify the RD

coefficients: Ali et al. (2016) used the geometric mean values of the statistical ULF wave power, which are close
to the median values, while the other studies such as Ozeke et al. (2014) and Liu et al. (2016) used the arithmetic

mean values. At higher Kp = 5, all the RD coefficients are enhanced, and we found a rough relation that

DEBA S pEOreke s, platic s, pEAI Furthermore, DEE* and DE;™ are y-dependent, while the other D, ; models do

not depend on y. Figure 6¢ shows the RD coefficients as a function of u at the constant values of Kp = 5 and

L* =5. We find that Dfiuu (green line) is the largest for smaller u, which decreases in u so that it becomes smaller
than D%#* and D5 at larger u values. Note that Liu et al. (2016) calculated D53 only for the y-range of
400 < u[MeV/G] < 4,000 of electron, and we extrapolate Dfih" outside the covered the p-range for the simu-

lations. Recently, Mei et al. (2022) conducted a study to more carefully expand Dfi]‘iu to lower p-range 10 < p

[MeV/G] < 400. However, the D;; results are not very different from what we achieved by the simple extrap-
olation and including the results from Mei et al. (2022) over the lower u-range does not significantly change the
DREAM3D simulation results. This similarly applies to the Df’LLi" at higher p-range of 4,000 < u[MeV/G] < 10°.
By testing runs with DREAM3D, we find that its effects are also small on the electrons at the middle range of y,
over which we compare to the observations. Therefore, we choose to apply extrapolation over the y-range not

directly covered by the Df’LLiu model for the relevant simulations.
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Figure 7. (a, b, i, ) Identical to Figures la, d and 1f, i, respectively. The remaining spectral plots are simulated phase space density with (c, j) D5

4,(d, 1) DE |, and (e, m)

D?S, (f, n) D?Zeke but radial diffusion (RD) only, (g, 0) DILJLu but RD only. (h, p) The median symmetric accuracy distribution as a function of L*.

Figure 7 shows the simulation results with the various RD coefficient input models. Figures 7b and 7j show the
baseline cases with D¢ Figures 7c and 7k show the simulated PSD variation with D2, which are slightly
larger than those with D??k¢ due to the slightly higher D, ;. Their overall performance is similar to D97k at
L* > 4 as shown in the MSA results in Figures 7h and 7p (comparing the red to the black), while at lower L*
regions its performance is worse due to the larger overestimation. With the D" model, simulation results in
Figure 71 show the highest values of PSD at large L* regions during some enhancement periods (e.g., in May)
compared to the other runs, especially at the higher x4 value, even though D5 could be smaller than D¢ and
D4 at high p values during active times (e.g., Figure 6b at Kp = 5). This is because DB‘“ has a strong p
dependence. Even though it is comparable to or even slightly smaller than D7 at higher y values, DkiL” is higher
than DY7* at lower u values (e.g., Figure 6¢), which could bring in more low-energy seed electrons from the
outer boundary, enabling a higher level of local heating by chorus waves. To demonstrate this, we run the
simulations with RD only using D(L)LZeke and DE‘L“ respectively and show the simulation results in Figures 7f, 7g, 7n,
and 70 (bottom two panels of each plot) for the two p values. Comparing Figure 7f with Figure 7g (similarly
Figure 7n with 70), we find that the RD only results with D5® are quite similar to those with D7, suggesting
that the more enhanced PSD values with D%‘L“ in the RD + Hiss + Chorus runs are from the stronger local heating
by chorus waves due to higher supply of the seed electrons. Comparing the overall model performance using the
MSA results in Figures 7h and 7p, we find that even though DLlu could lead to stronger enhancements of electron
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103 PSD, its overall performance at higher L* regions (the green curves) is still
comparable to that with DY (the black curves). But it results in more
overestimation at 3.5 < L* < 4 regions thus higher MSA there. Lastly, the
simulation results with the D2 model are plotted in Figures 7e and 7m, which
show far limited values of PSD due to its smallest values of D;; (e.g.,

E AR = BT P@* / = — Figure 6). The MSA results are also higher than the others (blue curves in

T 9 01 ‘ V/,; ‘ Ky~ - Figures 7h and 7p). Therefore, the baseline simulation with D% overall
% \"’}’/ ‘AE: 750 nT shows the best performance over all the L* regions.

Bt The findings from our simulations with DREAM3D are similar to those from

= o 5‘ Drozdov et al. (2021) usiAng the VERB3D code, in that the simulation results

with Dfﬁ, D?,fﬂ“’, and D,E}"l result in similar levels of PSD variations, while the

| | simulation results with D2 show limited RD. However, it is hard to directly

10_1 2 3 4 5 compare these DREAM3D results with the VERB results in Drozdov

Figure 8. Electron lifetimes by hiss waves as a function of L* of different
models. The black curves show the lifetimes from Orlova et al. (2014) at
Kp = 3 and 5 with the electron energy of E =2 MeV. The red curves show

et al. (2021) since they are simulating different time intervals and the model
performance is evaluated using different metrics. We use MSA here to
compare the observed and modeled PSD over L*, while Drozdov et al. (2021)
adopted the normalized differences to compare the observed and modeled
flux, which emphasize errors near peak flux values.

the lifetimes from Agapitov et al. (2020) at different AE values at 350, and

750 nT with the same electron energy of E =2 MeV. The green curves show

4.4. Hiss Wave Effect Models

the lifetime calculated using pitch angle diffusion coefficient (D,,) by hiss

wave from Tu et al. (2013) at three different AE* ranges. The blue lines
show the simple lifetimes from Shprits et al. (2006) at different Kp values.

aa:

In this subsection we investigate the effects of different input models of hiss
waves. Examples of the estimated hiss loss lifetimes from the Orlova
et al. (2014) model for 2 MeV electrons at different Kp values are shown in
Figure 8 versus L* as the black curves, which show a strong L* and Kp dependence. Similarly, the estimated
lifetimes of 2 MeV electrons at different AE values from Agapitov et al. (2020) are shown in Figure 8 as the red
curves, which show a different L* dependence compared to that from the Orlova et al. (2014) model. The Kp and
AE values in Figure 8 are selected to approximately compare the lifetimes from these two hiss models at similar
geomagnetic activity levels. Based on the empirical relationship between Kp and AE suggested by Ros-
toker (1991), that is, AE(nT) = 200Kp-250, Kp = 3 roughly corresponds to the similar activity level as
AE = 350 nT, and Kp = 5 roughly corresponds to AE = 750 nT. By comparing the black and red curves at
3 < L* < 4 (the region where hiss loss effects are most effective in the model), we find that the lifetimes from the
Agapitov model (red curves) are longer than those from the Orlova model (black curves) at medium activity level
(Kp = 3 and AE = 350 nT), while those lifetimes are generally comparable at higher activity level (Kp = 5 and
AE =750 nT). The lifetimes from Tu et al. (2013) are calculated from the pitch angle diffusion coefficient (D,
of hiss wave using Equations 12 and 13 of Lyons et al. (1972) and categorized at three different AE* ranges. The

llll)

lifetime during the strong geomagnetic storm time (AE* > 500 nT), as depicted by the thick green curve, show
fluctuations along L* due to the insufficient data samples. Consequently, the lifetime is calculated to be longer
than that during the intermediate storm time (100 < AE* < 500 nT) near L*~3.3.

In Figure 8 we also include a simple model of the electron lifetimes by hiss waves defined as 7 = 5/Kp (Shprits
et al., 2006), which are shown as the blue lines at the two Kp values, which have no energy or L* dependence. We
find the electron lifetimes from the simple model are the shortest among the three models illustrated.

Figure 9 shows the simulation results with the different electron loss models by hiss waves from Orlova
et al. (2014), Agapitov et al. (2020), Tu et al. (2013), and Shprits et al. (2006), respectively. For low p electrons,
we find that the performance of the first three hiss loss models, Orlova et al. (2014), Agapitov et al. (2020), and Tu
et al. (2013), are generally similar, with the Orlova et al. (2014) model producing slightly more loss at low L*
regions and thus a smaller MSA at L* < 4 (comparing the black, red, and green curves in Figure 9f). This is
consistent with the lifetime results shown in Figure 8§ among these three models. For higher u electrons, the MSA
values from the three empirical models are almost identical as shown in Figure 91. This is because the hiss
scattering of higher energy electrons is limited in the model compared to the data, so that the small differences
among the lifetime models do not significantly affect the results. Then, applying the simple lifetime model from
Shprits et al. (2006) produces the strongest reduction of PSD inside the plasmasphere as shown in Figures 9e and
9k. This leads to the smallest MSA at L* < 3.7 for the high y case (blue curve in Figure 91), but overestimates the
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Figure 9. (a, b, g, h) Identical to Figures 1a, 1d, 1f, and 1i, respectively. The remaining spectral plots are simulated phase space density using the hiss model from (c, 1)
Agapitov et al. (2020), (d, j) Tu et al. (2013), and (e, k) Shprits et al. (2006). (f, 1) The median symmetric accuracy and distribution as a function of L*.

electron loss over medium L* values, that is, 3.7 < L* < 5 for high p (Figure 91) and 3.5 < L* < 4.5 for lower y
(Figure 9f). Even though the simple hiss loss lifetime model could produce better model performance at low L*
values, we don't implement it in our benchmark simulations since it is not as realistic as the other hiss loss models
which are based on statistical wave data. However, these further suggest that stronger loss is needed near or inside
the plasmapause to improve the model performance at low L* regions.

4.5. Chorus Wave Models

At last, we investigate the effects of different chorus input models, the Wang et al. (2019) model based on the Van
Allen Probes data and the Tu et al. (2013) model based on the CRRES data. Figure 10 compares the power of
lower band chorus wave versus L*, at different Kp values from Wang et al. (2019) in black curves, and at different
AE* levels from Tu et al. (2013) in colored curves. We find that due to the different binning approaches, the
chorus wave can reach higher power in Wang et al. (2019) at high Kp values than that from the AE-based model of
Tu et al. (2013). Figure 11 shows the simulation results using the two different chorus wave models. We find the
model performance to be very similar in the low y case, with almost overlapping MSA values in Figure 11d.
However, at high p the results with the Tu et al. (2013) chorus model lead to less acceleration compared to the
baseline case with the Wang et al. (2019) model, mainly because of the weaker wave power during active times
from Tu et al. (2013) as shown in Figure 10. Correspondingly, the MSA comparison in Figure 11h shows that the
error with the model from Wang et al. (2019) is smaller around the peak of the outer belt over L* = 4-5, but the
error is higher at low L* regions due to the increased level of overestimation.

5. Conclusions and Discussion

In this study, the DREAM3D diffusion model is applied to simulate the long-term radiation belt dynamics
observed by Van Allen Probes and GOES over the entire year of 2017. We start with a benchmark simulation
using the RD coefficients from Ozeke et al. (2014), the hiss wave model from Orlova et al. (2014), and the chorus
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Figure 10. Black lines show the power of lower-band chorus waves at
different Kp values versus L* from Wang et al. (2019). The red, green and
blue lines show the power of lower-band chorus waves at different AE
ranges from the CRRES statistical wave model (Tu et al., 2013).

wave model from Wang et al. (2019), with the outer boundary condition
driven by GOES data at L* = 6. The benchmark simulations show that for the
lower u value of 510 MeV/G, RD can sufficiently transport the electrons
inward from the data-driven outer boundary and hiss waves can lead to
notable loss of electrons inside the plasmasphere even though faster loss rates
are needed to reproduce the observations. Further adding in the chorus waves
doesn't lead to apparent PSD enhancement at this p value. Instead, it slightly
reduced the electron PSD at low p, improving the model performance at
L* < 4.2. On the other hand, the simulation results at higher y value of
1237 MeV/G show different features than those at the lower y value. Radial
diffusion is shown to be insufficient in reproducing the electron enhancement
at the higher y value compared to the lower y. Adding in chorus strongly
improves the model performance at L* > 4, suggesting that local heating by
chorus waves plays a more dominant role compared to RD at the higher u
value. The overall model performance is worse at higher y than lower g,
which suggests that both stronger chorus heating and faster electron loss near
or inside the plasmapause are needed for higher energy electrons. In addition,
some of the fast dropout of radiation belt electrons are not captured by the
model, potentially due to the lack of EMIC waves, the uncertainty in the
calculated LCDS using neural network, and nondipolar field effects associ-
ated with RD (Cunningham, 2016).

Then, using the benchmark simulation results as the baseline, we investigate the effects of various boundary
conditions and model inputs on the performance of DREAM3D in reproducing the long-term outer belt dynamics.

First, by testing the outer boundary conditions, we find that using the data-driven OB from the Van Allen Probes
data at a lower L* = 5.5 rather than that from the GOES data at L* = 6 doesn't affect much the model performance
at the lower u value while greatly improves the performance at the higher ¢ value at L* > 4 potentially due to the
more dominant role of local heating at higher 4. However, using the open Neumann boundary condition at
L* = 11 significantly reduces the model performance. These demonstrate that energetic electron data from
operational satellites like GOES are critical and generally sufficient to reproduce the global radiation belt dy-
namics inside the geosynchronous orbit over the long term. This is important for radiation belt nowcast and

forecast and the relevant space weather applications.
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Figure 11. (a, b, e, f) Identical to Figures 1a, 1d, 1f, and 1i, respectively. (c, g) Simulated phase space density using CRRES statistical wave data for the chorus waves
from Tu et al. (2013). (d, h) The median symmetric accuracy distribution as a function of L*.
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Adding in the data-driven Emin BC for the seed electrons to the open Neumann boundary condition run improves
the model performance but still performs poorly in reproducing the PSD enhancement at high L* regions. Its
overall performance is lower than the baseline run with data-driven OB condition, suggesting that the data-driven
OB is more important in capturing the long-term dynamics of radiation belt electrons than the data-driven Emin
BC. Then by adding in the data-driven Emin BC to the baseline run with the data-driven OB from GOES, we find
that it does not improve the model performance. This seems counter-intuitive since one might expect the model
performance to be improved by adding in more realistic data-driven boundary conditions.

One possible reason is explained in terms of the inward RD from the outer boundary condition. Low energy
electrons (<100 keV) at the outer boundary are transported into lower L* and are adiabatically energized as the
background magnetic field increases. Then they reach the 100 keV threshold of the Emin BC at some L*. In other
words, the inward RD with the data-driven OB plays a similar role as the Emin BC. And the data-driven OB is not
only including the electron injections from the plasma sheet, but also local heating at higher than the outer
boundary location. Those are not included in the data-driven Emin BC. Also, the RD rates provided by the
empirical D, ; models could be overestimated especially at low L* regions and the loss from hiss waves inside the
plasmasphere may be too slow, both of which will lead to overestimated PSD at low L*. The observed dynamics
of radiation belt electrons are a delicate balance among all these acceleration, transport, and loss processes.
Making part of the inputs more realistic while keeping the others empirical may not necessarily improve the
overall model performance. Please note that even though adding in the data-driven Emin BC doesn't improve the
long-term performance of the simulations given that a data-driven OB is already in place, it could still improve the
model performance during individual events, especially for those dominated by local acceleration as discussed in
Tu et al. (2014).

The comparison between simulation results and observations in terms of MSA indicates that the model perfor-
mances are always the best at the upper L-shell near the outer boundary when the data-driven outer boundary
conditions are applied. While the inclusion of Emin BC does not enhance the performance when coupled with
data-driven outer boundary conditions, it does enhance performance in the absence of such data-driven condi-
tions. These suggest that to improve the nowcast and prediction of radiation belt dynamics, using physics-based,
data assimilation, or machine learning models, it is necessary to include as much trustworthy data as possible.

The long-term simulation results are also sensitive to the input of RD coefficient. Overall, the simulation results
with D,’_\f underestimate the observed electron PSD over a wide range of L, while the other three D;; models,
DPzke pBA “and DHY performed generally similarly at large L* regions of L* > 4.3. The best model performance
at lower L* regions is achieved in the baseline simulation with D(L)Lzeke. In addition, the strongly u-dependent D%IL“
is shown to produce the most enhanced PSD from chorus heating especially at the higher u, which is likely due to
the higher supply of seed electrons by faster inward RD at low x from the outer boundary.

We used the cold electron density model from Carpenter and Anderson (1992) for hiss wave inside the plas-
masphere and the density model from Sheeley et al. (2001) for chorus waves outside the plasmasphere by
following the previous work (Tu et al., 2013). The variation of cold plasma density strongly affects the diffusion
coefficients in pitch angle and energy, and potentially contributes to the balance between acceleration and loss. In
this reason, it is also important to investigate the various empirical models on cold electron density for the ra-
diation belt dynamics, but we remain this work as a future work.

Testing the different input models of hiss and chorus waves, we find the model performance is generally similar
using the hiss loss models from Orlova et al. (2014), Agapitov et al. (2020), and Tu et al. (2013), with a slightly
better performance with Orlova et al. (2014) since its electron lifetimes are slightly shorter. Using the simple
lifetime model from Shprits et al. (2006) produces the strongest reduction of PSD inside the plasmasphere and
thus the smallest MSA at low L* regions, which further suggests that stronger loss is needed near or inside the
plasmapause, especially for higher-energy electrons. In fact, these losses of multi-MeV electrons could be more
efficiently produced by EMIC wave scattering rather than hiss wave scattering. Recently, Drozdov et al. (2020)
also show that hiss waves can aid EMIC waves in scattering the multi-MeV electrons inside the plasmasphere.
Inclusion of the EMIC waves will be a future step in our DREAM3D simulations. From a different perspective,
the simple hiss loss lifetime model from Shprits et al. (2006), despite being less realistic, could work the best for
the purpose of radiation belt prediction.
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On the chorus wave input models, the Wang et al. (2019) model and Tu et al. (2013) model perform similarly for
the low u case. But the Wang et al. (2019) model performed better in producing the stronger electron enhancement
at higher u due to its higher chorus wave power during geomagnetic active times.
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