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Abstract

Recent advances in monocular depth estimation have

been made by incorporating natural language as additional

guidance. Although yielding impressive results, the im-

pact of the language prior, particularly in terms of gener-

alization and robustness, remains unexplored. In this pa-

per, we address this gap by quantifying the impact of this

prior and introduce methods to benchmark its effectiveness

across various settings. We generate "low-level" sentences

that convey object-centric, three-dimensional spatial rela-

tionships, incorporate them as additional language priors

and evaluate their downstream impact on depth estimation.

Our key finding is that current language-guided depth esti-

mators perform optimally only with scene-level descriptions

and counter-intuitively fare worse with low level descrip-

tions. Despite leveraging additional data, these methods

are not robust to directed adversarial attacks and decline

in performance with an increase in distribution shift. Fi-

nally, to provide a foundation for future research, we iden-

tify points of failures and offer insights to better understand

these shortcomings. With an increasing number of methods

using language for depth estimation, our findings highlight

the opportunities and pitfalls that require careful consider-

ation for effective deployment in real-world settings.
1

1. Introduction
Computational theories of visual perception have proposed
hierarchies of visual understanding, such as in the work
of Gestalt psychologists [8], Barrow and Tenenbaum [2],
and others. In this hierarchy, higher-level vision tasks are
aligned with semantics or human-assigned labels; for in-
stance, recognizing scenes, detecting objects and events, an-
swering questions and generating captions about images, or
retrieving and generating images from text queries. Break-
throughs in large-scale vision–language pretraining [27,
34, 42] and diffusion-based modeling techniques [35, 37]

1Code/Data: https://github.com/agneet42/lang_depth

have been significantly improved the state-of-the-art in such
higher-level semantic visual understanding tasks. This suc-
cess has been driven by the idea that natural language is an
effective and free-form way to describe the contents of an
image and that leveraging this data for learning shared rep-
resentations benefits downstream tasks.

Lower-level vision has a different perspective on image
understanding and seeks to understand images in terms of
geometric and physical properties of the scene such as es-
timating the depth (distance from the camera), surface nor-
mals (orientation relative to the camera) of each pixel in an
image, or other localization and 3D reconstruction tasks. A
physics-based understanding of the scene such as the mea-
surement or estimation of geometric and photometric prop-
erties, underlies the solutions for these inverse problems.
As such, until now, state of the art techniques [30, 43] for
lower-level tasks such as depth estimation have not featured
the use of natural language. Surprisingly, recent findings
from VPD [52], TADP [24] and EVP [26] have demon-
strated that language guidance can help in depth estimation,
thus potentially building a bridge between low-level and
high-level visual understanding. In this paper, we seek to
inspect this bridge by asking a simple question: what is the
impact of the natural language prior on depth estima-
tion? Our study is positioned to complement early explo-
ration into the role of natural language for training models
for low-level tasks, especially given the emerging evidence
of state-of-the-art performance on tasks such as depth esti-
mation. We argue that in the age of large language models,
it is essential to fully grasp the implications of using lan-
guage priors for vision tasks and so we examine these meth-
ods from multiple perspectives to evaluate their complete
potential. This examination is important as depth estima-
tion is used for many real-world and safety-critical applica-
tions such as perception in autonomous vehicles, warehouse
automation, and robot task and motion planning.

We conduct a systematic evaluation to determine the sig-
nificance of language-conditioning and the effect of this
conditioning under various settings. We also benchmark
the generalization capabilities and robustness of these meth-
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VPD (Language Guided) AdaBins (Vision Only)
Original RGB Image

"A photo of a concert" "1979 Bee Gees concert at Dodger Stadium"

VPD (Language Guided)

N/A

Figure 1. We investigate the efficacy of language guidance for depth estimation by evaluating the robustness, generalization, and spurious
biases associated with this approach, comparing it alongside traditional vision-only methods. Shown here is a visual comparison of the
depth estimation results between VPD (with additional knowledge) and AdaBins [3] on an out-of-domain outdoor scene.
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Figure 2. An illustration of depth maps generated by language-guided depth estimation methods such as VPD (zero-shot) when prompted
with various sentence inputs that we use as part of our study. The first row shows the effect of progressively adding descriptions as input,
while the second row shows depth maps generated by single sentence inputs.

ods. Specifically, we create image and language-level
transformations to evaluate the true low-level understand-
ing of these models . We construct natural language sen-
tences that encode low-level object-specific spatial relation-
ships, image captions and semantic scene descriptions us-
ing pixel-level ground truth annotations. Similarly, we per-
form image-level adversarial attacks implementing object-
level masking, comparing vision-only and language-guided
depth estimators on varying degrees of distribution shift.

Through our experiments, we discover that existing
language-guided methods work only under the constrained
setting of scene-level descriptions such as “a photo of a

bedroom”, but suffer from performance degradation when
the inputs describe relationships between objects such as
“a TV in front of a bed”, and are unable to adapt to intrin-
sic image properties. Furthermore, with an increase in do-
main shift, these methods become less robust in comparison
to vision-only methods. We present insights to explain the
current challenges of robustness faced by these models and
open up avenues for future research. A visual illustration of

this performance gap is presented in Figure 1.

Our contributions and findings are summarized below:
• We quantify the guidance provided by language for depth
estimation in current methods. We find that existing ap-
proaches possess a strong scene-level bias, and become
less effective at localization when low-level information
is provided. We additionally offer analysis grounded in
foundation models to explain these shortcomings.

• Through a series of supervised and zero-shot ex-
periments, we demonstrate that existing language-
conditioned models are less robust to distribution shifts
than vision-only models.

• We develop a framework to generate natural language
sentences that depict low-level 3D spatial relationships in
an image by leveraging ground truth pixel-wise and seg-
mentation annotations.
Our findings underline the importance of taking a deeper

look into the role of language in monocular depth estima-
tion. We quantify the counter-intuitive finding that a sen-
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tence such as "The photo of a kitchen" leads to better depth
estimation than "A knife is in front of a refrigerator", al-
though the latter explicitly contains depth information. In
this paper, we provide trade-offs between accuracy and ro-
bustness of these methods, and identify points of failures for
future methods to improve upon.

2. Related Work
Monocular Depth Estimation. Monocular depth estima-
tion has a long history of methods ranging from hand-
crafted feature extraction to deep learning techniques and,
recently, language-guided estimation. Saxena et al. [38] de-
signed depth estimators as Markov Random Fields with hi-
erarchical image features, Eigen et al. [9] pioneered con-
volution networks for this task, and Laina et al. [25] intro-
duced fully convolutional residual networks for depth esti-
mation. [33, 45, 50] aim to jointly learn pixel-level dense
prediction tasks such as depth estimation, semantic segmen-
tation, and surface normal estimation in a multi-task learn-
ing setting. Unsupervised methods [12, 15] have also been
employed, using stereo images and multi-view perspective
to guide learning. More recently, VPD [52], TADP [24],
EVP [26] and DepthGen [39] have developed depth esti-
mators that use diffusion-based models. Some standard
datasets for monocular depth estimation include NYUv2
[31], KITTI [13], Sun RGB-D [40] and Cityscapes [7],
which vary based on their settings (indoor/outdoor), anno-
tation type (sparse/dense) and sensor types.

Language Guidance for Lower Level Vision Tasks. Ex-
cellent results have been attained by CLIP [34] and ALIGN
[21] for zero-shot image recognition and OWL-ViT [29] for
open-vocabulary object detection. GroupVIT and OpenSeg
[14] perform open vocabulary semantic segmentation, su-
pervised with high-level language, whereas ODISE [47]
performs open-vocabulary panoptic segmentation. OWL-
ViT [29] performs open-vocabulary object detection by
aligning their pretrained, modality specific encoders with
lightweight object-detectors and localization heads.

Geometric Guidance for High-Level Vision Tasks. Low-
level visual signals have been incorporated to solve high-
level vision tasks such as visual question answering (VQA),
image captioning, and image generation. [1] make use of
depth maps as additional supervision for VQA. For 3D cap-
tioning, Scan2Cap [5] proposes a message-passing module
via a relational graph, where nodes are objects with edges
capturing pairwise spatial relationship, while SpaCap3D
[41] constructs an object-centric local 3D coordinate plan,
incorporating spatial overlaps and relationships into its su-
pervision. ControlNet [49] conditions text-to-image gen-
eration based on low-level feedback from edge maps, seg-
mentation maps, and keypoints. Florence [48] and Prismer
[28] leverage depth representations and semantic maps to

develop general purpose vision systems.

Robustness Evaluation of Depth Estimation Models.
Ranftl et al. [36] study the robustness of depth estimation
methods, by developing methods for cross-mixing of di-
verse datasets and tackle challenges related to scale and
shift ambiguity across benchmarks. [6, 51] demonstrate
that monocular depth estimation models are susceptible to
global and targeted adversarial attacks with severe perfor-
mance implications. Our work studies the robustness of
language-guided depth estimation methods.

3. Language-Guided Depth Estimation
The use of natural language descriptions to facilitate low-
level tasks is a new research direction. Although at a
nascent stage, early evidence from depth estimation sug-
gests that language can indeed improve the accuracy of
depth estimators. This evidence comes from two recent ap-
proaches: VPD (visual perception with a pre-trained diffu-
sion model) and TADP (text-alignment for diffusion-based
perception) that show state-of-the-art results on standard
depth estimation datasets such as NYU-v2 [31]. Our ex-
periments are based on VPD thanks to open-source code.

3.1. Preliminaries

The VPD model f takes as input an RGB image I and its
scene-level natural language description S, and is trained to
generate depth map DI of the input image: DI = f(I, S).
VPD has an encoder-decoder architecture. The encoding
block consists of:
(a) a frozen CLIP text encoder which generates text fea-

tures of S, which are further refined by an MLP based
Text Adapter [11] for better alignment, and

(b) a frozen VQGAN [10] encoder which generates fea-
tures of I in its latent space.

The cross-modal alignment is learnt in the U-Net of the Sta-
ble Diffusion model, which generates hierarchical feature
maps. Finally, the prediction head, implemented as a Se-
mantic FPN [23], is fed these feature maps for downstream
depth prediction, optimizing the Scale-Invariant Loss.

Format of Language Guidance: Language guidance is
provided via sentence S, which is a high-level descrip-
tion such as "an [ADJECTIVE] of a [CLASS]", where
[ADJECTIVE] could be (photo, sketch, rendering) and
[CLASS] is one of the 27 scene labels (bedroom, bath-
room, office etc.) that each of the images in NYUv2 belong
to. For each scene type, variations of templated descriptions
are generated, encoded via CLIP, and averaged to generate
its embedding. Finally, each image I based on its scene
type, is mapped to the generated embedding, which is con-
sidered to be high-level knowledge about I .
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Sentence Type Generated Sentence

Scene Level A photo of a kitchen.

Caption A kitchen with a bowl of fruit on the counter.

Depth A cabinet is farther away than an apple.

Horizontal A refrigerator is to the right of a tea kettle.

Vertical A range hood is above a microwave.

Activity A photo of a room to prepare and cook meals

Language-Guided

Depth Estimator

 

f

RGB Image Language Guidance Depth Map

Figure 3. We systematically create additional knowledge for the depth estimator by leveraging intrinsic and low-level image properties.
For each image we derive scene addendums, object and spatial level sentences along with semantic, activity based descriptions, and in
supervised and zero-shot settings, quantify the effect of these sentences on monocular depth estimation.

3.2. Diverse Sentence Creation
While scene-level description have been successfully used
for low-level tasks, the effect of different language types re-
mains under-explored. In this subsection, we outline our
framework of creating a diverse set of sentence types in or-
der to evaluate and better understand the influence of lan-
guage in improving depth estimation. We define S to be the
baseline scene-level description (as used in VPD) of image
I . Figure 3 displays our workflow of sentence generation.

3.2.1 Sentences Describing Spatial Relationships

For a given image, our goal is to generate sentences that rep-
resent object-centric, low-level relationships in that image.
Humans approximate depth through pictorial cues which
includes relative relationships between objects. We focus
on generating pairwise relationships between objects with-
out creating complex sentences that would necessitate the
model to engage in additional, fine-grained object ground-
ing. These descriptions, which mirror human language pat-
terns, explicitly contain depth information and could be po-
tentially beneficial for improving depth estimation.

Specifically, for all images I , we have semantic
and depth ground-truth annotations at an instance and
object-level across the dataset. Given this informa-
tion, we generate sentences that describe the spatial re-
lationship between a pair of objects, in an image. We
consider 3D relationships, i.e. depth-wise, horizontal
and vertical relationships between an object pair, and
thus the set of all spatial relationships R is defined as
{front, behind, above, below, left, right}. Given I , and
two objects A and B present in it, twelve relationships can
be generated between them as given below:

front(A,B), behind(A,B), front(B,A), behind(B,A),

above(A,B), below(A,B), above(B,A), below(B,A),

right(A,B), left(A,B), right(B,A), left(B,A)

Relationship Extraction: For an object A, let (Xa, Ya) be
the coordinates of its centroid, Ra be it’s maximum radius,

(µa,�a,Ma) be the mean, standard deviation, and maxi-
mum object depth. Between A and B, a horizontal relation-
ship is created if : |(Ya � Yb) > � ⇥ (Ra + Rb)|, where
� controls the amount of overlap allowed between the two
objects. Thereafter, A is to the left of B if (Ya < Yb),
and otherwise. Similarly, a vertical relationship is created
if : |(Xa � Xb) > � ⇥ (Ra + Rb)| and A is above B if
(Xa < Xb). Finally, a depth relationship is created if :
|(µa �µb) > ((Ma �µa)+ (Mb �µb))|. Thus, A is closer
than B if (µa + �a < µb + �b), else A is farther than B.
Having found R, we map the relationships into one of the
templated sentences, as shown below:

A is in front of B, A is closer than B, A is nearer than B, A

is behind B, A is farther away than B, A is more distant

than B, A is above B, A is below B, A is to the right of B ,

A is to the left of B

Similar templates have also been recently leveraged in
evaluation of T2I Models [16, 20] and for language ground-
ing of 3D spatial relationships [17].

Thus, given an image I , we test the model’s performance
by generating sentences that explicitly encode depth infor-
mation and relative spatial locations of objects in the image.
Intuitively, depth estimation could benefit from information
about objects and their spatial relationships as compared to
the scene-level descriptions.

3.2.2 Image Captions and Activity Descriptions

Image captions. We generate captions corresponding to
each image, which can be characterized as providing in-
formation in addition to scene level description. The ra-
tionale is to evaluate the performance of the model, when
furnished a holistic scene level interpretation, more verbose
in comparison to the baseline sentence S. Captions may still
capture object-level information but will not furnish enough
low-level information for exact localization.

Activity descriptions. To test the semantic understanding
of a scene, we modify the scene name in S, replacing it
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Sentence Type �1 (") �2 (") �3 (") RMSE (#) Abs. REL (#) Log10 (#)
Scene-Level (Baseline) 0.861 0.977 0.997 0.382 0.122 0.050
Scene-Level + Low-Level 0.819 0.964 0.993 0.440 0.149 0.059
Only Low-Level 0.844 0.969 0.994 0.424 0.135 0.055

Table 1. Counter-intuitively, training with spatial sentences im-
pairs performance compared to training with scene-level descrip-
tions, limiting the efficacy of language-guided depth estimation.

with a commonplace activity level description of a scene.
For example, "A picture of a "kitchen" is replaced with "A
picture of a "room to prepare and cook meals". Full list of
transformations are presented in the Appendix. We curate
these descriptions via ChatGPT.

To summarize, for an image I , we now possess sen-
tences that delineate various aspects of it, encompassing
object-specific, scene-specific, and semantic details. These
<image, text> pairs are used in the next sections to
quantify the impact of language.

4. Measuring the Effect of Language Guidance
In the following subsections, we quantify the importance
of language conditioning in supervised and zero-shot set-
tings. Following standard metrics, we report results on the
Root Mean Square Error (RMSE), Absolute Mean Rela-
tive Error (Abs. REL), Absolute Error in log-scale (Log10),
and the percentage of inlier pixels �i with a threshold of
1.25i (i=1,2,3). We use the flip and sliding window tech-
niques during testing. For all subsequent tables, Bold
and underlined values indicate best and second-best perfor-
mance, respectively. All our sentences are generated on the
1449 (Train = 795, Test = 654) images from the NYUv2
official dataset, which contain dense annotations. The max-
imum depth is set to 10m and set � = 1.

4.1. Supervised Experiments
In this setting, we answer, does training on low-level lan-
guage help? We find that when trained and evaluated
with additional low-level language, model performance de-
creases (Table 1). Apart from the baseline model, we train
two more models s.t. for each I
(a) baseline sentence S and 1-3 supplementary sentences

containing low-level relationships are used, and
(b) 4-6 sentences where only spatial relationships are used.
Compared to only low-level sentences, combining low-level
with scene-level sentences deteriorates performance. This
indicates that current approaches interpret language only
when it is coarse-grained and require scene-level semantics
for optimal performance. We present examples in Figure 4.

4.2. Zero-Shot Findings
All zero-shot experiments are performed on the open-source
VPD model. Language embeddings are generated via CLIP
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RMSE : 0.370

RMSE : 0.739 RMSE : 0.990

RMSE : 0.869

RMSE : 0.696

Figure 4. Comparison of depth maps across the three models
trained under the supervised setting as described in Table 1. Low-
level sentences induce hallucinations in the model; leading to large
errors and false positive long-range depth estimates

with an embedding dimension of 768, and image captions
are generated using the BLIP-2-OPT-2.7b model [27].

Impact of Sentence Types: We evaluate VPD on our cre-
ated sentences as shown in Table 2. Sentences are gener-
ated for 518 images from the NYUv2 test split, consider-
ing only images where at least 1 depth, vertical, and hori-
zontal sentence can be extracted. To avoid ambiguity, we
only consider sentences between unique objects in a scene.
As mentioned in Section 3, the original method averages
out multiple scene-level descriptions, which are created us-
ing 80 ImageNet templates [46], and leverages the mean
CLIP embedding as high level information. Following the
original method, ⇤ in Table 2 represents the set-up, where
for every I , we generate embeddings by stacking the mean
baseline embedding and our sentence embeddings while in
�, for every sentence T 2 the ImageNet Template, we con-
catenate T and our sentences, and compute its CLIP embed-
ding. The key differentiator is that in the former, the weight
of the baseline (scene-level) description and the other sen-
tences are equal, while in the latter, the low-level sentences
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Sentence Type �1(") �2(") �3(") RMSE (#) Abs. REL (#) Log10 (#)

Scene-Level 0.962 0.994 0.999 0.252 0.068 0.029
Scene-Level + Caption ⇤ 0.950 0.993 0.998 0.279 0.076 0.033
Scene-Level + Caption + Depth ⇤ 0.932 0.992 0.998 0.311 0.084 0.037
Scene-Level + Caption + Depth + 2D ⇤ 0.864 0.973 0.993 0.403 0.109 0.050
Scene-Level + Caption � 0.916 0.986 0.997 0.347 0.092 0.041
Scene-Level + Caption + Depth � 0.878 0.980 0.994 0.399 0.105 0.048
Scene-Level + Caption + Depth + 2D � 0.849 0.973 0.994 0.443 0.115 0.053
Caption Only 0.827 0.961 0.988 0.474 0.127 0.059
Depth Only 0.372 0.696 0.878 1.045 0.284 0.153
Vertical Only 0.260 0.583 0.824 1.223 0.329 0.185
Horizontal Only 0.332 0.633 0.838 1.148 0.306 0.170

Table 2. In a zero-shot setting, VPD’s performance is highest with baseline scene-level sentences. However, performance drops when more
detailed, low-level information is introduced, as indicated by an increase in RMSE.

1 1 2

1 3 4A lamp is closer than the blinds A book is in front of the shelves A tissue box in nearer than a bag A treadmill is behind a tissue box2

+ 1 2 3+ + 1 2 3 4+ + + “A photo of a bedroom”

Input Image Depth estimated using an increasing number of depth descriptions Using scene-level description

RMSE: 0.687 RMSE: 0.368 RMSE: 0.275 RMSE: 0.203 RMSE: 0.089

Figure 5. From left to right, as more bottom-up scene-level information is provided, the model’s depth predictions move closer to the
baseline predictions made with scene-level sentences. The plot below shows performance improvement across all metrics.

No.of Sentences

No. of
Sentences

Figure 6. As more depth descriptions are provided, performance
improves, signifying scene-level alignment.

have more prominence by virtue of them being added for
each sentence in the template.

We re-affirm our initial findings through Table 2. the
method maintains its optimal performance only when pre-
sented with scene-level sentences. Counter-intuitively, the
performance gradually worsens as additional knowledge
(both high and low-level) is provided. Even other forms of
high-level language seem to deteriorate performance. Next,
we observe a clear bias towards scene level description. For

example, (Baseline + Caption) and (Caption Only) always
outperform (Baseline + Caption + X) and (Depth/2D Only).
This claim can be further underlined by the � decrease in
performance from ⇤ to �, showing a distinct proclivity to-
wards scene-level descriptions.

In Figure 2, we present a visual illustration of the scene
bias that persists in these methods. The least perfor-
mance drop is only seen in cases where additional high-
level knowledge is provided. Iterative addition of low-level
knowledge adversely affects the performance model’s spa-
tial comprehension. The model appears to completely apply
a smooth depth mask in certain circumstances (such as ver-
tical only), completely disregarding image semantics.

Does Number of Sentences Matter? We find that using
multiple low-level sentences, each describing spatial rela-
tionships, helps performance – performance is correlated
with number of such sentences used. This can be attributed
to more sentences offering better scene understanding. We
find again, that model needs enough "scene-level" repre-
sentation to predict a reasonable depth map as observed in
Figure 6. When the number of sentences is increased from
1 to 4 we observe a 41% increase and a 30% decrease in �1
and RMSE, respectively. We present an illustrative example
in Figure 5, and observe that as the number of sentences are

2799



Setup �1 (") �2 (") �3 (") RMSE (#) Abs. REL (#) Log10 (#)
Scene Level 0.963 0.994 0.998 0.254 0.069 0.029
Activity Level 0.936 0.991 0.998 0.297 0.085 0.036

Table 3. In contrast to scene level sentences, semantics denoting
activity level sentences result in a performance decline.

Relationship Original
Sentence

Relationship
Switch

Object
Switch �orig.�rel. �orig.�obj.

Horizontal 25.675 25.665 25.699 0.009 -0.024
Vertical 23.138 23.161 23.206 -0.023 -0.068
Depth 23.613 23.562 23.537 0.050 0.075

Table 4. CLIP struggles at differentiating between various spatial
sentences, often producing higher scores for incorrect sentences
spatial relationships.

increased, the depth prediction iteratively aligns with the
predictions from the scene-level sentences.

Understanding of Semantics. When we use sentences at
the activity level and compare it against the baseline scene-
level sentences (Table 3), we see that the RMSE increases
by 17%. Despite our transformations being extremely sim-
ple, we find mis-alignment between the semantic and scene
space. A method exclusively tuned towards scene-level
alignment, lacking semantic understanding would lead to
unwanted failures, which would be particularly detrimental
in a real-world setting.

4.3. Potential Explanations for Failure Modes
Language-guided depth estimation methods that we dis-
cussed above have 2 major components, a trainable Stable
Diffusion (U-Net) Encoder and a frozen CLIP Encoder. We
take a detailed look into each of them to find answers that
explain these shortcomings.

The lack of understanding of spatial relationships of
Diffusion-based T2I models is well studied by VISOR [16]
and T2I-CompBench [20]. Studies [4] show that the cross-
attention layers of Stable Diffusion lack spatial faithful-
ness to the input prompt; these layers itself are used by
VPD to generate feature maps which could explain the cur-
rent gap in performance. Similarly, to quantify CLIP’s un-
derstanding of low-level sentences, we perform an experi-
ment where we generate the CLIPScore [18] between RGB
Images from NYUv2 and our generated ground-truth sen-
tences. We compare the above score, by creating adversar-
ial sentences where we either switch the relationship type
or the object order, keeping the other fixed. We find (Ta-
ble 4) that a) CLIPScore for all the combinations are low
but more importantly, b) the � difference between them is
negligible; with the incorrect sentences sometimes yielding
a higher score. (highlighted in red). Similar findings have
been recently reported for VQA and image-text matching
by Kamath et al. [22] and Hsu et al. [19].

Model, Image Sentence � �1 (#) � RMSE (#) � Abs. REL (#)
VPD Scene-Level + Depth 0.062 0.093 0.024
VPD Depth 0.586 0.794 0.213
AdaBins N/A 0.008 0.007 0.002

Table 5. Under the masked image setting, we compare� decrease
of VPD with AdaBins (vision-only depth estimator). AdaBins is
significantly more robust to masked objects than VPD.

To summarize, while it is tempting to use language guid-
ance in light of the success of LLMs, we show that current
methods are prone to multiple modes of failures. In order to
facilitate practical deployments, these techniques must be
resilient and function well in novel environments and do-
main shifts, which we study next.

5. Robustness and Distribution Shift
To assess the impact of the language signal under adversar-
ial conditions, we setup the following experiments where
we compare vision-only methods with VPD :

Masking : As shown in Figure 7, we perturb the image I in
this setup, by masking an object in the image space. To off-
set the image-level signal loss, we include a language-level
input specifying the precise relative position of the masked
object with another object. We find that vision-only models
are more resilient to masking in comparison to language-
guided depth estimators. We compare AdaBins and VPD
(Table 5) and find that the latter’s � drop in performance
is significantly more in comparison to its baseline perfor-
mance. Despite leveraging additional information about the
relative spatial location, VPD is less resilient in comparison
to AdaBins. Following previous trends, we also find that
the performance deteriorates significantly when scene-level
information is removed.

In the following experiments, we compare VPD with
AdaBins [3], MIM-Depth [44] and IDisc [32].

Scene Distribution Shift under the Supervised Setting:
We define a new split of the NYUv2 dataset, where the train
and test set have 20 and 7 non-overlapping scenes, with a to-
tal of 17k and 6k training and testing images. With this con-
figuration, we train all the corresponding models and bench-
mark their results and adhere to all of the methods’ original
training hyper-parameters, only slightly reducing the batch
size of IDisc to 12.

Although VPD follows MIM-Depth as the 2nd-best per-
forming model, we find that VPD has the largest perfor-
mance drop amongst its counterparts, 107%, when com-
pared to their original RMSE (Table 6) . Since training is
involved, we also allude to the # of trainable parameters to
quantify the trade-off between performance and efficiency
of the respective models.
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Figure 7. We mask an unique object in the image, using ground-truth segmentation annotations. To compensate for the loss of image
signal, we provide additional knowledge about the masked object, followed by performing depth estimation.

Method Params
(Millions) �1 (") RMSE (#) �RMSE(original)%(#) Abs. REL (#)

AdaBins 78 0.763 0.730 100.54 0.168
MIM-Depth 195 0.872 0.527 83.62 0.115
IDisc 209 0.836 0.609 94.56 0.129
VPD 872 0.867 0.547 107.48 0.121

Table 6. Comparison of VPD and Vision-only models in the super-
vised, scene distribution setting. When evaluated on novel scenes,
VPD has the largest drop in performance, compared to its baseline.

Method �1 (") RMSE (#) �RMSE(original)% (#) Abs. REL (#)
AdaBins 0.768 0.476 30.76 0.155
MIM-Depth 0.857 0.367 27.87 0.132
IDisc 0.838 0.387 23.64 0.128
VPD 0.786 0.442 74.01 0.143

Table 7. Comparative results between VPD and Vision-only mod-
els while zero-shot testing on the Sun RGB-D dataset.

Zero-shot Generalization across Datasets: We perform
zero-shot experiments on the models trained on NYUv2 and
test its performance on Sun RGB-D [40], without any fur-
ther fine-tuning. Sun RGB-D contains 5050 testing images
across 42 different scene types. We create sentences of the
form "a picture of a [SCENE]".

We find that language guided depth estimation meth-
ods struggle to generalize across image datasets. VPD
has a 20% higher RMSE in comparison to MIM-Depth, the
best performing model (Table 7). This occurs even though
Sun RGB-D and NYUv2 are both indoor datasets with a
50% overlap of scene type similarity.

This difference in performance between the two cate-
gories of models likely occurs because in language guided
depth estimators, the model is forced to learn correlations
between an in-domain and its high-level description. It can-
not, therefore, map its learned representation to new data
when an out-of-domain image with an unseen description
is presented. On the contrary, vision-only depth estimators
are not bound by any language constraints, and hence learn
a distribution which better maps images to depth.

We also identify interesting correlations between the im-
pact of low-level knowledge and the intrinsic properties of
an image. As shown in Figure 8, the drop in performance
of VPD is substantially high where the original RGB image
has a large variation in depth.

Original RGB Images Depth Maps with
scene-level knowledge

Depth Maps with
low-level knowledge

RMSE : 0.295

RMSE : 0.139 RMSE : 0.176

RMSE : 0.558

Figure 8. When provided with low-level knowledge such as, "a
plant is to the right of a picture" about a scene with a large vari-
ation in depth values, VPD does not perform well (bottom), as
compared to when the scene is more localized (top).

6. Conclusion
Applying natural language priors to depth estimation opens
new possibilities for bridging language and low-level vi-
sion. However, we find that current methods only work in
a restricted setting with scene-level description, but do not
perform well with low-level language, lack understanding
of semantics, and possess a strong scene-level bias. Com-
pared to vision-only models, current language-guided esti-
mators are less resilient to directed adversarial attacks and
show a steady decrease in performance with an increase in
distribution shift. An examination of the causes of these
failures reveals that foundational models are also ineffective
in this context. As low-level systems are actively deployed
in real-world settings, it is imperative to address these fail-
ures and to investigate the role of language in depth. The
findings from the paper could guide future work into better
utilization of language in perception tasks.
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