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Abstract
Sex estimation is a critical component of the biological profile, and forensic anthro-
pologists may use a variety of sex estimation methods depending upon the degree of 
completeness and state of preservation of the skeletal remains being analyzed. The 
innominate is widely accepted to be the most sexually dimorphic skeletal element. 
The Diagnose Sexuelle Probabiliste (DSP) method, which uses 10 measurements of the 
innominate, was introduced in 2005 and updated as DSP2 in 2017. While DSP2 has 
been reported to have high classification accuracy rates in studies of South American 
and European populations, the method has not been widely tested in US samples, and 
few US practitioners incorporate this method into their casework. The goal of this 
study was to test the reliability and accuracy of DSP2 using a large, modern sample 
from the US (n = 174). Two observers, blinded from demographic information associ-
ated with each specimen, collected the DSP2 metrics. Intra- and interobserver error 
analyses showed acceptable levels of agreement for all measurements, except for 
IIMT. Classification accuracies exceeded 95%, with minimal sex bias, for both observ-
ers and using various measurement combinations; however, an inclusivity sex bias 
occurred with more males reaching the 0.95 posterior probability threshold required 
by DSP2 to provide a sex classification estimate. Based on its high accuracy, foren-
sic anthropologists in the US may consider incorporating DSP2 into their casework, 
although we recommend excluding IIMT and using SPU with caution. Additional 
methods will continue to be needed when the posterior probability threshold is not 
reached.
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DSP2, forensic anthropology, innominate metrics, interobserver error, intraobserver error, sex 
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Highlights

•	 Fewer females reached the posterior probability threshold required by DSP2 for sex 
classification.
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1  |  INTRODUC TION

Sex estimation is an integral part of constructing a biological profile 
in forensic anthropology. After determining whether the individual is 
an adult (versus subadult), sex estimation is typically the first param-
eter of the biological profile to be estimated, as many age and stature 
estimation methods are sex-specific. Although population affinity or 
ancestry estimation methods are not typically sex-specific, there is 
some evidence that differences between males and females can af-
fect the traits that are most commonly used for population affinity 
estimation [1]. As a result, it is imperative that forensic anthropolo-
gists have a range of sex estimation methods at their disposal.

Nearly every skeletal element has been evaluated for its util-
ity in sex estimation, although the innominate is largely regarded 
as the most sexually dimorphic skeletal element and therefore the 
most useful for sex estimation. Methods for sex estimation using 
the innominate focus on either metric or morphological traits. The 
most commonly utilized morphological traits of the innominate were 
originally described by Phenice [2] and were more recently revised 
and incorporated into statistical models by Klales et al. [3] and in the 
MorphoPASSE online program [4, 5]. Several commonly cited refer-
ences include trait lists for sex estimation with additional morpho-
logical traits of the innominate [6–8]. While the program Fordisc 3.1 
[9] incorporates two measurements of the innominate in the post-
cranial module that combines sex and population affinity estimation, 
there are fewer methods focused solely on measurements of the 
innominate. Bytheway and Ross [10] and Klales et al. [11] described 
geometric morphometric approaches to sex estimation using the in-
nominate with high levels of accuracy; however, these approaches 
have not been translated into formal methods or applications.

In 2005, Murail et al. [12] introduced a new tool named Diagnose 
Sexuelle Probabiliste (DSP), or Probabilistic Sex Diagnosis. DSP was 
based on Fisher's linear discriminant analysis utilizing 10 linear mea-
surements of the innominate. The freely available online tool was 
based on an Excel spreadsheet, where a user could enter the data ac-
quired for each specimen, and the tool would provide the posterior 
probability of each specimen being male or female, with sex being 
assigned only when the posterior probability exceeded 0.95. DSP 
could be used with a minimum of four measurements but provided 
greater accuracy and an increased proportion of individuals meeting 
the 0.95 posterior probability threshold when using more than the 
minimum number of variables [12].

The reference samples supporting DSP included data from 
primarily historic (i.e., early 20th century or prior) skeletal collec-
tions from France, England, Portugal, Lithuania, South Africa, and 
the United States, as well as a late 20th century forensic collection 
from Thailand, totaling 2040 innominates [12]. Initial investigations 

determined that the measurements defined for use with DSP rep-
resented the full range of sexual dimorphism for all modern human 
populations, meaning that with DSP population-specific formulae 
were not required [12]. Although originally envisioned for more ar-
chaeological applications, Murail et al. [12] asserted that DSP was 
applicable to all anatomically modern humans and could be used in 
forensic contexts. The original DSP tool remains available as a graph-
ical user interface (GUI) online at https://​osteo​mics.​com/​DSP/​.

In 2017, DSP was updated to DSP2, a freely downloadable pro-
gram (http://​proje​ts.​pacea.​u-​borde​aux.​fr/​logic​iel/​DSP2/​dsp2.​html). 
DSP2 was validated by Brůžek et al. [13] using both the original DSP 
reference sample and two new target samples from the Maxwell 
Museum Documented Collection housed at the University of New 
Mexico and the Simon Collection from the University of Geneva. For 
all samples tested, DSP2 produced accuracies >95% while remain-
ing inclusive of the total sample, with between 85% and 95% of the 
tested individuals producing posterior probabilities that exceeded 
the 0.95 threshold for classification when all 10 measurements were 
used [13].

Diagnose Sexuelle Probabiliste and DSP2 have been tested in sev-
eral studies using data from dry bone or virtual CT models from pop-
ulations not represented in the reference dataset, including modern 
samples from Brazil, France, Greece, and Romania and archaeologi-
cal samples from the medieval Eastern Adriatic and pre-Columbian 
mummies [14–22]. Each of these studies found overall high accuracy 
rates for DSP or DSP2, relatively low intra- and interobserver error 
rates, and fairly high levels of inclusivity (i.e., the proportion of in-
dividuals with a posterior probability above the 0.95 threshold for 
whom a sex estimate was provided by the program) when all mea-
surements were available. However, a close examination of several 
studies purporting to test observer error and accuracy for DSP or 
DSP2 reveals the use of inappropriate statistics [14, 17], small or 
unstated observer error sample sizes [16, 21], discrepancies as to 
whether intra- or interobserver error was being tested [16], or eval-
uation of only 4 of the defined measurements [14, 15]. Despite these 
issues, a recent review of sex estimation methods recommended 
DSP2 as the “method of choice” when the innominate is well pre-
served in both bioarcheological and forensic contexts [23].

Perhaps as a result of the issues with previous tests of DSP2, 
this method has not gained widespread acceptance among foren-
sic anthropology practitioners within the United States. A recent 
survey of forensic anthropology practitioners received responses 
primarily from individuals performing casework within the United 
States (95.7% of respondents) [24]. When using morphological traits, 
the pelvis (innominates and sacrum) was the most preferred skel-
etal region for sex estimation. However, when using metric meth-
ods, the average of respondents' ranking scores placed the pelvis as 

•	 Classification accuracy remains high even when using several different measurement 
combinations.

•	 DSP2 should be considered when morphological traits are not definitive for sex estimation.
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the third most preferred, behind the long bones and the skull [24]. 
Respondents were also asked to rank individual methods in order 
of preference, and this method ranking reflected the preference for 
morphological traits of the pelvis for sex estimation [24]. On a Likert 
scale of 1–5, where 1 indicated that the respondent was “extremely 
unlikely” to use a method and 5 indicated that the respondent was 
“extremely likely” to use a method, the average ranking for DSP2 
was only 1.9, lower than nearly all morphological methods using the 
innominate. For comparison, the morphological methods for sex es-
timation using the innominate described in Klales et al. [3] and the 
MorphoPASSE program [4] were ranked 4.4 and 4.3, respectively.

Additional insight on US-based practitioner preferences comes 
from the Forensic Anthropology Database for Assessing Methods 
Accuracy (FADAMA) [25], an online forensic case database. The 
FADAMA website allows registered users to submit case informa-
tion, including which methods were used to estimate parameters 
of the biological profile. This information is added via drop-down 
menus, populated with methods that are commonly used by forensic 
anthropology laboratories with high caseloads and methods identi-
fied through a literature review. If a method is not listed, users can 
request that a new method be added to the drop-down menu. As of 
May 2024, FADAMA included information from nearly 600 forensic 
cases from the US in which the submitting user estimated sex; how-
ever, neither DSP nor DSP2 was listed as a sex estimation method 
in any of these cases, and neither method has been included in the 
drop-down menu of available sex estimation methods [25].

The goals of this project were to evaluate the potential utility of 
the DSP2 software for forensic anthropological casework in the US 
by: (1) performing intra- and interobserver error analyses using ap-
propriate statistical analyses on all of the 10 measurements included 
in DSP2; (2) assessing accuracy and inclusivity of DSP2 on a large 
sample of known individuals from modern US skeletal collections; 
and (3) comparing results to previous tests based on the number of 
measurements available for analysis.

2  |  MATERIAL S AND METHODS

This study utilized the Southeast Texas Applied Forensic Science 
Facility Skeletal Collection at Sam Houston State University (STAFS), 
the Texas State University Donated Skeletal Collection (TXST), and 
the Documented Skeletal Collection at the Maxwell Museum of 
Anthropology at the University of New Mexico (Maxwell). While fo-
rensic anthropology, as a field, is moving towards the estimation of 
population affinity (morphological or genetic similarity) in forensic 
casework, we note that the demographic information maintained by 
most skeletal collections reflects ancestry (continental origins) or 
social race identities as reported by the donating individuals or their 
families [26]. Therefore, the demographics for the samples used in 
this study reflect the terminology used by each skeletal collection. 
Two observers collected data at each of these collections. Both ob-
servers were blinded to all demographic information associated with 
each individual during data collection. While 61 individuals from the 

Maxwell collection were used by Brůžek et al. [13] as a target or test 
sample, none of those individuals are included in the reference data 
used by the DSP2 software to estimate sex.

All measurements were taken according to the definitions and 
images provided in the DSP2 software [13] (Table 1). For this study, 
the following clarifications were made where the DSP2 measure-
ment definition was silent or when a specimen did not perfectly align 
with the provided description:

•	 PUM—measurement taken without requiring the superior pubic 
ramus to be held in perfect horizontal alignment (as shown in the 
DSP2 exemplar image).

•	 SA—if the arcuate line was faint or forked, the auricular point was 
estimated.

•	 IIMT—measurement taken using the internal jaws of sliding cali-
pers as suggested by Santos et al. [27] and as shown in the DSP 
GUI rather than a friction caliper as noted in the DSP2 program 
[13].

•	 SCOX—exostoses were excluded along ASIS and PSIS.
•	 PUM, SPU, ISMM, VEAC, SIS—depending the presence of lipping 

on the acetabulum, the exact border of the acetabular rim or bor-
der used in these measurements was estimated when possible or 
not scored in cases of severe lipping.

Measurements were taken using the external jaws of digital slid-
ing calipers, except for DCOX (osteometric board), SCOX (spreading 
calipers), and IIMT (internal jaws of sliding calipers). The left innom-
inate was used except when unavailable or damaged, and then, the 
right side was substituted. Measurements for each individual were 
entered into the DSP2 software. The DSP2 software highlights any 
measurements with out-of-range values compared to the reference 
sample; even with out-of-range values, DSP2 will still provide a clas-
sification and posterior probability. Any out-of-range values were 
noted. Male and female posterior probability values were recorded, 
along with whether each individual was classified by DSP2 as Male, 
Female, or Not Predicted (for individuals who did not exceed the 
required posterior probability threshold of 0.95).

Intraobserver error was tested on a sample of 35 White individu-
als (16M, 19F) from the STAFS collection during an initial pilot phase 
of this research. Each observer collected two trials of data, with ap-
proximately 5 days in between trials. During this initial study, IIMT 
was not measured, as the observers did not have access to divider 
calipers and adhered to the instructions of Brůžek et al. [13].

Interobserver error and accuracy was tested on a sample of 174 
individuals (Table 2), including 80 individuals from the Maxwell col-
lection and 94 individuals from the TXST collection. Demographics 
of the sample used for the current study are divided by sex and an-
cestry. The entire set of 10 measurements used by the DSP2 soft-
ware was collected for the Maxwell and TXST samples, although not 
every measurement could be taken for every individual. During this 
phase of the study, following the guidance of Santos et al. [27], IIMT 
was measured using the internal jaws of sliding calipers. Due to the 
exclusion of IIMT during the initial pilot portion of the research on 
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intraobserver error, only the data from the Maxwell and TXST col-
lections were used to evaluate accuracy and inclusivity of the DSP2 
software.

Descriptive statistics and boxplots were used to visualize the 
data and check for any gross measurement errors or errors in data 
entry. Two-sample t-tests were used to determine if there were 
significant differences between males and females for each mea-
surement. Intra- and interobserver error rates were calculated as 
the technical error of measurement (TEM), relative technical error 
of measurement (rTEM), and intraclass correlation coefficient (ICC). 

TEM is frequently used within anthropology to quantify intra- and 
interobserver reliability for continuous variables (i.e., measurement 
data). TEM is calculated by taking the square root of the sum of the 
squared differences between two measurements divided by the 
total number of subjects multiplied by two [28]. The resulting TEM 
value is easily understandable, as it retains the unit of measurement. 
The rTEM represents the TEM as a percentage relative to the total 
average. Acceptable limits for rTEM have been cited as <1.5% for 
intraobserver error and <2.0% for interobserver error [28, 29] or 
<5.0% for either intra- or interobserver error [30], although others 
have noted that there is no universal “acceptable” rTEM that can be 
applied to every study or measurement [31]. The ICC is another com-
monly used metric to quantify the reliability of measurements by 
comparing variability in a measurement for the same specimen or 
subject to the total variation across all measurements and all spec-
imens or subjects. ICC values range from 0 to 1, with the following 
commonly accepted thresholds: <0.5 indicates poor reliability, 0.5–
0.75 indicates moderate reliability, 0.75–0.9 indicates good reliabil-
ity, and >0.9 indicates excellent reliability [32].

Accuracy rates were calculated based on the subset of individ-
uals for whom sex was correctly predicted by DSP2. The inclusivity 
rate, or the percent predicted, was calculated based on the num-
ber of individuals from the entire sample that had sex predicted 
by DSP2 (i.e., the proportion of individuals for whom the posterior 
probability exceeded the 0.95 threshold, regardless of whether the 

TA B L E  1  Abbreviations and definitions for the innominate measurements taken from the DSP2 program [13].

Abbreviation Measurement Definition

PUM Acetabulo-symphyseal pubic 
length

Minimum distance from the superior and medial point of the pubic symphysis to the nearest 
point on the acetabular rim at the level of the lunate surface

SPU Cotylo-pubic width Pubic breadth between the most lateral acetabular point and the medial aspect of the pubis. 
Measurement is perpendicular to the major axis of the os pubis. Arms of the sliding caliper are 
thus parallel to the plan of the obturator foramen

DCOX Maximum pelvic height Maximum height of the os coxae measured from the inferior border of the os coxae to the 
most superior portion of the iliac crest. Can be taken with sliding calipers or osteometric 
board

IIMTa Depths of the great sciatic 
notch

Distance from the postero-inferior iliac spine (defined as the point of intersection between 
the auricular surface and the posterior portion of the sciatic notch) to the anterior border of 
the great sciatic notch. This dimension must be measured with a divider caliper

ISMM Post-acetabular ischium 
length

Distance from the most anterior and inferior point of the ischial tuberosity to the furthest 
point on the acetabular border

SCOX Iliac breadth Distance between the antero-superior iliac spine and the postero-superior iliac spine

SS Spino-sciatic length Minimum distance between the antero-inferior iliac spine and the deepest point in the greater 
sciatic notch

SA Spino-auricular length Distance between the antero-inferior iliac spine and the auricular point. Auricular point is 
defined as the intersection of the arcuate line with the auricular surface

SIS Cotylo-sciatic breadth Distance between the lateral border of the acetabulum and the midpoint of the anterior 
portion of the great sciatic notch. Fixed arm of the sliding caliper is parallel to the acetabular 
plane

VEAC Vertical acetabular diameter Maximum vertical diameter of the acetabulum, measured on the acetabular rim, as a 
prolongation of the longitudinal axis of the ischium

aThe definition for IIMT within the DSP2 program differs slightly from the DSP GUI that remains available online, which additionally states: “Axis of 
the measurement must be perpendicular to the anterior border. Because of the configuration of [the] hip bone, it is easier to use small arms of sliding 
caliper.”

TA B L E  2  Sample demographics for interobserver error analysis. 
Ancestry groups are based on the demographic categories used by 
the Maxwell and TXST collections.

Ancestry Female Male

White 66 61

Black 5 8

Hispanic 10 15

Multiraciala 0 5

Native American 1 1

Asian 0 2

Total 82 92

aIncludes individuals with multiple ancestry groups listed in the 
collection demographics.
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predicted sex was correct). Since all 10 measurements are not al-
ways able to be taken from every individual in forensic casework, 
several combinations of variables were tested to evaluate the ef-
fect of missing data on accuracy and inclusivity, thereby better 
simulating actual casework. In the development of the DSP2 soft-
ware, the reference and validation samples were tested with several 
combinations of variables, including all 10 measurements and eight 
measurements excluding SIS and VEAC (which were intended to be 
used only for cases of incomplete preservation) [13]. Additionally, 
since the method requires a minimum of four measurements, several 
combinations using only four measurements were tested. The de-
velopers of DSP and DSP2 found that the ‘best’ four measurements 
were DCOX, PUM, SPU, and IIMT, which still classified 87% of indi-
viduals at 99.5% accuracy, and the ‘worst’ four measurements were 
SIS, VEAC, SA, and SS, which classified only 42% of individuals at 
98.7% accuracy [13]. For this study, each of these analyses was run 
on a subset of the total sample, using only those individuals who had 
measurements recorded for each of the required variables.

While efforts were made to include individuals from as many 
ancestry groups as possible, the sample was predominantly White. 
Due to the small number of individuals with ancestries other than 
White, a Fisher's exact test was used to determine whether there 
was a significant relationship between ancestry and whether an in-
dividual's predicted sex was correct, incorrect, or not predicted by 
the DSP2 software. All statistical analyses were carried out using R 
and R Studio.

3  |  RESULTS

After checking the Maxwell and TXST data for measurement and 
data entry errors, statistically significant differences between males 
and females were found for all measurements except SA (p = 0.1954) 
and PUM (p = 0.05465) (Table 3). The male mean was larger for all 
measurements, except for IIMT and PUM. Several measurements 
were recorded that exceeded the range of the DSP2 reference data: 
SA (five individuals 94.8–97.3; DSP2 maximum value 94.7), SIS (one 

individual 52.2; DSP2 maximum value 52.0); SPU (three individu-
als at 39.0; DSP2 maximum value of 38.5), and SS (two individuals 
91.8–93.4; DSP2 maximum value 91.0).

The intraobserver error analyses from the initial pilot study using 
the STAFS collection (n = 35) showed acceptable results for nearly 
all measurements defined by DSP2 (Tables 4 and 5). As previously 
mentioned, IIMT was not tested during this initial pilot phase of the 
study. SPU had the highest rTEM for intraobserver analysis for both 
observers (Obs 1: 2.23%; Obs 2: 3.58%). The ICC 95% confidence 
interval (CI) remained within the threshold for excellent reliability 
for all measurements (>0.9) for both observers, with the exception 
of PUM, SCOX, and SPU for Observer 2 which encompassed values 
in the good and excellent reliability categories.

The interobserver error analyses using the Maxwell and TSXT 
collections (n = 174) showed acceptable results for most measure-
ments (Table 6). IIMT had the highest rTEM of 6.56%, which exceeds 
commonly used thresholds for “acceptable” measurements, and had 
the lowest ICC of 0.787, with a 95% CI of 0.637–0.867, which spans 
the moderate and good reliability categories. The rTEM for SPU was 
also slightly high at 2.83%; however, the ICC was 0.958 with a 95% 
CI of 0.931–0.973, which remained wholly within the range for ex-
cellent reliability.

Fisher's exact tests showed no significant difference between 
the number of individuals for whom sex was correctly predicted, 
incorrectly predicted, and not predicted when separated by an-
cestry group (all p > 0.05). Since classification rates were not sig-
nificantly affected by ancestry, the samples were condensed into 
female and male groups. Female and male classification rates ex-
ceeded 95% accuracy for both observers; however, the number of 
individuals whose posterior probability exceeded the 0.95 thresh-
old (and were therefore classified by the DSP2 software) was 
markedly different between males and females. For both observ-
ers, females were classified at a lower rate (Obs 1: 75.6%; Obs 2: 
82.9%) compared to males (Obs 1: 96.7%; Obs 2: 91.3%) (Table 7).

The data were also examined to test how several combinations 
of variables impacted classification rates using Observer 1's data 
(Table 8). Even when using the ‘worst’ four variables, accuracy rates 

TA B L E  3  Descriptive statistics for the DSP2 measurements. Range end-points that exceed the DSP2 reference data are highlighted.

Males Females

Measurement n Range Mean (SD) n Range Mean (SD) p-Value

DCOX 88 191.0–247.0 225.0 (11.6) 81 184.0–222.0 203.0 (8.49) <2.2e-16

IIMT 88 28.1–58.9 40.8 (5.62) 82 32.3–55.9 45.0 (4.99) 6.697e-07

ISMM 88 98.1–131.0 116.0 (6.01) 76 93.9–112.0 102.0 (4.34) <2.2e-16

PUM 90 60.7–85.1 72.3 (5.34) 68 62.4–84.9 73.9 (4.76) 0.05465

SA 87 65.7–97.3 81.8 (6.48) 76 63.2–95.7 80.3 (5.76) 0.1232

SCOX 87 137.0–181.0 160.0 (9.36) 70 128.0–173.0 154.0 (8.98) 0.0001672

SIS 76 32.1–52.2 42.3 (3.78) 70 28.3–47.0 37.8 (3.12) 6.004e-13

SPU 91 26.5–39.0 31.9 (3.02) 73 19.3–34.8 26.1 (2.89) <2.2e-16

SS 91 65.7–93.4 79.7 (5.73) 79 59.3–80.2 71.4 (4.73) <2.2e-16

VEAC 88 50.9–65.6 57.3 (3.39) 74 44.2–55.8 50.7 (2.58) <2.2e-16
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remained above 95% for the total sample, as well as for both females 
and males. Inclusivity rates dropped only slightly, from DSP2 pre-
dicting sex for 92.1% of sample using all 10 measurements down to 
predicting sex for only 88.1% of the sample using the ‘worst’ four 
measurements. Differences in inclusivity between the female and 
male subsamples remained stable across the tests of different vari-
able combinations, with approximately 15–20% more of the male 

sample reaching the 0.95 posterior probability threshold and being 
classified by the DSP2 software. Based on low performance in the in-
terobserver error analysis, an additional test removing IIMT was also 
performed. The exclusion of IIMT had no effect on either accuracy 
or inclusivity of the sample compared to using all 10 measurements.

4  |  DISCUSSION

The reliability of the DSP/DSP2 measurements have been tested 
several times in different regional samples, yet differences in sta-
tistical methodology and reporting make direct comparisons across 
studies difficult. Chapman et al. [17] presented an early test of the 
original DSP spreadsheet and reported “no statistical difference 
between interobserver measurements” with only a single p-value, 
presumably from the Student's t-test described in the methodol-
ogy section, and “perfect agreement between observers (Kappa = 1, 
p < 0.000).” Student's t-tests will test whether a significant differ-
ence exists between the means of two groups and is thus not an ap-
propriate statistic for quantifying intra- or interobserver error, and it 
is unclear how a single p-value relates to 10 different measurements. 
The reported Kappa test appears to have tested the agreement be-
tween observers on the predicted sex output of DSP, rather than 
observer error on the actual measurements [17]. These details are 
significant, as a subsequent test of DSP stated that “excellent inter-
observer agreement of the measurements has already been demon-
strated” [18], while citing Chapman et al. [17]. de Oliveira Lopes et al. 
[14] examined the performance of the best four of the DSP/DSP2 
measurements (DCOX, SPU, PUM, and IIMT) and reported a single 
“kappa concordance measure,” but this also seems to be assessing 
the agreement between observers in the final sex that was predicted 
by the software rather than a direct test of the reliability of the ac-
tual measurements. Kranioti et al. [16] did provide quantifications of 
what they referred to as “inter-observer” error as TEM, rTEM, and 
the coefficient of reliability. However, the methods section specified 
that measurements were taken by a single observer, making it un-
clear whether the results were truly interobserver error or actually 
intraobserver error.

Two studies were identified that individually tested both intra- 
and interobserver error for each of the 10 DSP2 measurements [19, 
20]. In both of these studies, IIMT had the highest levels of intra- and 
interobserver error. Machado et al. [20] reported an rTEM of 6.26% 
for intraobserver error and 7.09% for interobserver error, and de 
Almeida et al. [19] found ICC levels of 0.926 for intraobserver error 
and 0.837 for interobserver error. While an ICC level of >0.900 is 
typically considered to be “excellent reliability,” IIMT did have the 
lowest reliability levels out of the 10 measurements [19]. The current 
study also found IIMT to be an unreliable measure, with an rTEM 
of 6.56% and ICC of 0.787 for the interobserver error analysis. The 
lower observer error in this study and previous research is likely due 
to several factors including the difficulty of properly orienting the 
calipers, variation in the type of calipers used to collect this mea-
surement, and differences in how DSP/DSP2 defines the posterior 

TA B L E  4  Intraobserver error for Observer 1. Higher rTEM 
values are highlighted.

Measurement TEM (mm) rTEM (%) ICC (95% CI)

DCOX 1.27 0.59 0.993 (0.986–0.996)

ISMM 0.92 0.83 0.99 (0.976–0.995)

PUM 0.86 1.17 0.949 (0.903–0.974)

SA 1.18 1.43 0.964 (0.93–0.981)

SCOX 1.11 0.72 0.982 (0.965–0.991)

SIS 0.37 0.90 0.993 (0.987–0.997)

SPU 0.67 2.23 0.974 (0.94–0.988)

SS 0.49 0.65 0.993 (0.985–0.996)

VEAC 0.64 1.20 0.974 (0.95–0.987)

TA B L E  5  Intraobserver error for Observer 2. Higher rTEM 
values are highlighted.

Measurement TEM (mm) rTEM (%) ICC (95% CI)

DCOX 1.68 0.79 0.987 (0.973–0.994)

ISMM 0.71 0.64 0.994 (0.987–0.997)

PUM 0.88 1.20 0.944 (0.892–0.971)

SA 0.66 0.81 0.988 (0.977–0.994)

SCOX 1.65 1.04 0.962 (0.893–0.983)

SIS 1.41 0.98 0.993 (0.985–0.996)

SPU 1.02 3.58 0.92 (0.85–0.958)

SS 0.68 0.90 0.987 (0.975–0.993)

VEAC 0.76 1.40 0.965 (0.933–0.982)

TA B L E  6  Interobserver error analysis. Higher rTEM and lower 
ICC values are highlighted.

Measurement TEM (mm) rTEM (%) ICC

DCOX 3.442 1.618 0.947 (0.797–0.977)

IIMT 2.860 6.561 0.787 (0.637–0.867)

ISMM 1.213 1.112 0.98 (0.928–0.991)

PUM 1.077 1.470 0.955 (0.932–0.97)

SA 1.555 1.932 0.939 (0.813–0.972)

SCOX 2.122 1.354 0.953 (0.87–0.977)

SIS 0.453 1.131 0.988 (0.983–0.991)

SPU 0.824 2.827 0.958 (0.931–0.972)

SS 0.859 1.131 0.984 (0.978–0.988)

VEAC 0.994 1.835 0.95 (0.932–0.963)
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inferior iliac spine compared to other osteology references. Given 
the high observer error rates and evidence that the removal of IIMT 
does not affect either accuracy or inclusivity, we recommend that 
DSP2 be run without IIMT for forensic casework.

The other DSP2 measurement that warrants further discussion 
is SPU. Machado et al. [20] reported high rTEM values for SPU, with 
an intraobserver error of 6.02% and an interobserver error of 4.22%, 
while de Almeida et  al. [19] found more acceptable ICC measures 
of 0.991 [0.981–0.996] for intraobserver error and 0.937 [0.862–
0.972] for interobserver error. In the current study, the rTEM for SPU 
ranged from 2.23% to 3.58%, which could be interpreted as slightly 
high or acceptable [28–30]; however, the ICCs for SPU ranged from 
0.92 to 0.974, indicating overall excellent reliability. Due to the dis-
crepancies between rTEM and ICC in the current study and previous 
studies, we recommend that SPU be used with caution, particularly 
in individuals with lipping or osteophytic growth along the acetab-
ular rim that may affect the ability to locate the most lateral ace-
tabular point. The potential impact of both IIMT and SPU on overall 
classifications with DSP2 should be investigated further, especially 
considering that both of these measurements are included in the 
“best” four measurements by the method developers [12, 13].

The high accuracy of the DSP2 software exceeds the reported 
accuracy rates of frequently used morphological sex estimation 
methods using the innominate, including the Klales et al. [3] method 
(up to 93.5%). However, the higher DSP2 accuracy rate comes at 
the cost of excluding a large proportion of the original sample due 
to posterior probabilities that do not exceed the required 0.95 

threshold, as sex for these individuals is not predicted by the DSP2 
software. There is also a notable sex bias in the individuals who do 
not reach this 0.95 required threshold, with approximately 10–20% 
fewer females reaching this threshold and being classified by the 
DSP2 program compared to males in the current study. This pattern 
is similar to that reported by Quatrehomme et al. [18]. This bias was 
not seen among the DSP2 reference samples, where roughly equal 
proportions of females and males reached the posterior probability 
threshold (and were therefore classified) regardless of which com-
bination of variables was tested [27]. The opposite pattern, with a 
higher proportion of males failing to reach the posterior probability 
threshold, was found in several previous tests of the method [15, 
19, 27].

The “Standard for Sex Estimation in Forensic Anthropology” pub-
lished by the AAFS Standard Board (“ASB”) recommends that, when 
the skeletal elements available for analysis allow for multiple meth-
ods of sex estimation, “the method(s) with the greatest accuracy” 
should be given greater weight in the final conclusion [33]. However, 
this Standard does not define how “accuracy” should be quantified 
or the role of posterior probabilities or other measures of confidence 
in the final classification. The DSP2 software produced classifica-
tion accuracies exceeding 95%, in agreement with previously pub-
lished studies. Even using the reportedly worst combination of only 
four measurements, accuracy remained high, with little sex bias. 
Removing IIMT, which was the worst-performing variable in the 
interobserver error study, had no effect on accuracy. Interestingly, 
DSP/DSP2 is not one of the methods referenced in Standard 090 

TA B L E  7  Classification accuracy and inclusivity rates (n = 174). “% Accuracy” was calculated as the proportion of individuals for whom 
sex was correctly classified by DSP2 with a posterior probability that exceeded 0.95. “% Predicted” was calculated as the proportion of 
individuals that reached the posterior probability threshold of 0.95 and had sex predicted by DSP2 (either correctly or incorrectly).

Observer 1 Observer 2

Sex % Accuracy % Predicted % Accuracy % Predicted

Females (n = 82) 95.2% (59/62) 75.6% (62/82) 98.5% (67/68) 82.9% (68/82)

Males (n = 92) 100% (89/89) 96.7% (89/92) 100% (84/84) 91.3% (84/92)

Overall (n = 174) 98.0% (148/151) 86.8% (151/174) 99.3% (151/152) 87.4% (152/174)

TA B L E  8  Classification accuracy and inclusivity rates based on different combinations of variables using Observer 1's data. “% Accuracy” 
was calculated as the proportion of individuals for whom sex was correctly classified by DSP2 with a posterior probability that exceeded 
0.95. “% Predicted” was calculated as the proportion of individuals that reached the posterior probability threshold of 0.95 and had sex 
predicted by DSP2 (either correctly or incorrectly).

Total Females Males

Variables % Accuracy % Predicted % Accuracy % Predicted % Accuracy % Predicted

All 10 100% (105/105) 92.1% (105/114) 100% (41/41) 83.7% (41/49) 100% (64/64) 98.5% (64/65)

9 (w/o IIMT) 100% (105/105) 92.1% (105/114) 100% (41/41) 83.7% (41/49) 100% (64/64) 98.5% (64/65)

8 (w/o SIS and 
VEAC

100% (123/123) 92.4% (123/133) 100% (45/45) 83.3% (45/54) 100% (78/78) 98.7% (78/79)

Best 4a 100% (134/134) 89.9% (134/149) 100% (51/51) 78.5% (51/65) 100% (83/83) 98.8% (83/84)

Worst 4a 99.2% (117/118) 88.1% (118/134) 98.0% (50/51) 79.7% (51/64) 100% (67/67) 95.7% (67/70)

aAccording to Brůžek et al. [13].
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[33] and is not widely used for US casework [24] despite the high 
accuracy and reliability.

The recent survey of practicing forensic anthropologists [24] 
hints at a possible reason why DSP2 is not widely utilized by US 
practitioners. Respondents reported being more likely to use “user-
friendly” methods for sex estimation [24]. Forensic anthropologists 
may feel that the morphological scoring methods of Klales et al. [3] 
and the MorphoPASSE program [4] are more “user-friendly,” as they 
do not require any equipment and only assess three traits of the in-
nominate, while DSP2 requires sliding and spreading calipers for tak-
ing up to 10 measurements. Alternatively, US practitioners may not 
be as familiar with DSP2 or its measurements, only two of which are 
included in the more traditionally taught postcranial measurements 
used by the program Fordisc [9]. Another possibility may be that US 
practitioners are aware of DSP2, yet are hesitant to use the method 
since it will only classify an individual if the 0.95 posterior probability 
threshold is reached.

The results of this study support the addition of DSP2 to the 
practicing forensic anthropologist's sex estimation ‘toolkit.’ When 
estimating sex in any modern forensic case, the anthropologist must 
consider each method's known accuracy rate, as well as the confi-
dence in the classification for the specific individual in question. A 
method may have a high accuracy rate reported in the literature but 
produce a low posterior probability for the skeletal remains being 
analyzed. In such cases, the anthropologist should consider using a 
secondary method of sex estimation. For example, while the Klales 
et al. [3] and MorphoPASSE [4] methods may be less time-consuming 
and more user-friendly, the addition of a metric method using the 
innominate would be beneficial when morphological results produce 
sex estimates with lower posterior probabilities. Additionally, the 
observer error results demonstrate that the DSP2 measurements 
are relatively easy to take, and the required spreading and sliding 
calipers are standard equipment for a forensic anthropology labo-
ratory. Finally, while the 0.95 posterior probability threshold does 
reduce the number of individuals for whom sex can be estimated 
with DSP2, the higher confidence in the final estimation is an ac-
ceptable trade-off, particularly when used in conjunction with other 
sex estimation methods.

5  |  CONCLUSION

The goal of creating a biological profile within the field of forensic 
anthropology is to create the most accurate estimation of an 
individual's age, sex, ancestry or population affinity, and stature as 
possible, in order to assist with decedent identification. Towards 
this goal, Standard 090 “Standard for Sex Estimation in Forensic 
Anthropology” advises that both morphological and metric methods 
are acceptable for skeletal sex estimation, so long as the variables 
are clearly defined [30]. The results from this research suggest 
that DSP does have clearly defined variables (i.e., innominate 
measurements) that can be reliably collected, with the exception 
of IIMT and potentially also SPU. The DSP2 software has also 

been demonstrated to have high accuracy across multiple global 
populations, including in the modern US sample from this research. 
While the posterior probability threshold of 0.95 does significantly 
limit the number of individuals for whom sex can be predicted, this 
may not act as a major limitation of this method, as practitioners 
already tend to use multiple metric and morphological methods for 
skeletal sex estimation [24]. Therefore, practitioners in the US may 
include DSP2 within standard practice for forensic anthropological 
casework when the innominate is sufficiently preserved to collect at 
least four of the DSP2 measurements, excluding IIMT and SPU, and 
particularly when morphological methods for sex estimation using 
the innominate do not produce results at high levels of confidence 
(e.g., high posterior probabilities).
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