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ABSTRACT: The quest for faster computation of anharmonic
vibrational frequencies of both ground and excited electronic states
has led to combining coupled cluster theory harmonic force
constants with density functional theory cubic and quartic force
constants for defining a quartic force field (QFF) utilized in
conjunction with vibrational perturbation theory at second order
(VPT2). This work shows that explicitly correlated coupled cluster
theory at the singles, doubles, and perturbative triples levels
[CCSD(T)-F12] provides accurate anharmonic vibrational fre-
quencies and rotational constants when conjoined with any of
B3LYP, CAM-B3LYP, BHandHLYP, PBE0, and ωB97XD for
roughly one-quarter of the computational time of the CCSD(T)-
F12 QFF alone for our test set. As the number of atoms in the
molecule increases, however, the anharmonic terms become a greater portion of the QFF, and the cost comparison improves with
HOCO+ and formic acid, requiring less than 15 and 10% of the time, respectively. In electronically excited states, PBE0 produces
more consistently accurate results. Additionally, as the size of the molecule and, in turn, QFF increase, the cost savings for utilizing
such a hybrid approach for both ground- and excited-state computations grows. As such, these methods are promising for predicting
accurate rovibrational spectral properties for electronically excited states. In cases where well-behaved potentials for a small selection
of targeted excited states are needed, such an approach should reduce the computational cost compared to that of methods requiring
semiglobal potential surfaces or variational treatments of the rovibronic Hamiltonian. Such applications include spectral
characterization of comets, exoplanets, or any situation in which gas phase molecules are being excited by UV−vis radiation.

1. INTRODUCTION
Excitations into electronic states higher than the ground state
are often thought of as simply moving the electron from an
occupied molecular orbital (MO) to a previously unoccupied
MO. While such an approximation is most often convenient
and somewhat accurate enough for making connections from
theory to experiment, the shift of that orbital occupation can
exhibit significant geometric effects and changes in the
molecular properties of the molecule. Most notably, the
strength of the bonds must change as a result of an electron
moving out of a “bonding” orbital or into an “anti-bonding”
orbital or both. This change of bond strength then influences
the length of the bonds, the positions of the atoms, the
rotational constants, and the vibrational frequencies among
other structural and spectroscopic considerations. Many of the
vibrational frequencies of large molecules may not change
significantly. However, some differences must be present due
to nuclei response to the change of electronic wave function. In
the case of the vibrational frequencies, in large molecules,
many, if not most, of the fundamental vibrational frequencies
may be unchanged, but the different electronic wave function
must create some differences in the way in which the nuclei
respond to the shift in electronic structure. While this nuclear

response is often not needed for the electronic spectral
implications being modeled, applications such as high-
resolution spectroscopy, remote telescopic observations of
comets1,2 or exoplanets,3 and the development of next-
generation solar energy harvesting materials where the vibronic
or even rovibronic spectra must be characterized are at an
extreme disadvantage as few currently available theoretical
approaches are able to treat vibrational behavior anharmoni-
cally.
In most cases where electronically excited states require

vibrational frequency characterization, the harmonic approx-
imation is sufficient. However, highly accurate rovibronic
spectra require greater accuracy from the anharmonic
potentials. This level of accuracy is necessary to provide
high-resolution spectra, which have many applications
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including the analysis of cometary spectra.1 Anharmonic
vibrational frequencies are commonly computed for ground
electronic states to accuracies bordering on the 1 cm−1

spectroscopic accuracy range,4−9 but these often rely upon
composite schema and/or coupled cluster theory at the singles,
doubles, and perturbative triples levels [CCSD(T)]10 known
for their balance of accuracy with time cost.11 Since the
CCSD(T) energy is formed in a perturbative fashion, and no
CCSD(T) wave function is created per se, its direct application
to nonvariationally accessible electronic states is not possible.
Within coupled cluster theory, the equation of motion
formalism12 is most commonly utilized to treat electronically
excited states. However, equation-of-motion (EOM)-CCSD is
not accurate enough for the computation of anharmonic
vibrational frequencies,13 and most triples methods are too
slow, especially EOM-CCSDT. Even the iterative, approximate
triples EOM-CC314−16 is not efficient enough to emulate the
sweet spot that CCSD(T) provides in ground electronic
states.17 While some EOM-CCSD(T) and related perturbative
methods exist,18 none have risen to the top for community
usage the way that CCSD(T) did in its first decade and
beyond. Active work in our group is exploring the use of
CCSD(T)(a)*, which should alleviate many of these issues,19

but this is still in development. Beyond these and furthermore,
multireference configuration interaction computations can
access any electronic state desired in principle and have been
utilized to compute anharmonic vibrational frequencies.20

However, inconsistencies resulting from the choice of active
space and the growth of the computational cost from the static
correlation make them less than desirable for generic use in
this application.21

Several composite methods have been proposed in our
group of late to address this issue.22−25 These most often
utilize EOM-CCSD for the excited-state computation but are
conjoined to some CCSD(T) definition of the ground
electronic state. While full EOM-CCSDT methods26 with
considerations for complete basis set (CBS) extrapolations
(“C”) and core electron correlation (“cC”) provide accurate
descriptions in the so-called EOM-CCSDT-CcC approach,27

they are prohibitively time-consuming for all but the smallest
molecules. The use of explicitly correlated approaches in
CCSD(T)-F12b in the ground electronic state combined with
EOM-CCSD for the excited state with the addition of scalar
relativity (“R”) to the CcC considerations shows promise in
the F12-TcCR + EOM methodology, which reports mean
absolute percent differences (MA%Ds) compared to gas phase
experiment of less than 2.5%.25 Here, the CBS extrapolation is
not utilized as the basis is truncated simply at the triple-ζ level
(“T”) due to the faster CBS convergence of F12.28 While faster
than canonical coupled cluster approaches, this method is still
likely not going to contribute to the computation of
electronically excited vibrational spectra for molecules of
more than six or so atoms. Since the size of the typical
anharmonic potential grows geometrically with the number of
atoms and the computational cost of each single point
computation grows polynomially with the number of electrons,
faster methods are needed.
Most anharmonic vibrational frequencies reported in the

literature are computed via quartic force fields (QFFs), fourth-
order Taylor series approximations of the internuclear Watson
Hamiltonian9,29,30
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The terms Fij... represent the force constants. The terms
ΔiΔj... are the displacements for coordinates i, j, etc.
The harmonic approximation is the first of the QFF terms in

eq 1, and the cubic and quartic terms are added to the
definition of the potential. As such, a different approach to
speeding up anharmonic vibrational frequency computations
utilizing QFFs is to treat the harmonic terms at higher level
and the remaining terms with lower-level methods.5,31−34 Such
an approach capitalizes on the nature of QFFs since the
harmonic portion requires the least amount of computational
power meanwhile producing the majority of the accuracy in
calculating the fundamental frequency.8 While some
works5,32−35 have highlighted success in doing so for ground
electronic states, the present work will further benchmark such
approaches and will extend it to electronically excited states, as
well. The present work will apply this technique to both
electronic ground and excited states by utilizing F12-TcCR and
F12 + EOM, respectively, for the harmonic terms in eq 1 and a
testbed of density functional theory (DFT) methods for the
anharmonic corrections, giving what will be called the DFT +
F12 QFF approach. The functionals are chosen on the basis of
popularity and robustness of these functionals for the chemical
moieties present in the set of molecules used for benchmark-
ing. The aim is not only to retain accuracy for predicting
rovibronic spectral features utilizing the sparse QFF potential
but also to decrease the computational time in a manner that
can support the computation of rovibronic spectral properties
for molecules containing on the order of 10 or more atoms.
Additionally and in working toward such an aim, this work will
provide predictions for vibrational frequencies and spectro-
scopic constants of nonvariationally accessible electronic states
of two molecules of importance to atmospheric chemistry and
astrochemistry, protonated carbon dioxide as well as for
formaldehyde, that have not been experimentally characterized
yet.

2. COMPUTATIONAL METHODS
DFT + F12 QFFs are utilized in this work to efficiently
compute the anharmonic vibrational frequencies and rotational
constants for both ground state and electronically excited
states of a test set of molecules chosen for their available
reference data utilized in previous work.24,25 The F12 portion
for ground electronic states is built upon the F12-TcCR
approach based on CCSD(T)-F12b at a triple-ζ basis level
(“T”) along with the corresponding core correlation cc-
pCVTZ-F12 basis set (“cC”).8,36,37 For further accuracy
improvements, the Douglas−Kroll formalism38 within canon-
ical CCSD(T) is implemented as a composite term within the
single-point energy to account for scalar relativistic effects
(“R”). Again, the F12-TcCR + EOM approach is a composite
method that relies upon CCSD(T)-F12b energies for the
reference, ground-state energies, and EOM-CCSD for the
excitation energies. Within the DFT + F12 approach, the F12-
TcCR approach is further coupled with DFT for computations
of ground-state properties, while the F12-TcCR + EOM
approach is combined with time-dependent DFT (TD-DFT)
for excited states. For the DFT methods, several common
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functionals including B3LYP, CAM-B3LYP, BHandHLYP,
PBE0, and ωB97XD39−45 are chosen in order to compare
the difference in accuracy between each functional when
combined with F12-TcCR and F12-TcCR + EOM. The DFT
methods exclusively employ the aug-cc-pVTZ basis set.46,47 All
open-shell molecules employ restricted open-shell referen-
ces.48−50
All QFFs utilize step sizes of 0.005 Å for bond lengths and

0.005 radians for bond angles in each molecule’s respective
symmetry-internal coordinate system to produce the single
points needed for defining the QFF. All coupled cluster
computations utilize MOLPRO2022,51,52 and all DFT computa-
tions employ GAUSSIAN16.53 Each QFF is fit via a least-squares
procedure to generate tight fittings of the energies for any level
of theory with a sum of residuals squared that should be on the
order of 10−16 a.u.2 or better, but some on the order of 10−13

a.u.2 or better still produce stable enough potential surfaces for
further use.7,54 The full DFT QFF is computed for each
molecule and each electronic state of interest. After the DFT
QFF is computed and fit, the force constants for the latter two
terms of eq 1 are conjoined to the coupled cluster theory
harmonic terms in both symmetry-internal coordinates to
produce the utilized QFF for the hybrid DFT + F12
methodology.
The resulting QFF utilizing coupled cluster harmonic terms

and DFT anharmonic terms is then fed into a second-order
vibrational perturbation theory (VPT2) code called PBQFF
written in the modern RUST programming language built upon
the previous FORTRAN77 SPECTRO code.55,56 This produces the
anharmonic fundamental vibrational frequencies and the
rotational constants utilized for comparison to the exper-
imental benchmarks: NH2

−, HNO, HOO, HNF, HSO, HSS,
H2CO, HOCO+, and formic acid. The HNO, HOO, HNF,
HSO, and HSS F12-TcCR + EOM excited-state harmonic
force constants are from ref 27. The performance of each
method’s frequencies and rotational constants are evaluated as

MA%Ds compared to experiment. These are averages over the
total number of vibrational frequencies or rotational constants
treated as individual items and are not averages over the
number of molecules. Due to the relatively large numbers of
results, the vibrational frequencies are listed in decreasing
frequency order instead of standard Herzberg ordering.

3. RESULTS AND DISCUSSION
3.1. DFT + F12 Ground Electronic States. The

performance of the DFT + F12 hybrid QFFs is most succinctly
given in Figure 1 for the ground electronic states. Clearly, pure
F12-TcCR QFF VPT2 results are the most accurate (black
bars) but are also the slowest (orange bars); F12-TcCR is the
time benchmark and is given as 100%. The specific accuracies
for the various DFT functionals are given in Table 1 including
both the individual vibrational frequencies of each molecule
analyzed and the averages correlating to the black bars in
Figure 1. The individual timings are given in Table 2.
From Figure 1 and Table 2, the chosen five functionals all

give timings that are nearly identical at slightly more than a
quarter of the time taken to compute full F12-TcCR QFFs.
The significant reduction in computational time is sensible as
DFT scales ostensibly as N( )4 and CCSD(T)-F12 as N( )7 .
However, and in line with similar hybrid approaches,35 the
speedup increases significantly as the size of the number of
atoms in the molecule grows due to the greater increase in the
number of anharmonic terms in the QFF versus the harmonic
terms. For instance, from Table 2, NH2

− has 16 harmonic
points out of the total 69 points, which only reduces time by
only about two-thirds, but HOCO+ has 61 harmonic points
out of the total 743 points, leading to a time reduction of
around one-eighth of the cost. Formic acid has some
aberrations in the B3LYP and ωB97XD functionals, where
the fittings were poor. In any case, DFT + F12-TcCR ground-
state QFFs promise to decrease the computational time
notably allowing for larger molecular systems to be analyzed.

Figure 1. MA%Ds and relative times (%) for ground-state anharmonic frequencies related to experiment (cm−1) with DFT + F12-TcCR.
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In digging past Figure 1 for the accuracies in Table 1, the
F12-TcCR QFFs produce errors compared to the experiment
of just under 1%. The DFT + F12-TcCR values are slightly
higher ranging from 1.06 to 1.39%. However, for speedups of
approaching 90%, such errors are certainly acceptable. Most of
the functionals are also giving similar anharmonic behavior for
specific fundamentals. For instance, the ν1 S−H stretch in HSS

has an error of 7.55% from F12-TcCR, which is the highest of
the test set. The error of this same fundamental fluctuates from
5.93% with ωB97XD producing the anharmonic terms to
7.79% with BHandHLYP. Hence, no variance between
functionals is greater than ±2%; most are within 0.5% or
less, showing that the anharmonic corrections (which
themselves are on the order of 2−5% regardless of the

Table 1. MA%Ds for Ground-State Anharmonic Vibrational Frequencies Relative to Experiment (cm−1) with DFT + F12-
TcCR

DFT + F12-TcCR

molecule mode B3LYP CAM-B3LYP BHandHLYP PBE0 ωB97XD F12-TcCR experiment ref.

NH2
− ν1 0.31 0.06 1.06 0.02 0.23 0.13 3190.291 57

NH2
− ν2 0.41 0.03 0.90 0.14 0.33 0.22 3121.9306 57

HNO ν1 1.67 1.67 1.33 1.27 0.97 0.46 2683.9521 58
HNO ν2 0.61 0.61 0.07 0.38 0.41 0.76 1565.3481 58
HNO ν3 0.77 0.76 0.17 0.62 0.63 0.84 1500.8192 58
HOO ν1 1.19 1.02 0.47 0.75 0.42 0.34 3436.1951 59
HOO ν2 0.83 0.70 0.43 0.65 0.64 0.61 1391.75442 59
HOO ν3 2.28 1.78 1.12 1.55 1.25 1.90 1097.62598 59
HNF ν1 0.32 0.07 1.09 0.06 0.10 0.45 3167 60
HNFNH2 ν2 0.15 0.24 0.47 0.31 0.34 0.30 1439 60
HNF ν3 0.77 0.28 0.29 0.06 0.25 0.29 1015 60
HSO ν1 1.58 1.04 0.03 1.32 0.46 0.50 2325.1 61
HSO ν2 2.36 2.17 1.90 2.34 1.18 1.50 1080.4 61
HSO ν3 1.33 1.14 0.93 1.62 1.45 1.94 1013.9 61
HSS ν1 6.89 7.23 7.79 7.05 5.93 7.55 2688 62
HSS ν2 1.48 1.53 1.44 0.91 8.32 0.98 892 62
HSS ν3 0.89 0.69 0.64 0.56 1.24 0.52 596.27996 62
H2CO ν1 0.70 0.59 0.02 0.70 0.95 0.20 2843.1 63−65
H2CO ν2 0.40 0.28 0.52 0.41 0.12 0.10 2782.5 63−65
H2CO ν3 0.25 0.14 0.21 0.14 0.20 0.26 1746.1 63−65
H2CO ν4 0.77 0.75 0.44 0.75 0.79 0.55 1500.1 63−65
H2CO ν5 0.52 0.52 0.42 0.61 1.60 0.28 1249.1 63−65
H2CO ν6 0.93 0.90 0.76 0.96 3.25 0.21 1167.3 63−65
HOCO+ ν1 0.69 0.66 0.32 0.43 1.92 0.34 3375.37413 66,67
HOCO+ ν2 0.63 0.75 1.02 0.67 1.78 0.43 2399 68
HCOOH ν1 0.48 0.71 0.23 0.27 3570.5 63−65
HCOOH ν2 0.18 0.54 0.25 0.15 2942.06 63−65
HCOOH ν3 0.68 0.36 0.68 0.79 1776.8334 63−65
HCOOH ν4 0.26 0.07 0.24 0.08 1379.05447 63−65
HCOOH ν5 8.27 8.03 8.27 8.00 1220.8 63−65
HCOOH ν6 0.06 0.38 0.02 0.25 1104.8521 63−65
HCOOH ν7 0.41 0.52 0.47 0.33 626.1656 63−65
HCOOH ν8 0.96 0.79 0.99 0.61 1033 63−65
HCOOH ν9 1.09 0.95 1.18 0.78 640.7251 63−65
average 1.15 1.12 1.06 1.08 1.39 0.97

Table 2. Timing as a Percentage of the F12-TcCR Wall Time (%)

DFT + F12-TcCR

molecule B3LYP CAM-B3LYP BHandHLYP PBE0 ωB97XD Harm./total Pts

NH 2
‑ 66.6 71.7 67.2 66.0 76.2 16/69

HNO 26.6 33.5 28.5 26.4 30.1 24/129
HOO 21.4 21.9 21.6 21.5 22.2 24/129
HNF 21.0 21.4 21.3 21.0 21.7 24/129
HSO 19.6 19.9 19.7 19.6 19.8 24/129
HSS 19.1 19.3 19.1 19.1 19.3 24/129
H2CO 22.7 29.6 22.9 23.0 30.2 34/413
HOCO+ 13.3 16.2 13.5 13.3 16.6 61/743
HCOOH 8.1 28.4 9.2 9.1 25.8 180/5641
average 26.8 29.1 27.3 26.7 29.4
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electronic structure method) that are produced by the DFT
portions of the hybrid QFF are both essential and consistent
for computing such properties.
The performance of the ground electronic states’ rotational

constants also behaves in a similar fashion as shown in Figure 2
and Table 3. F12-TcCR rotational constants exhibit a MA%D
from experiment of 0.75% which is double the error of pure
coupled cluster approaches,8,35 but is more than acceptable for
the speed-up gained, especially if this opens the ability to
compute data for larger molecules. The vibrational states for
each rotational constant are denoted in Table 3 as subscripts
(i.e., vibrational state i to give the rotational constant Ai), and
these are computed from an Rα-averaged anharmonic
procedure. The various functionals in the DFT + F12-TcCR
perform effectively in the same error, again since most of the
rotational constant value is a product of the F12-TcCR
minimum geometry. All of the functionals produce rotational
constants within 0.5% or less of one another save for some of
the A constants of the more prolate molecules.
Once more, there is no clear best choice for functional to

include in this hybrid QFF. All are producing roughly similar
results. PBE0 generates the lowest error for fundamental
vibrational frequencies, the second-lowest for rotational
constants, and the second-lowest average time and does not
experience convergence issues for formic acid the way that
B3LYP and ωB97XD do. Numerical instabilities arise for these
functionals in the symmetry-breaking (out-of-plane) coordi-
nates producing nonsensical results that could not be rectified,
leading to their exclusion in the formic acid data set. Hence, if
one functional has to be recommended from this set, it would
likely be PBE0 (giving the PBE0 + F12-TcCR QFF), but the
choice of any functional appears to produce nearly identical
results for inclusion in ground-state hybrid DFT + F12-TcCR
QFFs.
3.2. DFT + F12 Electronically Excited States. The

electronically excited states, however, are much more variable,
especially in terms of accuracy, as shown in Figure 3 and Table
4 but still have promising predictive power in modeling the

rovibrational structure of electronically excited states. The MA
%D for any of the DFT + (F12-TcCR + EOM) and pure F12-
TcCR + EOM methods is also much larger across the board
well above 2%, double or more what the ground-state hybrid
QFF can produce. Furthermore, the timing is also more
variable but does not produce as much speedup as the ground-
state QFF inclusion of DFT provides (Table 5). The TD
portion of a TD-DFT computation represents the vast majority
(more than 80%) of the computation, and this contributes to
the seemingly lower returns for the excited-state hybrid QFF
timings.
Even so, all is certainly not lost. The biggest reason for the

statistics is, once more, the product of our test set. Since small
molecules have more complete sets of reference data and
provide for larger numbers of data points to be computed, they
skew the results. Table 5 shows that the triatomic molecules in
this study have at least two heavy atoms and generate timings
of roughly 100% or less of the F12-TcCR + EOM. The DFT +
(F12-TcCR + EOM) HSS radical QFFs are roughly 40% of the
F12-TcCR + EOM QFF timings for the various functionals,
implying that the N( )4 TD-DFT approach is still giving
useful speedup in the computation. Furthermore, the
tetratomic formaldehyde and protonated carbon dioxide are
much less than this. While inclusion of CAM-B3LYP and
ωB97XD as the anharmonic terms produces slower QFFs than
the other three functionals, the others are on the order of 40%
or less compared to the coupled cluster results. Consequently,
the larger the molecule, the more benefit the hybrid DFT +
F12 QFF generates.
In terms of accuracy, F12-TcCR + EOM still is the most

accurate, with a MA%D of 2.52%. However, the corrections
from B3LYP and PBE0 are close at 3.54 and 3.87%. While
BHandHLYP and ωB97XD are at 9.23 and 16.88%,
respectively, compared to the experimental benchmarks,
CAM-B3LYP is much less as given in Table 4. The errors
are once more related most closely to the harmonic
computations from F12-TcCR + EOM. Hence, when F12-

Figure 2. MA%Ds and relative times (%) for ground-state rotational constants related to experiment (MHz) with DFT + F12-TcCR.
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TcCR + EOM is in error, this is consistently transferred to the
DFT + EOM QFF results as well. One notable exception is
BHandHLYP and ωB97XD for the A A1 state of H2CO.

Although BHandHLYP can accurately describe the symmetric
and antisymmetric hydride stretches, modes ν1 and ν2, these
functionals are not able to reproduce the full excited-state

Table 3. MA%Ds for Ground-State Rotational Constants Relative to the Experiment (MHz) with DFT + F12-TcCR

DFT + F12-TcCR

molecule Const. B3LYP CAM-B3LYP BHandHLYP PBE0 ωB97XD F12-TcCR experiment ref.

NH2
− A0 0.59 0.72 1.02 0.68 0.64 0.69 691 045.5991 57

NH2
− B0 0.32 0.28 0.16 0.29 0.31 0.32 391 780.7758 57

NH2
− C0 0.12 0.04 0.16 0.06 0.09 0.08 243 270.4873 57

NH2
− A1 1.24 1.50 2.19 1.38 1.32 1.35 660 976.4155 57

NH2
− B1 0.53 0.43 0.21 0.43 0.49 0.49 389 361.4507 57

NH2
− C1 0.20 0.05 0.36 0.09 0.15 0.14 239 134.5506 57

NH2
− A2 0.72 1.03 1.61 0.90 0.83 0.85 670 908.5397 57

NH2
− B2 0.34 0.28 0.02 0.28 0.33 0.33 386 159.6672 57

NH2
− C2 0.15 0.00 0.39 0.04 0.10 0.09 238 082.2791 57

HNO A0 1.47 1.47 0.97 1.40 1.36 1.11 553 898.62 58
HNO B0 0.13 0.13 0.03 0.09 0.10 0.18 42 312.81245 58
HNO C0 0.18 0.18 0.05 0.13 0.14 0.20 39 165.14154 58
HNO A1 2.58 2.58 4.06 2.77 2.90 3.59 553 898.62 58
HNO B1 0.54 0.54 0.49 0.50 0.53 0.62 42 312.8124 58
HNO C1 0.40 0.40 0.25 0.35 0.37 0.41 39 165.1415 58
HNO A2 1.57 1.57 1.07 1.50 1.47 1.21 556 822.25 58
HNO B2 0.11 0.11 0.14 0.01 0.03 0.21 42 009.1077 58
HNO C2 0.95 0.95 0.69 0.85 0.87 1.02 38 945.43863 58
HNO A3 1.51 1.51 1.01 1.42 1.40 1.08 564 254.9744 58
HNO B3 0.05 0.05 0.23 0.13 0.11 0.04 42 271.33616 58
HNO C3 0.62 0.62 0.83 0.71 0.68 0.57 38 716.99678 58
HOO A0 1.40 1.35 1.06 1.29 1.23 1.20 610 273.2246 69
HOO B0 0.53 0.43 0.32 0.41 0.38 0.45 33 517.8161 69
HOO C0 0.55 0.46 0.34 0.43 0.41 0.47 31 667.65414 69
HOO A1 1.81 1.63 0.69 1.51 1.30 1.25 587 118 59
HOO B1 0.43 0.32 0.20 0.32 0.29 0.32 33 649 59
HOO C1 0.51 0.39 0.24 0.39 0.35 0.38 31 725.5 59
HOO A2 1.41 1.39 1.21 1.31 1.27 1.13 628 297.3588 69
HOO B2 0.53 0.43 0.32 0.39 0.37 0.44 33 464.33312 69
HOO C2 0.59 0.49 0.38 0.45 0.43 0.49 31 484.80352 69
HOO A3 1.45 1.35 1.02 1.25 1.20 1.23 608 855.1883 69
HOO B3 0.66 0.39 0.08 0.30 0.24 0.46 33 144.75436 69
HOO C3 0.70 0.44 0.13 0.36 0.29 0.50 31 258.46022 69
HNF A0 0.24 0.18 0.07 0.17 0.18 0.07 530 272.90 70
HNF B0 0.47 0.39 0.30 0.36 0.37 0.38 31 145.44 70
HNF C0 0.50 0.41 0.31 0.38 0.40 0.40 29 310.71 70
HSO A0 0.32 0.23 0.05 0.26 0.15 0.14 299 483.9 61
HSO B0 0.49 0.45 0.41 0.45 0.43 0.35 20 502.7847 61
HSO C0 0.47 0.43 0.38 0.43 0.41 0.33 19 135.6989 61
HSS A0 0.45 0.38 0.27 0.42 0.30 0.29 296 978.9619 62
HSS B0 0.10 0.07 0.07 0.05 0.06 0.05 7996.36601 62
HSS C0 0.11 0.08 0.07 0.06 0.07 0.05 7776.73845 62
H2CO A0 0.36 0.34 0.11 0.36 0.34 0.25 281 970.5406 71
H2CO B0 0.93 0.94 0.98 0.94 0.94 0.94 38 836.05038 71
H2CO C0 0.77 0.79 0.85 0.79 0.79 0.80 34 002.19978 71
HOCO+ A0 3.56 3.58 3.73 3.66 3.67 3.51 789 938.5 66,67
HOCO+ B0 1.10 1.11 1.16 1.11 1.12 1.07 10773.636 66,67
HOCO+ C0 1.11 1.13 1.17 1.12 1.13 1.08 10 609.502 66,67
HOCO+ A1 3.92 3.96 4.64 4.19 4.39 4.07 755 878.2 66,67
HOCO+ B1 1.07 1.09 1.14 1.09 1.10 1.05 10 761.222 66,67
HOCO+ C1 1.08 1.10 1.16 1.10 1.11 1.05 10 589.765 66,67
HCOOH A0 0.11 0.15 0.27 0.16 0.03 0.17 77 510.7404 65
HCOOH B0 0.95 0.98 1.03 0.97 1.13 0.97 12 054.9545 65
HCOOH C0 0.84 0.87 0.94 0.87 0.99 0.87 10 416.289 65
average 0.81 0.78 0.76 0.77 0.76 0.75
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potential surface within the QFF sufficiently. B3LYP and PBE0
also struggle to describe the ν5 CH2 rocking motion, producing
differences of 10.65 and 20.90%. However, the ν5 fundamental
may be misassigned in ref 81. Our computations consistently
have ν5 below 900 cm−1. However, the ν5 + ν6 combination
band at 1187.6 cm−1 is very close to the experimentally

observed transition at 1183 cm−1. Shifting to this interpretation
drops the MA%Ds for each method in the “b” footnoted
average of Table 4.
Additionally, the ν2 S−O stretch of A2A′ HSO has

significant fluctuations across the functional set producing
differences ranging from 8.45% in ωB97XD to 0.83% in PBE0.

Figure 3. MA%Ds and relative times (%) for electronically excited state anharmonic frequencies related to experiment (cm−1) with DFT + (F12-
TcCR + EOM).

Table 4. MA%Ds for Electronically Excited State Anharmonic Vibrational Frequencies Relative to Experiment (cm−1) with
DFT + (F12-TcCR + EOM)

DFT + (F12-TcCR + EOM)

molecule mode B3LYP CAM-B3LYP BHandHLYP PBE0 ωB97XD F12-TcCR + EOM experiment ref.

HNO ν1 1.74 7.56 6.00 1.19 1.50 1.78 2854.17 72
HNO ν2 1.78 0.25 0.79 1.12 1.21 2.34 1420.77 72,73
HNO ν3 2.35 4.32 4.67 5.35 3.84 0.46 981.18 72,73
HOO ν1 9.42 9.66 8.20 8.85 8.45 8.28 3268.5 74
HOO ν2 5.87 7.91 8.21 6.52 6.23 9.84 1285 74
HOO ν3 1.53 4.75 6.42 0.11 0.78 0.08 929.068 74−7576
HNF ν2 8.49 9.09 1.41 1.63 1.81 1121 77
HNF ν3 3.06 21.18 0.75 1.32 0.45 1074 77
HSO ν1 8.26 9.18 9.40 8.38 6.10 8.81 2769 78
HSO ν2 1.01 6.23 3.89 0.83 8.45 0.76 828 78
HSO ν3 1.25 2.29 1.54 0.90 1.10 1.70 702 78
HSS ν1 0.85 0.69 0.27 0.32 1.65 0.45 2550 79
HSS ν2 6.93 6.92 6.66 7.82 0.09 6.72 808 62
HSS ν3 0.27 0.33 0.19 1.42 0.43 0.23 504.533914 62
H2CO ν1 0.27 0.42 2.32 0.43 33.45 0.48 2968 80
H2CO ν2 1.07 0.53 0.69 2.35 16.62 0.31 2847 80
H2CO ν4 2.40 2.93 6.87 1.31 72.78 0.39 1293.1 81
H2CO ν5 + ν6 0.14 0.33 54.85 3.48 33.86 0.39 1183a 81
H2CO ν5 10.65 3.81 35.89 20.90 121.32 2.57 904 81
average 3.54 5.18 9.23 3.87 16.88 2.52
averageb 3.15 5.25 7.56 2.92 11.08 2.52

aThe current computations have this frequency labeled as the ν5 + ν6 combination band. See text for more discussion. bAverage MA%Ds for
electronically excited state anharmonic vibrational frequencies relative to experiment excluding ν5 for the A A1 state of H2CO.
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The ν2 N−F of A A2 HNF also has a spike in error for CAM-
B3LYP at 21.18%, but the other functionals are more
consistently behaved. This excludes BHandHLYP which
produces physically meaningless results prompting us to not
report them in Table 4.
The ωB97XD functional redeems itself for the rotational

constants as given in Figure 4 and Table 6. Its MA%D of 0.52%
is not too far from that of pure F12-TcCR + EOM at 0.44%.
While B3LYP is 0.45%, these errors are nearly identical for
these functionals and PBE0. CAM-B3LYP produces some
rotational constants notably different from the rest, increasing
its MA%D, and BHandHLYP struggles to reproduce the A0
rotational constant in HNF most notably in addition to a few
others giving it the largest MA%D for the rotational constants
in Table 6. As such and unlike the case of the ground states,
where all of the functionals were effectively producing the same
performance, PBE0 appears to be the best performing
functional on the whole for utilization in hybrid QFFs for
electronically excited states.
3.3. Rovibrational Predictions for the A A1 and B A1

States of H2CO and A A1 State of HOCO+. The vibrational

frequencies and rotational constants of each fundamental are
given in Table 7 for the A A1 & B A1 states of H2CO. While
previous work83 has termed the Ã state to be 1A2, the adiabatic
state breaks C2v symmetry, creating a Cs structure with the
plane of symmetry bisecting the ∠H−C−H angle. These are
computed with the pure F12-TcCR + EOM QFF as well as the
B3LYP and PBE0 hybrid excited-state QFFs. While the
fundamental frequencies of the A A1 state (save for ν4) are
known (Table 4), the remainder of the data are produced here
for comparison, and the B̃ state is largely unexplored in the
literature.81,84 They should also be accurate to within 3.5% or
less per the above benchmarks. Most notably from Table 7, the
hydride stretches are consistent across the levels of theory
differing by no more than 35 cm−1 or less than 2%. Hydride
stretches are often the most well-behaved for QFF procedures
of this type85−87 since they often present the deepest and most
clearly defined potentials. However, the other fundamental
frequencies exhibit much more variance. The PBE0+(F12-
TcCR + EOM) QFF is in closer agreement with the pure F12-
TcCR + EOM results, but they are often different by more
than 20%. The DFT + (F12-TcCR + EOM) approach is thus

Table 5. Timing as a Percentage of the F12-TcCR + EOM Wall Time (%)

DFT + (F12-TcCR + EOM)

state molecule B3LYP CAM-B3LYP BHandHLYP PBE0 ωB97XD

Ã1A″ HNO 76.7 77.2 74.7 76.5 86.1
Ã2A′ HOO 103.3 96.5 100.6 92.4 108.4
Ã2A′ HNF 92.7 92.2 90.6 101.2 105.4
Ã2A′ HSO 84.0 89.5 88.2 83.8 95.1
Ã2A′ HSS 40.4 40.1 40.5 39.0 39.2
Ã1A″ H2CO 23.6 25.1 24.1 24.0 25.3
B̃1A′ H2CO 53.4 50.0 54.1 46.3 48.8
Ã1A″ HOCO+ 38.4 70.3 40.9 38.6 77.2

Average 64.1 67.6 64.2 62.7 73.2

Figure 4.MA%Ds and relative times (%) for electronically excited state rotational constants related to experiment (MHz) with DFT + (F12-TcCR
+ EOM).
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likely more valuable for accurate frequencies of hydride
stretches and low-frequency bending motions but may struggle
with vibrations between heavy atoms. As such, the vibrational
frequencies produced by the F12-TcCR + EOM QFF alone
should be taken as the most accurate, but PBE0 is likely more
accurate than B3LYP.
Upon excitation into the Ã state, the mid-infrared

frequencies are much more red-shifted compared to the
ground state. This is exacerbated even further in the B̃ state.
The reason is due to the n → π* and π → π* antibonding
excitations in these states. This weakens the C�O bond,
which lowers the C�O stretch clearly, but it also influences
the in- and out-of-plane bending as well. As such, the pure
vibrational spectra of the ground state are notably different
from those of either of these excited states.
The rovibrational properties for the A A1 state of HOCO+

are given in Table 8. None of these fundamental vibrational
frequencies and rotational constants have been previously
reported in the literature and may help to characterize this
molecule for future laboratory examination or potential
observation in cometary comae. The PBE0+(F12-TcCR +
EOM) QFF is, yet again, more closely in line with the pure
F12-TcCR + EOM QFF. Most notably, the ν2 C�O stretch
on the end of the molecule opposite the proton drops in
frequency by nearly half to 1376.7 cm−1 compared to the
ground state at 2399 cm−1. Hence, this π → n excitation
significantly influences the resulting vibrational behavior of this
molecule. The ν1 O−H stretch drops by roughly 100 cm−1,66,67

not as much as ν2, but certainly enough to show explicitly that
the ground-state frequencies cannot simply approximate the
excited-state anharmonic frequencies. The other four funda-

mentals are shifting relative to their ground state values as
reported in refs 7 and 85 by similar amounts as ν1.

4. CONCLUSIONS
The larger the molecule, the more advantage there is in using
hybrid QFF approaches such as DFT + F12 reported herein.
Larger molecules have a higher percentage of points in the
QFF that come from the anharmonic, cubic and quartic, terms.
High-level coupled cluster theory computations of the
harmonic terms and DFT computations of the anharmonic
terms represent nearly the extreme end of how these can be
combined. This work shows that the choice of DFT functional
does not change the performance in terms of time cost or
accuracy significantly for ground electronic states. However, in
computing electronically excited states, PBE0 gives the best
overall performance of our tested set of common functionals
with MA%D of less than 3.0% for fundamental vibrational
frequencies (excluding ν5 for the A A1 state of H2CO) and
0.5% for rotational constants. It also gives the best predictions
of such values for the ground-state method, but this effect is
less pronounced. While the use of DFT methods in the
excited-state QFF does not produce as much savings as it does
for the ground-state QFFs, the effect of larger molecules is
much more marked in that the inclusion of the lower-cost DFT
anharmonic terms will open up the potential for examination
of much larger molecules.
Beyond this benchmarking, the present work has also

provided the fundamental vibrational frequencies for the A A1

and B A1 states of H2CO as well as the A A1 state of HOCO+.
The results of the antibonding excitation nature are clearly
pronounced in the fundamental vibrational frequencies of both

Table 6. MA%Ds for Electronically Excited State Rotational Constants Relative to Experiment (MHz) with DFT + (F12-TcCR
+ EOM)

DFT + (F12-TcCR + EOM)

molecule Const. B3LYP CAM-B3LYP BHandHLYP PBE0 ωB97XD F12-TcCR + EOM experiment ref.

HNO A0 1.12 2.94 2.45 1.50 1.38 0.75 664 460.0039 72
HNO B0 0.19 0.11 0.21 0.07 0.10 0.29 39 737.49031 72
HNO C0 0.33 0.15 0.03 0.24 0.26 0.41 37 252.21083 72
HNO A1 1.29 5.57 4.35 1.48 1.39 1.10 620 906.1556 72
HNO B1 0.22 0.11 0.20 0.10 0.12 0.30 39 818.43427 72
HNO C1 0.58 0.49 0.34 0.47 0.49 0.64 37 120.30215 72
HNO A2 1.11 3.21 2.57 1.43 1.33 0.81 654 078.1911 72
HNO B2 0.12 0.47 0.74 0.12 0.07 0.30 39 311.78502 72
HNO C2 0.35 0.09 0.38 0.15 0.18 0.51 36 823.50762 72
HNO A3 1.26 4.07 3.41 2.56 2.17 0.02 721 330.6332 72
HNO B3 0.16 0.44 0.57 0.07 0.00 0.43 39 776.46333 72
HNO C3 0.25 0.15 0.32 0.11 0.15 0.42 37 054.34781 72
HNF A0 0.23 7.49 30.40 0.28 0.35 0.24 826 527.8067 77
HNF B0 0.29 0.40 0.41 0.21 0.24 0.29 30 965.56299 77
HNF C0 0.25 0.06 0.81 0.15 0.17 0.23 29 739.41183 77
HSS A0 0.68 0.73 0.84 0.72 0.73 0.80 289 615.1 62
HSS B0 0.28 0.30 0.30 0.32 0.26 0.31 7198.3 62
HSS C0 0.24 0.27 0.27 0.29 0.23 0.28 7011.4 62
HSS A3 0.63 0.69 0.80 0.67 0.69 0.76 289 500.8 62
HSS B3 0.16 0.25 0.24 0.33 0.16 0.26 7152.4363 62
HSS C3 0.16 0.24 0.24 0.32 0.16 0.25 6968.08 62
H2CO A6 0.34 0.33 0.49 0.27 1.42 0.42 268 371.2105 82
H2CO B6 0.44 0.36 0.31 0.38 0.34 0.57 33 693.67435 82
H2CO C6 0.10 0.02 0.04 0.03 0.21 0.11 30 111.15448 82
average 0.45 1.21 2.11 0.51 0.52 0.44
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molecules. The heavy atom stretching frequencies are
significantly reduced due to an increase in the antibonding
character in formaldehyde and a decrease in the bonding
character from protonated carbon dioxide. Both of these
molecules are likely present in the coma of comets as they
approach perihelion,1 and the novel rovibrational data for these
three states of these two molecules will assist in the spectral

characterization of such solar system bodies, providing insights
into the behavior and evolution of oxygen,88,89 from the dawn
of the solar system until now.
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Table 7. Reported Vibrational Frequencies (cm−1) and
Rotational Constants (MHz) for the A A1 and B A1 States of
H2CO

state mode hv A B C

A A1 B3LYP + (F12-TcCR + EOM)

ν0 5022.9 268 434.6 34 064.4 30 431.1
ν1 2960.1 264 102.2 34 128.7 30 529.8
ν2 2877.5 263 250.1 34 126.3 30 483.8
ν3 1381.7 271 560.6 34 256.2 30 414.8
ν4 1262.1 268 015.0 33 648.0 30 105.6
ν5 + ν6 1181.4 279 086.9 34 022.9 30 069.8
ν5 807.7 280 061.1 34 247.0 30 356.0
ν6 359.1 267 460.3 33 843.1 30 142.2

B A1 ν0 4945.1 249 750.8 26 077.4 24 033.8

ν1 3059.0 247 160.0 26 116.1 24 073.2
ν2 2919.4 245 945.6 26 130.5 24 059.4
ν3 1148.5 250 513.9 26 005.2 23 912.8
ν4 990.1 255 385.7 26 042.3 23 962.2
ν5 889.5 248 223.2 25 752.6 23 684.6
ν6 515.4 251 084.5 24 947.7 23 031.8

A A1 PBE0 + (F12-TcCR + EOM)

ν0 5093.5 268 522.8 34 044.1 30 415.6
ν1 2955.1 264 268.1 34 109.8 30 515.6
ν2 2913.9 263 467.8 34 106.0 30 467.7
ν3 1670.3 271 691.1 34 234.0 30 401.6
ν4 1276.1 268 076.8 33 584.7 30 053.3
ν5 + ν6 1141.8 279 128.3 34 005.2 30 057.6
ν5 715.1 280 015.0 34 231.7 30 349.5
ν6 399.7 267 636.1 33 820.4 30 121.0

B A1 ν0 4989.8 250 037.6 25 934.7 23 913.0

ν1 3062.3 247 481.7 25 975.3 23 953.6
ν2 2947.0 246 297.6 25 987.9 23 939.5
ν3 1353.2 250 989.7 25 819.2 23 757.2
ν4 1017.9 255 716.5 25 905.7 23 843.0
ν5 820.6 248 602.8 25 569.2 23 529.3
ν6 491.6 251 519.0 24 595.6 22 735.4

B A1 F12-TcCR + EOM

ν0 5002.7 268 316.3 34 095.3 30 436.3
ν1 2953.7 263 740.1 34 155.4 30 528.0
ν2 2855.9 263 068.7 34 154.6 30 482.1
ν3 1288.1 271 469.5 34 285.3 30 405.3
ν4 1275.1 267 989.9 33 746.0 30 166.9
ν5 + ν6 1187.6 278 918.6 34 056.7 30 058.1
ν5 880.8 279 978.2 34 269.3 30 348.4
ν6 319.0 267 256.7 33 885.5 30 143.2

B A1 ν0 4927.5 249 172.2 25 906.2 23 897.3

ν1 3045.3 246 349.5 25 928.8 23 920.5
ν2 2914.6 245 207.1 25 944.1 23 908.3
ν3 1194.4 249 403.8 25 927.1 23 849.5
ν4 1015.4 253 720.4 25 876.9 23 862.4
ν5 852.8 247 651.1 25 553.4 23 520.2
ν6 404.5 251 352.3 24 394.9 22 571.0

Table 8. Reported Vibrational Frequencies (cm−1) and
Rotational Constants (MHz) for the A A1 State of HOCO+

hv A B C

mode B3LYP + (F12-TcCR + EOM)

ν0 4308.7 155 445.9 11 699.0 10 859.0
ν1 3321.4 154 805.9 11 684.5 10 844.1
ν2 1429.5 157 246.6 11 615.2 10 784.2
ν3 1289.5 154 436.0 11 661.8 10 816.4
ν4 1090.0 159 749.1 11 655.5 10 813.6
ν5 891.2 191 803.8 11 720.8 10 893.5
ν6 622.4 116 823.6 11 704.7 10 840.8

PBE0 + (F12-TcCR + EOM)
ν0 4179.5 154 851.2 11 706.1 10 862.2
ν1 3276.4 154 181.8 11 691.0 10 846.6
ν2 1382.6 156 473.2 11 628.9 10 792.2
ν3 1242.1 152 975.9 11 675.2 10 820.6
ν4 1045.7 158 882.8 11 670.0 10 821.8
ν5 571.5 191 353.1 11 722.7 10 892.8
ν6 594.7 116 240.7 11 711.6 10 843.8

F12-TcCR + EOM
ν0 4165.0 154 513.4 11 717.4 10 870.2
ν1 3271.8 153 819.0 11 702.4 10 854.6
ν2 1376.7 155 855.3 11 661.4 10 817.1
ν3 1191.8 151 708.5 11 692.5 10 829.1
ν4 1029.7 158 375.7 11 693.7 10 839.7
ν5 589.9 191 503.8 11 722.6 10 893.5
ν6 593.7 116 142.7 11 716.7 10 847.8
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