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Quickest Change Detection in the Presence of
Covert Adversaries

A. Ramtin, Z. Hare, L. Kaplan, P. Nain, V. Veeravalli, D. Towsley

Abstract—This paper investigates the damage that an adver-
sary can effect while remaining covert in the presence of the
Cumulative Sum (CuSum) procedure. An adversary is covert
if the time to detection is on the same order as the time
to false alarm. Damage is given as an increasing function of
the KL-divergence of the adversarial actions and the normal
distribution prior to the adversarial attack. By analyzing the
problem with a focus on the growth function g(n), which
measures the cumulative expected log-likelihood ratio after n
time slots following the change, we establish conditions under
which the adversary remains covert and provide an analysis of
the impact of different adversarial strategies on damage.

Index Terms—CuSum, Asymptotic Analysis, Covertness,
Time-Varying Distributions.

I. INTRODUCTION

As technology evolves and the interconnectedness of de-
vices increases, particularly in military and battlefield sce-
narios, the need for timely and accurate detection of system
anomalies becomes increasingly critical. Sequential change
detection is a pivotal technique in this context, enabling
the prompt identification of moments when the statistical
properties of a monitored process undergo significant changes.
This timely detection is essential for initiating swift responses
and mitigating potential damages in sensitive and high-stakes
environments.

However, the effectiveness of sequential change detection
can be severely undermined by covert (undetectable) adversar-
ial actions. Adversaries employing covertness strategies can
strategically obscure their activities, making it challenging for
traditional detection methods to distinguish between normal
and malicious behaviors. To address this challenge, it is
important to explore the asymptotic limits of covertness—
specifically, how subtly an adversary must behave to remain
undetected over time. These limits provide deep insights
into the potential vulnerabilities of detection systems and the
extent to which adversaries can operate undetected. Note that
we consider a concept of damage (or reward) that adversaries
aim to maximize while remaining covert.

The concept of covertness was first introduced in [1],
where the asymptotic limits under which communication
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could remain undetectable in an AWGN channel were ex-
plored. In these scenarios, signals are typically zero-mean,
and the challenge lies in detecting subtle changes in power or
other signal parameters. Since then, numerous studies have
expanded on this idea, focusing on covert communication
strategies across various domains [2]. Additionally, [3] has
explored the fundamental limits of covert DDoS attacks, a
different class of threat where both the mean and variance of
network traffic are non-zero, and the adversary manipulates
these parameters to avoid detection.

In the context of sequential change detection, we define an
adversary as covert if it can strategize to make the average
time to detection asymptotically of the same order to the aver-
age time to false alarm. This scenario effectively renders the
detector ineffective, as it cannot reliably distinguish between
normal and malicious conditions.

In our study, we focus on the adversaries employing non-
stationary post-change distributions as a strategy to maximize
their damage while remaining covert against optimal detec-
tors. It is important to note that, under certain conditions,
the Cumulative Sum (CuSum) procedure [4] is recognized
as optimal for sequential change detection when addressing
non-stationary post-change distributions [5].

A critical parameter in the CuSum procedure is ~, which
specifies the minimum average time to false alarm that the
procedure is designed to achieve. In [6], the limits of covert
communication are studied under the assumption that « is
known and the post-change distributions are stationary. In
contrast, we assume that the adversary does not know ~
but has control over either the post-change distributions or
the timing of their actions, aiming to maximize the damage
inflicted. This setting presents a unique challenge, as the
adversary can adjust their strategy and vary their attack
patterns.

We explore the extent of damage that an adversary can
achieve while remaining covert.

The remainder of this paper is organized as follows. In Sec-
tion II, we provide the background necessary to understand
the CuSum procedure and its application to non-stationary
post-change distributions. Section III presents the formal
problem definition, introducing damage and the concept of
covertness and two adversarial strategies studies in the re-
mainder of the paper. This material is presented in the context
of quickest change detection. Section IV, contains our main
asymptotic results. In Section V we investigate the maximum
damage and the conditions under which the adversary can
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remain covert, across different scenarios. Section VI presents
the numerical results and evaluation. Finally, we conclude the
paper with a summary of our findings.

II. BACKGROUND

Let {X,}n>1 be a sequence of independent random vari-
ables, and let » be an unknown but deterministic change-
point. Assume that X,,...,X,,_; all have density pg, and
that X,, X, 11,... have densities py 1,p12,... respectively,
with respect to a common dominating measure. Observations
are allowed to be non-stationary after the change-point. We
denote by PP, the probability measure on the entire sequence
of observations when the change-point is ». That is, under P,
the random variables X7,...,X,_; are ii.d. with common
(pre-change) density pg, and X, X, 1,... are independent
with (post-change) densities pi1,pi,2,.... Let E, denote
the corresponding expectation. For v = oo, i.e., no change
has occured, this distribution is denoted by P, and the
corresponding expectation by E .

Note that we assume the post-change distribution is invari-
ant to the change-point v [5]. Let 7 be a stopping time defined
on the observation sequence associated with a stopping rule.
This means 7 is the time at which we stop collecting obser-
vations and declare that the change has occurred.

The objective of the quickest change detection (QCD)
problem is to develop a stopping rule that minimizes detection
delay subject to a false alarm constraint. The traditional
approach to achieve the objective is to solve the following
optimization problem.

ADD(«v) := inf supesssupE,[(Tr —v) + 1)7]
TECy y>1
where the expression within the infimum characterizes the
worst-case expected delay, denoted by WADD(7), and ess sup
stands for essential supremum. The false alarm constraint set
is
G i={r:1 Exlr] 2%}

which guarantees that average time to the false alarm exceeds
v-
For ¢ > v, introduce

Pii—v+1 (Xz')
Ziy=log———T— -,
: - po (X3)

By definition of P,, note that E, [Z;,] is the KL-divergence
of p1i—v+1 from po. This quantity is always non-negative.
However, we make the more restrictive assumption that
E, [Z;,] > 0 for all 7 > v.

Let g, : RT — RT be a strictly increasing and continuous
function, which we will refer to as growth function as defined
in [5]. Note that the inverse of g,, denoted by g, 1 exists and
is a strictly increasing and continuous function. We assume

that
n+r—1

gu(n): Z EEU[Z‘S,.V]: n:1121"':

namely, the cumulative KL-divergence matches the value of
the growth function at all positive integers.
We assume that

g '(z) :=supg, ' (z)
v>1
exists for all z > 0. Notice that g~ is also strictly increasing
and continuous. We also assume that lim,, g, (n) = oo for all
v > 1, so that g~1(x) is properly defined on the entire positive
real line. Because the post-change distribution is invariant to
the change-point v, we have g = g, and g~ ! = g;! for all
v > 1.
We define the CuSum stopping rule as

=1 : ik =By,
7(7) :=inf {n 12’1:2(71 2 L5 o> h} )}

where h = log«. Then, according to [5], under the assump-
tion that

g(n) = w(logn), (2)

where w(logn) denotes the set of functions that grow faster
than logn as n — oo, (11) in [5] holds for Z;, when i >
v > 1. Furthermore, if conditions (14) and (15) in [5] are
also satisfied for Z; ,,, then as v — oo, it follows that

ADD (v) ~ WADD (v) ~ g~ '(log ), (3)

where the symbol ”~" denotes asymptotic equivalence.

The results in [5] are crucial for our analysis of the CuSum
procedure in non-stationary environments when conditions
(11), (14), and (15) in [5] hold because under those conditions
the CuSum procedure in (1) is asymptotically optimal.

I11. PROBLEM DEFINITION AND APPROACH OVERVIEW

We focus on a problem viewed by an adversary who lacks
knowledge of ~ but has the ability to either manipulate the
post-change distributions or control the timing of their actions.
Their goal is to effect the greatest amount of damage.

By “manipulating the post-change distributions,” we mean
that the adversary can adjust the parameters of the distribution
over time. For instance, in the context of a DDoS attack, the
adversary might gradually decrease the rate of attack traffic
following the change-point v, such that E[Y; ] < E[Y;] for
i > 1, where the random variable Y; denotes the attack traffic
at time v +1¢ — L.

On the other hand, by “controlling the timing of their
actions,” we refer to the adversary’s ability to decide whether
to act at time v 4+ — 1. In this scenario, their action modifies
the distribution, making the post-change distribution p; ;
different from the pre-change distribution py. For example,
in the DDoS attack scenario, the adversary might maintain a
constant mean attack traffic uq if it launches an attack, but
choose to launch it at time v + ¢ — 1 with a probability that
decreases over time.
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Let D(p1|lpo) denote the Kullback-Leibler divergence
(KL-divergence) between the distributions p; ; and pg. Define
cumulative damage function D(n) as

D(n) = Z d(D(p1.illpo)), )

where d : Rt — RT maps the KL-divergence at time v +
i — 1 into a measure of damage. We assume that d is a non-
decreasing function of its argument.

Here, we provide three examples of a damage function.
Assume pg ~ N(0,1) and py; ~ N(pi, 1+ 07). The KL-
divergence between p;; and po is given by D(pi;|po) =
1 (02 + p? —log(1+02)).

1) Let u; > 0 and o2 = 0. Define the damage function as
d(x) = v/2z. Then, the cumulative damage is D(n) =
D Hie

2) Let p; = 0. Define the damage function as d(z) =
2(z+log(1+02)—302). Then, D(n) =Y "7 log(1+
a2).

3) Let u; > 0 and o2 > 0. Define the damage function as
d(z) = 2z +log(1+0?) —o?2. Then, D(n) = 31, p;.

We consider the total damage to be D(ADD(v)), rep-
resenting the total damage that the adversary can inflict
before being detected under optimal detection. To determine
the greatest amount of D(ADD(y)), we first analyze the
non-stationary CuSum procedure with h(y) = log~ when
conditions (11), (14), and (15) from [5] are met.

Note that if g(n) = O(logn), we cannot use (3) in our
analysis because condition (2) is not met. In this situation,
the CuSum procedure with h(y) = log~ may not be the
optimal detector.

We now define covertness for the problem of quickest
change detection as follows. This definition is analogous
to the concept of covert communication against sequential
change-point detection as described in Equation (3) of [6].

Definition 1. An adversary is covert if the asymptotic average

detection delay,
ADD(y) ~ ¢y )

for some 0 < e < 1.

Note that ¢ cannot exceed one because ADD(+y) < +. This
is due to the drift of the log-likelihood ratio being positive
after the change, leading to detection, and negative before the
change, with  specifying the minimum time to a false alarm.

Interestingly, considering the covertness condition (5) and
applying (3), we derive g(n) = logn + O(1). This indicates
that when (2) (i.e., condition (11) in [5]) is satisfied, covert-
ness does not hold, and vice versa.

Recall that we aim to analyze the maximum amount of
damage while maintaining covertness. Therefore, to advance
our analysis, we must address the potential non-optimality
of the non-stationary CuSum procedure under the condition
g9(n) = O(logn).

In Section IV, using the continuity property of the function
g(n), we show that under optimal detection, as v — oo, when

g(n) = clogn with 0 < ¢ < 1 or when g(n) = o(logn),
we have ADD(vy) = ©O(«), where ©(v) denotes the set of
functions that grow asymptotically at the same rate as . Note
that this also satisfies (5) (the covertness condition).

In Section V, we explore the amount of damage under op-
timal detection in three different scenarios g(n) = w(logn),
g(n) =clogn with0 < ¢ < 1, and g(n) = o(logn), ensuring

that E.[r] = 7. In particular, we define
D* = D(ADD(v))

; 6)

subject to g(n) = logn,

and investigate if D* is the maximum damage or not.

IV. ANALYSIS OF ADD(v) WHEN g(n) = O(logn)

To facilitate our analysis, we introduce a parameter 4,
allowing the order of g(n) to change with different values
of §. We assume the growth function g(n) is dependent on
and continuous with respect to a variable 4.

Let conditions (11), (14), and (15) in [5] hold when § < &q.
This implies, when é < Jg, given

Ex [T] =7

we have
ADD(~,6) = g~ '(log,4),

where g—!(z, d) is the inverse of g(n,d).
Now, assume that g(n,d) = logn when 6 = &y, and that

i g(n,d)
n—oo logn

<1

7

ie., g(n,d) = clogn with 0 < ¢ < 1 or g(n,d) = o(logn),
when & > dg. We have

lim ADD(y,d) = lim g '(log~,4)

S—dg S—dy

=06(v).

Suppose there exists an optimal detector A(h) that satisfies
Eo[r] = 7 for 6 > §p. Note that g(n,d) grows slower for
d > dp compared to & < dp. Hence, we can infer that when
d > dyp, the average detection time under this optimal detector
is higher than that under a CuSum procedure with h = log~y
and § < &. This implies, when § < §p, ADD(v,48) > ey
with0 <e< 1

On the other hand, since under any optimal detector,
ADD(v,d8) < Ey[r], given E[r] = 7, we have that
ADD(~,d) < ~. Therefore, under A(h) when § > 4y, we
have ADD(7,§) = ©O(7).

This leads to the conclusion that under any optimal detector,

when lim,,_, o 2% < 1, we have
logn

ADD(, ) = ©(y).

which, according to Definition 1, suffices for covertness.
Note that under the condition g(n) = clogn with ¢ > 1, al-
though the optimality of the CuSum procedure with h = log~y
has not been rigorously verified, it results in Eo.[r] = O(y)
and ADD(~y) = ©( /7). which suggests a form of optimality,
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as the average time to a false alarm remains linear in 4. In
contrast, for 0 < ¢ < 1 or g(r) = o(logn), the CuSum
procedure with h = logy leads to an average time to a false
alarm growing faster than 7, i.e., En[r] = w(7).

V. ANALYSIS OF ADVERSARIAL DAMAGE

In this section, we analyze the amount of damage an
adversary can inflict while remaining covert. We assume that
the adversary lacks knowledge of ~, but they can either
manipulate the parameters of the post-change distributions,
probabilistically choose whether to take action, or determin-
istically time their actions as time progresses. In all scenarios,
the pre-change distributions are standard normal, and the total
damage is defined as the cumulative difference between the
means of the post-change and pre-change distributions up to
the point of detection.

Due to the underlying assumption that the post-change
distribution is invariant to the change-point v, unless explicitly
specified, we simply assume v =1 or v = co.

A. Gaussian Distribution with Decaying Mean

Consider the following pre-change and post-change distri-
butions,

« pre-change: pg ~ N(0,1),

« post-change: pi ; ~N({%,1),0<8<1.

In this section, we demonstrate that the adversary can
achieve a maximum total damage of ©(,/y), particularly
when é = 0.5.

The log-likelihood ratio is

X)) =Y
Zi=log——— " =i°X; —
% Po(Xz') 2

and as a result we have

D(py.illpo) = By [Z:] = i—°Ey [X,] - T "

which implies that the growth function is

In the following analysis, we investigate the extent of
damage for g(n) = w(logn), g(n) = O(logn), and g(n) =
o(logn).

Our first objective is to assess the damage extent when
g(n) = w(logn), implying that 0 < § < 0.5.

We know that g(n) is a similar form to the Riemann
zeta function. Consequently, we use the Euler-Maclaurin
summation formula to relate the asymptotic behavior of g(n)
to an integral. It follows that

1 2 —28
= y der = ————.
9(n) 2/1 ‘ 2(1— 20)

For large values of z, we can approximate the inverse
function g—1(x) as

n]—25 |

g (z) ~ (21— 20)z + 1) T

We can demonstrate the satisfaction of conditions (13), (16)
and (17) as stated in [5]. Hence,

ADD(3,7) =~ (1 +2(1 — 26) log ) = .

Note that the cumulative damage, as defined in (4), with
the choice of d(z) = +/2z (analogous to Example 1 in
Section TII), is given by D(n) = 3_I_, i~%. Therefore, given
0 < 6 < 0.5, the total damage, defined as D(ADD(é, 7)), is

ADD(3,7)
D@m= Y i
i=1
ADD(S, i
= PO o1 96)logy) TR — 1
Yl B 1-4 '

1

We can verify that dD/d§ is positive when 0 < § < 0.5
and thus the total damage increases in é for 0 < & < 0.5.

Next, we proceed to investigate the amount of total damage
under the case § = 0.5.

First, choose h(v) = 4 log~. We have

Jlim ADD(3, y7) = ™) =1, %

This implies that the average detection delay converges to -
as & approaches 0.5 when 0 < § < 0.5 with a threshold less
than log~.

Now, consider an optimal detector that satisfies E.[1] > v
when 6 = 0.5. Note that the average detection delay under
this detector is higher than it under the optimal detector (the
CuSum procedure with h(vy) = log~) with 0 < é < 0.5. Fur-
thermore, note that the average detection delay of the CuSum
procedure decreases as its threshold decreases. Subsequently,
following (7) and noting that ADD(4,~) < «, we conclude

ADD(0.5,v) = (7).

It follows that
o(y)
P = ¥ P e0h).
i=1
We can show that when 6 > 0.5, we have ADD(§) = ~,

and thus
¥

D7) < 32 = oly).

Therefore, we conclude that ©(,/7) is the maximum
amount of damage that the adversary can achieve, which
occurs when § = 0.5.

B. Fixed Gaussian Distribution with Decaying Action Prob-
ability

In some scenarios, an adversary may not have the ability
to arbitrarily change the distribution but can only turn it on
or off. This leads to the question: What if the adversary can
only decide whether to take an action at a given time?

Assuming a pre-change distribution pg(x), we further ex-
tend our analysis to incorporate an adversary who makes
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decisions regarding whether to take an action at a given
time. In this scenario, the probability of the adversary taking
an action is time-dependent and decays over time. In this
context, each observation is independently sampled from the
distribution g(x) with a probability of occurrence determined
by r(i). Conversely, with a complementary probability of
7(i) = 1 — r(7), the observations are drawn from the pre-
change distribution pg(z). Consequently, the post-change dis-
tribution p; ;(x) can be expressed as a weighted combination:
p1,i(z) = r(i)a(z) + 7(#)po(z).

Our initial step involves deriving an expression for the
KL-divergence between p; ;(x) and po(z) as a function of
po(z), g(x), r(2), and a term which is bounded by D(q||po)-
Subsequently, we introduce a decaying function r(z) = ¢~
such that 0 < 6 < 1 and proceed with our analysis. Finally,
we demonstrate that the adversary can achieve a maximum
damage of ©(,/7), which occurs when 6 = 0.5.

The KL-divergence between two distributions p; ; and po
is

D(p1.s|lpo)

_ 7 1og(PLi(2)

= [ oe e (aas,

= f_ c: log(T(i)Q(:cLo—i—( :)(i}m(x))(r(é)q(x) P

- f_ c: log(1 + r(2) ( ;D((?) — 1)) (r()q(z) + 7(i)po(z)) dz.

which using the Taylor expansion of log(1 + ), following
the detailed computations, can be written as
2
: z 1 o

Dsalln) =) [ 1 ds = 3) + 0RO,
where R(i) represents the summation of terms with the factor
of r(z) to the power of three or more.

We observe that D (pq||po) is maximized when r(i) =
1, indicating that D (p1|[po) < D (q|lpo). Note that both
D (p1,illpo) and D (g||po) are finite since the support of p; ;
and ¢ is contained within the support of pp.

Without loss of generality, we assume r(1) = 1. Then, we
have

D (qllpo)

_/2100

Applying the weighted Jensen’s inequality, we can show

that ook 2( )
q\x o
/_m i

/ 2po(z

D(q“pu) Furthermore, for all i € N7,
R(1) because r(i) < r(1). Therefore, we

D (p1,1llpo) =
= —+R( )-

This implies that

>0
52

and thus R(1)
we have R(1)
conclude that

<
<

R(i) < D(qlpo), ie€N*.

Now, we consider the scenario where 7(i) = i—%, where
0 < § < 1. In this case, the decay function r(z) follows a
power-law decay with the exponent 4. We also assume that the
pre-change distribution follows a standard normal distribution,
po ~ N(0,1), and the post-change distribution is represented
by p1.i(z) = r(é)q(z) + 7(1)po(x), where g ~ N(p, 1) such
that p is the mean of the distribution.

By substituting these values into the expressions derived
earlier, we can analyze the properties and behavior of the
growth function g(n) in this specific setting. After undertak-
ing the requisite computations, we get

=Y D(p1.llpo)
i=1
:%(61‘2—2_1 Z —25+Z i3 R(3)
i=1

where R(i) < 1p? for all i € N. This implies

n 1 n
(2

g(n) = %(6% —}y i+

i=1

which implies

120 i : Y
g(n)w{e( ), if 6 € (0,0.5)U(0.5,1),

O(logn), if§=0.5.

Now, we consider (6), which conditions the extent of dam-
age under the assumption that g(n) = log n. This assumption
is satisfied when & = 0.5.

Due to the similarity in the form of the growth function to
that described in Section V-A, we can use analogous math-
ematical derivations to establish that the maximum damage
the adversary can achieve is ©(,/7), attained when & = 0.5.

Note that the results in this section, as well as in Sec-
tion V-A, can be extended as follows.

Assume the pre-change distribution py ~ N(0,1) and the
post-change distributions are given by

p1i(z) = r(9)q(x) + 7(i)po(x),

where g ~ A (u(i), 1). Then, under the constraint Ex[r] >
7, the maximum damage is ©(,/7), attained when

r(3)p(i) = 257°5.

C. Growing Timing of Actions (Deterministic Action Rules)

We explore the impact of time-dependent action patterns,
assuming these patterns are known to the detector. This dif-
fers from Section V-B, where the adversary probabilistically
chooses their actions.

Assume the adversary controls the timing of its actions in
the following manner. Let f : N — {0,1}. When f(z) = 1,
the adversary chooses N (p, 1) as the post-change distribution,
and if f(z) = 0, it chooses A(0,1), at time 2.

Let’s g(z) denote a Gaussian distribution with mean gz and
variance 1.
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The growth function is

n

g9(n) =Y D(p1,|po)

i=1

= D(q||po) Z 17(iy=1]
=1

1 o
3 D=1
i=1

Now, we assume the statement presented in (1) is satisfied.
This implies that g(n) = Y, ; 1{7(i)—1) must grow logarith-
mically as n goes infinity. An example of such a condition can
be defined as follows: f(i) =1 if i = |e7], where j € Nt.

This condition on f(z) implies

3
D* <py js=1]

i=1
= O(log 7).

Notably, when g(n) = w(logn), conditions (11), (14),
and (15) in [5] hold, which, following (3) and the necessary
calculations, establishes that the damage achievable by the
adversary is O(log ).

Furthermore, when g(n) = o(logn), the damage grows at
an order of o(log~).

Under these observations, we conclude that O(log~) is
the maximum amount of damage. This implies that time-
dependent action patterns, when known to the detector, do
not yield any additional reward.

VI. NUMERICAL RESULTS

In this section, we conduct a simulation study to assess the
performance of the CuSum algorithm under non-stationary
post-change conditions. The pre-change observations follow
a standard normal distribution (0, 1), while the post-change
observations adhere to a normal distribution with a mean
parameterized by A (u1 x (1 +1i — v)~%,1), reflecting the
non-stationarity introduced after the change-point ». Each
simulation is executed 10* times for robustness, with the
threshold h(4,~) chosen such that

|Ess[r] — 7|/7 < 0.005. (8)

We begin by examining a scenario where x; = /2 and
¢ varies incrementally from O to 1 in steps of 0.02. It is
important to note that when § = 0.5, the function g(n) =
log n. Figure 1(a) illustrates the logarithm of the ratio E,[r]
to ~ for four distinct values of -, revealing a phase transition
at 6 = 0.5. Figure 1(b) depicts the ratio of log~y to h(d, )
with v = 1000, where a rapid increase is observed when § >
0.5. This behavior suggests the non-optimality of the CuSum
procedure with a threshold of log~ for § > 0.5 because one
must choose h(4,v) = o(log~) for § > 0.5 to satisfy (8).
Finally, Figure 1(c) presents the total damage as a function
of § for v = 1000. We expect the point of maximum damage
converges to § = 0.5 as v — oo.

(a) (b) (©

Fig. 1. (a) Logarithm of ratio of E1[7] to +y for different values of -y, ratio
of (b) logy to k{4, ) satisfying (8), and (c) total damage, with v = 103.

In the second scenario, + ranges from 10 to at most 10°,
and the evaluation is conducted for three different values of
6, with ;7 = 1. The results are illustrated in Figure 2. We
observe that when § = 0.5, we have E;[r] = ©(E[7]), ie.,
Eq[r] = ©(v), and when 6 > 0.5, we have E;[r] ~ Ex[r],
ie, Eyfr] ~ .

00 FOD 3000 4000 5000 800 000 1600 2000

(a) (b) (c)
Fig. 2. Ratio of E[r] to «y with (a) § = 0.25, (b) § = 0.5, and (c) § = 0.6.

VII. CONCLUSION

We investigated the behavior of the CuSum procedure
under non-stationary post-change distributions. By focusing
on the growth function g(n), we explored different adversarial
strategies and determined the conditions under which the
adversary is covert and inflict the maximum amount of
damage.
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