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We introduce dynamical versions of loop (or Dyson—-Schwinger) equa-
tions for large families of two—dimensional interacting particle systems, in-
cluding Dyson Brownian motion, Nonintersecting Bernoulli/Poisson ran-
dom walks, B—corners processes, uniform and Jack-deformed measures on
Gelfand-Tsetlin patterns, Macdonald processes, and (g, «)-distributions on
lozenge tilings. Under technical assumptions we show that the dynamical
loop equations lead to Gaussian field type fluctuations.

As an application, we compute the limit shape for (g, x)—distributions
on lozenge tilings and prove that their height fluctuations converge to the
Gaussian free field in an appropriate complex structure.
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1. Introduction.

1.1. Overview. Interacting particle systems in one time and one space dimension with
nonlocal interactions appear in various probability models, such as random matrices, random
tilings, and random growth models.

In the continuous setting, the most famous example is [48], where Dyson observed that
the eigenvalues of a matrix-valued Hermitian Brownian motion form an interacting particle
system with a logarithmic Coulomb interaction and quadratic potential. In many important
cases, one dimensional marginal densities of those (1 + 1)-dimensional interacting particle
systems can be computed explicitly and identified with log-gases. For such one-dimensional
log-gas type systems, loop (or Dyson—Schwinger) equation is an important tool to study their
macroscopic fluctuations. They were first used in the theoretical physics literature (e.g., in the
work of Migdal [85]) and were later introduced to the mathematical community by Johansson
[74] to derive macroscopic central limit theorems for general B-ensembles of eigenvalues of
random matrices; see also [23, 24, 80]. One advantage of the asymptotic arguments, based
on the loop equations, is that they tend to be very universal and extend to wide families of
stochastic systems.

On the discrete side, marginals given by appropriate versions of log—gases were used in
the analysis of random tilings, starting from [19, 38, 76], and in the study of random interface
growth models starting from [75]. Generalizing these distibutions, Borodin, Guionnet and
Gorin [18] introduced discrete 8-ensembles and studied their Gaussian macroscopic fluc-
tuations using discrete loop equations, which originated in the work of Nekrasov and his
collaborators [87, 90, 91]; see also [39].

Central limit theorems for macroscopic fluctuations of log-gases (in investigations of ran-
dom matrices, random tilings, and random partitions) reveal that the limiting fields in these
theorems can be viewed as one-dimensional slices of a unique two-dimensional limiting ob-
ject, the Gaussian free field; see [12, 16, 30, 39, 43] for the results of such type. This fits
into a general belief that the Gaussian free field should appear as a universal limit of the
macroscopic fluctuations for random two-dimensional surfaces of various origins.

The aim of this paper is to lift the asymptotic analysis from one-dimensional sections
to full two-dimensional fields by developing very general dynamical versions of loop equa-
tions, the dynamical loop equations. They provide a new toolbox to study macroscopic fluc-
tuations of two-dimensional interacting particle systems, directly applicable to many well-
known stochastic dynamics both in discrete and continuous settings, such as: Dyson Brown-
ian motion [48], nonintersecting Bernoulli/Poisson random walks [59, 70, 79], B—corner pro-
cesses [16, 60], measures on Gelfand-Tsetlin patterns [31, 98], Macdonald processes [14],
and (g, «)-distributions on lozenge tilings [19, 39]. We prove that, under mild technical as-
sumptions, the dynamical loop equations lead to fluctuations described by Gaussian fields
with accessible covariance.
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There were hints in the literature suggesting that the framework of the loop equations might
be adaptable to multitime two-dimensional setting, as in [4, 40, 41, 68, 70]. However, these
results were mostly isolated and relied on specifics of the stochastic systems with which they
dealt. In contrast, we work directly with transition probabilities of the stochastic evolutions
of interest and allow for them a very general form, parameterized by three analytic functions
and an arbitrary real parameter, playing the same role as 8 in the random matrix theory. Our
approach covers many of the old examples and simultaneously allows asymptotic analysis of
new stochastic systems, which were not accessible by previous tools.

As our main application, we study the height fluctuations of (g, x)-distributions on lozenge
tilings introduced in [19]. In the special case ¥ = 0, the (g, k)-distributions on lozenge tilings
become the ¢'"™e_weighted lozenge tilings (or plane partitions), whose particular cases
were investigated in [2, 34, 95, 104]. We compute the limit shapes for the (g, x)-random
tilings of a special class of polygonal domains (“trapezoids”) with arbitrary many sides and
discover that the shapes can be parameterized by algebraic curves in an appropriate coordi-
nate system, thus giving the positive answer to the question raised in [19], end of Section 2.
We further show that the centered height fluctuations of (g, k)-random tilings of these do-
mains converge to the Gaussian free field. In particular, this verifies the conjecture in [39],
Conjecture 8.4.1, for (g, k)-distributions on lozenge tilings of hexagonal domains' and the
prediction in [77] for ¢¥°"™°_weighted lozenge tilings.

In the next two subsections, we first state the dynamical loop equation in its most general
form and then present in details our results on (g, k)-random lozenge tilings.

1.2. Dynamical loop equations. In the most general discrete setting of our interest, we
deal with discrete-time Markov chains with deterministic initial conditions. The state space
of the chains, denoted GT,,, consists of n—tuples of integers A : A1 > --- > X,,, which we call
signatures of rank n or (in the case A, > 0) Young diagrams with at most n rows. Z In this
text we allow transitions of two types for the Markov chains:

1. Ascending transition: n is fixed and at each step coordinates A; either stay the same or
grow by one. That is, nonzero transition probabilities are from A € GT,, to u € GT, under
restriction

pi—rie€f0,1} fori=1,2,...,n.

2. Descending transition: n decreases by 1 at each step, and we transition to interlacing
signatures. That is, nonzero transition probabilities are from A € GT,,4 to u € GT, under
the restriction

(D AM>UL=A> > Uy > Apyl.

Although requiring all transitions to be of one of these two types might seem restrictive, we
present in Section 3 a large number of natural examples fitting into our formalism. In fact,
the two types of transitions are closely related to each other: as we show in Section 2.2, one
can be obtained from another by the particle-hole duality. Hence, in this section it suffices to
present our results only in the ascending setting.

Fix 0 > 0, and let n € Z~o. We identify each signature A = (A1 > Ay > --- > ;) € GT,,
with an n-particle system (A, A — 60,23 — 20, ..., A, — (n — 1)6). In other words, we use a
bijection between GT,, and the 6-shifted lattice

) bo={(x1,....xn) ER"x1 €Z,x; —Xj41 €0+ ZL>0,i =1,2,...,n— 1},

IFor another proof of this conjecture, see the forthcoming paper [44].
2The notation GT comes from the names Gelfand and Tsetlin, who used combinatorics of signatures in the
study of representation theory of classical Lie groups.
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A=(5,3,2,1,1,1)

o o
O O O

T M- 36 A3 — 20 Xo— 0

FI1G. 1. We identify (A1, A2, ..., An) € GT,, with n-particles (A, Ag — 60,13 —20, ..., Anp—(n—1)0).

given by
3) GT,or<x=x1,x2,...,x0) €Wy, xi=A—-©G—-D0,i=1,2,...,n.

Graphically, this procedure is illustrated in Figure 1. In the special case 6 = 1, WY is the set
of strictly ordered n-tuples of integers, and we simply denote it by W".

Fix 6 > 0, a particle configuration x = (x1, x2, ..., x,) € W7, an interaction function b(z),
and weight functions ¢ (z), ¢~ (z). Our central object is the following transition probability

b(x; +6e;) —b(x; +0e;) 1

1
@ Patew=_os ] | JEACORACH IS

Z(X) i j<n b(xi) — b(xj) im1
where x,x + e € W2, e = (e1, ea, ..., en) € {0, 1}* and Z(x) is a normalization constant’
guaranteeing that
5) > Px+telx)=1.
ec{0,1}"

We remark that, as in [18], € can be linked to the parameter § of the random matrix theory
(taking values 8 = 1, 2,4 for real/complex/quaternionic matrices) through 6 = /2. Thus,
outside # = 1, we do not expect Markov chains with transitions (4) to be free fermionic or
analysable through the techniques of determinantal point processes.

Some examples of Markov chains with transitions in the form (4) and their limits are
explained in Section 3. They include nonintersecting Bernoulli/Poisson random walks,
B—corners processes, Dyson Brownian motion, uniform and Jack-deformed measures on
Gelfand—Tsetlin patterns, Macdonald processes, and (g, k)-distributions on lozenge tilings.
The following dynamical version of the loop (or Schwinger—Dyson) equation provides a uni-
fied approach to study the macroscopic fluctuations of dynamics with transitions (4).

THEOREM 1.1 (Dynamical Loop Equation). Choose an open set U C C, a particle con-
figuration x = (x; > x2 > --- > x,) € Wy such that the interval [x,,x\] C U, a parameter
0 > 0, two holomorphic functions ¢ (z), ¢~ (z) on U and a conformal (i.e., holomorphic and
injective) function b(z) on U. Assume that the random n—tuple e = (e, ea, ..., ey) € {0, 1}"

3Here and below we silently assume that such a constant exists.
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is distributed according to the transition probability (4). Then the following observable is a
holomorphic function of 7 € U

by b@+0) —b(xj+0e;) {5 b(z) —b(x; +0e))
E[(ﬁ (z)j]j1 o by Y (z)jl:[l b(z)_b(xj)}

(6)

REMARK 1.2.  The condition x € WYy is not crucial for the validity of Theorem 1.1, and
one can replace x; by other complex numbers in U, yet all the examples considered in our
paper have this condition or its limiting forms.

We give two proofs of Theorem 1.1 in Section 2.1. The first proof is a direct verification
that each possible (simple) pole of (6) has a zero residue. The second proof identifies (6) with
a ratio of two partition functions Z(x) of the ensemble (4)—with n 4 1 particles and with
n particles—and notices that these partition functions are holomorphic functions of x;. The
second proof suggests possible further generalizations of Theorem 1.1; see Remark 2.1.

Special or limiting cases of the above dynamical loop equations were known before. For
Dyson Brownian motion, equivalent expressions were implicitly used in [4, 8, 73] to study
the limiting empirical particle density and its fluctuations. For S-nonintersecting Poisson ran-
dom walks and uniformly random lozenge tiling, they were developed by the second named
author in [68, 70] to study the macroscopic fluctuations. Certain formulas, resembling our dy-
namical loop equations, can be also found in the work of Nekrasov [88, 89].% The first main
contribution of this paper is to introduce the general form (4) (see also (27)) of transition
probability and analyze it by dynamical loop equations.

It is also instructive to compare Theorem 1.1 with two-level discrete loop equations of
[40, 41]. An important distinction is that in our setup x is deterministic, while in [40, 41] it is
random (of log-gas type). We are going to significantly rely on this feature in the applications
of Theorem 1.1: it allows us to iterate the equations and reach joint distributions at arbitrary
times rather than only at adjacent ones.

Proceeding to a broader context, we refer to [63] for an introduction to the loop equations
and historic overview. A general phenomena in the study of many particle systems with strong
mean field interactions is that the moments of a large class of test functions admit an infinite
system of equations that are called the loop equations, Dyson—Schwinger equations, Master
equations, or Ward identities depending on the context. These equations are often asymptot-
ically closed in the limit of growing dimensions and can be used to get delicate asymptotic
information on the particle systems. This strategy has been developed at the formal level (i.e.,
assuming that the asymptotic expansions should exist) in physics starting from [3]; see [22,
35, 36, 52-54] for more recent and much more detailed studies. The approach was put on
the rigorous grounds starting from [74] and we refer to [63] for an outline as well as many
references on the related developments in the mathematical literature. The theoretical physics
literature made a curious observation that the asymptotic expansions in these particle systems
(developed through the loop equations or by other means) satisfy the so-called topological
recursion, which then connects them to enumerative geometry and generating functions for
maps, cf. [27, 67], and [102]. It is yet to be seen whether connections to enumerative geome-
try can be also found in the study of our dynamical loop equations.

4There is no Markovian dynamics in these papers; however, certain holomorphic observables on random en-
sembles of n Young diagrams are being studied as one of the examples. The probabilities in these ensembles
depend on a degree 2n polynomial, and by choosing the polynomial appropriately, one can force each diagram
to be either empty or one box—resembling our e € {0, 1}". In order to closer match our weights (4) with certain
specific b(-) and qbi () functions, one needs to deal with (colored) theories with defects in the terminology of [88,
89].
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In Section 4 we prove that, under technical assumptions, the dynamical loop equations lead
to Gaussian fluctuations with explicitly computable mean and covariance. More precisely,
take a small scaling parameter ¢, and assume that n is inverse proportional to &, that is,
n = [ne~!| for some n > 0. We encode the particle configurations x and x + e by a smoothed
version of the empirical density,

1 n
p(s;x) = ) D (ex; <5 <ex; +€0),
i=1

1 n
plsixte)= D 1(e(xi +ei) <s <e(xi+e)+¢b).
i=1
Then under the transition probability (4), p(s; x 4+ e) is a random probability density. Its
difference with p(s; x) has the following decomposition:

@) p(s;x +e) — p(s; x) = “stochastic term” 4 “deterministic term.”

In Theorem 4.5, under technical assumptions, by analyzing the loop equation (6) we prove
that, as ¢ — 0, the stochastic term is asymptotically a Gaussian field and obtain asymptotic
expansions for the deterministic term and the covariance of the stochastic term. As a conse-
quence, for any two-dimensional interacting particle system, if we can view it as a Markov
process with transition probabilities (4) (with potentially time-dependent functions b and
¢™), then its asymptotic limit shape can be found from deterministic terms in (7), and macro-
scopic fluctuations converge to a two-dimensional Gaussian field, which is found from the
stochastic terms in (7). Note that technical assumptions of Theorem 4.5 still remain to be
checked on case-by-case basis; we demonstrate in Section 5.2 how this is done for (g; k)—
distributions on lozenge tilings.

Our analysis of the decomposition (7), based on Theorem 1.1, has one important difference
from the numerous previous one-dimensional results based on the loop equations for log-gas
type systems, as in [18, 23, 24, 74, 80]. Those texts relied on a two-step procedure in which
one needs to establish a priori estimates on the concentration of the empirical density in
the first step before using the loop equations in the second step. Such estimates rely on a
different set of tools, such as variational problems or large deviations techniques. In contrast,
our approach does not require any a priori estimates and extracts all asymptotic information
directly from Theorem 1.1: since we deal with elementary one-step transitions, we can rely
on the determinstic fact that x + e is close to x.

A reader might be wondering why we chose to deal with the smoothed empirical density
p(s; x) rather than with a more standard empirical measure € }_7_; 8,x,. While we could have
dealt with the latter as well (at the expense of modifications of some of the formulas), the
former leads to “better” functions (polynomials, rational functions, etc) before taking limits,
which is convenient when we aim at algebraic answers, as in the following Theorems 1.3 and
1.6. For instance, if x; = —i6, 1 <i <n, then

( ] p(s; x) ) (/0 ds ) 7+ €6n
exp| 6 ds | =exp = .
R Z2—S —e0n 2 — Z

On the other hand, if we had used the standard empirical measure, then a similar expression
would have become a much more singular function of z.

1.3. Height fluctuations of (q,«)-distributions on lozenge tilings. We illustrate the
strength of Theorem 1.1 by applying it to the study of the fluctuations of height functions
of (g, k)-distributions on lozenge tilings introduced in [19], which were not accessible by
previous methods.
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FIG. 2. Left panel: Trapezoid domain with N =8, T =12, a1 = —6, b1 = —4, ap = =2, by =4, and
(t, x)—coordinate system. Middle panel: One possible lozenge tiling and the values for X in (9). Right panel:
Nonintersecting paths and values of the height function.

We use the triangular grid with coordinate system (¢, x) based on two lattice directions
inclined to each other under 120 degrees, as in the left panel of Figure 2. x increases in the
vertical direction, and ¢ increases in the down-right direction. The lozenges are defined as
unions of adjacent elementary triangles of the grid, and they have three types:

® ¢ N\

We are going to refer to the first type as horizontal lozenges; they are shown in red in our
drawings.

For any integers N >0, T > 0,and —T <a) <by <ay <by <--- <a, <b, <N, with
Y.i_i(bi —a;) = N, we consider a trapezoidal domain P with right-vertical side [0, N] at
horizontal coordinate 7 and left-vertical sides [a;, b;] at horizontal coordinate 0. Other sides
of the domain are segments going in down-right direction from points (0,a;), i =1,...,r,
segment in up-left direction from the point (7, N), segments in up-right direction from points
0,b;),i=1,...,r, and segment in down-left direction from (7,0). As a result, P is a
polygonal domain with 3r 4 3 sides. We refer to the left panel of Figure 2 for an example
with r = 2.

We let Q(P) denote the set of all lozenge tilings of the domain P; one such tiling for
a particular choice of the parameters is shown in the middle panel of Figure 2. Uniformly
random lozenge tilings of P are now well-understood; see [57] for general overview and
[29, 45-47, 58, 97, 98] for more specific results. Our task is to go beyond these results and
consider more advanced measures on tilings. The (g, «)-distribution on lozenge tilings of P
assigns to any 7 € Q(P) the probability

w(T)
ZT/eQ(P) w(T")’
where the weights w(7) of a tiling is the product of weights of its horizontal lozenges,

©  w=[] we)  we)=kg" P —kTlgTT 2 =kgt — g,
< eT

(8) P(T) =

and (z, x) is the coordinate of the left corner of a horizontal lozenge <> € 7. The number X =
x —t/2 appearing (9) has a simple meaning: this is the vertical coordinate counted so that its
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FI1G. 3.  Samples of tilings of 100 x 100 x 100 hexagon. Left panel: Imaginary case with k = oo, g = 0.97.
Center panel: Real case with ¢ =0.99, k = qillo. Right panel: Trigonometric case with « = 0.015, 8 =1.57.

fixed level lines are horizontal, that is, by using the Cartesian coordinate system (rather than
nonorthogonal (7, x) coordinate system that we stick to); see the middle panel of Figure 2.

We need to make sure that the weights (8) are positive. There are three possible restrictions
on the parameters which guarantee positivity:

1. Imaginary case: ¢ is a positive real number; « is an arbitrary pure imaginary complex
number.

2. Real case: ¢ is a positive real number; « is a real number with additional restrictions
depending on the trapezoidal domain; ¥ cannot lie inside the interval [g~(N+or=D 4T+ai—1]
or [T+ =1 ¢g=(N+b-=D7 depending on whether g > 1 or g < 1.

3. Trigonometric case: ¢ and « are complex numbers of modulus 1, ¢ = /%, k = €'P,
with additional restrictions depending on the trapezoidal domain; 28 — «(T +a; — 1) and
28 + (N + b, — 1) must lie in the same interval 2k, 2(k + 1)), for some k € Z.

Figure 3 shows samples from (g, x)-distribution on lozenge tilings of hexagons for various
values of the parameters. For special values of g and « the formulas (8), (9) can be simplified:
k = oo leads to the weight ¢"°'"™ on tilings, where by volume we mean the total volume
enclosed under the stepped surface corresponding to the tiling (the surface becomes visible
by treating three types of lozenges as projections of three sides of a unit cube, cf. the middle
panel of Figure 2); k¥ = 0 leads to the weight ¢ ~¥°!"™: 4 = | leads to the uniform measure
on tilings; in the limit ¢ — 1, x — 1 and after division by ¢ — 1, the weight (9) turns into a
linear function of X.

The weights (9) were first introduced in [19] for lozenge tilings of hexagons. The same
paper showed that tilings with such weights lead to rich algebraic structures. In other words,
in contrast to generic weights, (9) should be treated as an exactly-solvable or integrable case:
the analysis of [19] revealed connections to g—Racah orthogonal polynomials; in addition,
the limit shape of the tilings was found to be encoded in an appropriate coordinate system
by a quadratic polynomial in two variables. These results have led naturally to a question: is
such integrability a specific feature of the hexagons, or does it extend to tilings with weights
(9) for more general domains? Our results show that the latter is true.” We now present three
theorems explaining how the macroscopic behavior of (g, «)-random lozenge tilings of P is
encoded in certain algebraic equations.

50ne conceptual explanation is as follows: the weights (8), (9) are not ad hoc, instead they are deeply related to
the combinatorics of the Koornwinder symmetric polynomials, as we detail in Section 3.7.2.
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We introduce a small real parameter ¢ < 1 and assume that r and « stay fixed, while ¢,

N,T,a;,bi,i=1,...,r,depend on ¢ in such a way that, as ¢ goes to 0, we have
eN — N, eT — T, eln(g) — In(q), ga; — a;,
(10 eb; —>b;, 1<i<r,
with asymptotic parameters q, N, T, a;, b;, i = 1,...,r satisfying —T <a; <bj <a; <

by <---<a <b, <N, and Y _,(b; —a;) =N. We also keep positivity constraints so
that in the real case q,« € R, and «2 cannot lie inside the interval [q_(N+b’_1), qT+al_1]
or [qTTai~1 g~ ™N+b-=D] depending on whether q > 1 or q < 1. The conditions imply that
the rescaled trapezoidal domain & P converges to a limiting domain P.

It is convenient to state the asymptotic results on tilings in terms of their height functions.
We are going to use the following version of the height function /4 defined on the vertices
of the triangular lattice inside P. Let us ignore <> lozenges in the tiling and trace only the
lozenges of the remaining two types Jand Q. Then these lozenges form N nonintersecting
paths traversing P from the left boundary to the right boundary, as shown in the right panel
of Figure 2. We define Ah(t, x) as the total number of paths below a given point (¢, x); this is
originally defined for integer values of # and x and then extended to all real values by linear
interpolation. Because tilings are random, so is the function %(¢, x); however, its values on the
boundary of P are deterministic: for instance, it equals O on the two bottom-most segments
of the boundary of P, and it equals N on the two upper-most segments of the boundary of P.

A very general variational principle for tilings of [37] implies that, in the regime (10), the
height functions (e ~'t, e ~'x) for random lozenge tilings of P converge in probability to a
deterministic limit,

(11) eh(e7't, e7 %) = h(t,x), (t,x) €P.

The limiting height function h(t, x) is the minimizer of a certain surface tension integral,
as noticed in [19], Section 2.4. In general, such minimization problems are hard to solve.
However, in our situation h(t, x) is explicit, and we compute it for all trapezoidal domains P
in Theorems 1.3 and 1.6.

For a point (1, x) in the interior of P, we identify the gradient of the limiting height function
Vh with the local densities of three types of lozenges,

po (1, x) =1 — 0kh(t, x), pp(t,x) = —0oh(t, x),
(4, x) = dxh(x, t) + dth(t, x).

A central feature of random lozenge tilings is that they exhibit boundary-induced phase tran-
sitions. Depending on the shape of the domain, they can admit frozen regions, where the as-
sociated height function is flat almost deterministically, and liquid regions, where the height
function appears more rough and random and all three types of lozenges are asymptotically
present. More precisely, the liquid region is defined as

(13) L(P):={(t,x) €P:0 < po (1, %), pp(t, %), pry(t, x) < 1},

and the rest of the domain is called the frozen region. In particular, in Figure 3 we clearly
see frozen regions near the boundaries of the hexagon: in each such region, only one type of
lozenges is present. Our first result is an explicit rational parameterization of the arctic curve
separating frozen and liquid regions.

(12)

THEOREM 1.3. Consider the limit regime (10), and assume that we are in the real or
imaginary case so that q is real and k is either real or purely imaginary. For any u € C, let

@V =g k2q T —q) o (@@ —q) (k% —q )
(k2N —q™) (@ T —q*) i} (k2q? — ™) (% — )’

(14) fo(u) =
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and

—u __ 2.U —u __ 2 U
(15) Uu) = Jow)a™ —«“q v = Jowr’q"
1 — fo(u) 1 — fo(u)
The arctic curve separating frozen and liquid regions can be parameterized as (t(u), x(u))
found from

(16) VW Wy W =gt Uu)

q= UG’ q = Py where w =V (u) — q

and the parameter u is chosen in such a way that q~* + k>q* belongs to the real line R.

REMARK 1.4. The choice of the sign in (16) arises from the solution of the quadratic
equation in q~,
KZq—th + q—x =w.
When k is purely imaginary, we should choose + in (16) in order to guarantee the positivity
of g*. When « is real, the two choices lead to two curves, which are images of each other

under the map (x,t) — (—x+1t— 210gq k,t). One of them is the desired arctic curve, while
the second one is outside the polygon P.

REMARK 1.5. We are not going to detail the trigonometric case here and in the following
theorems. Our approach still applies, and algebraically, all the formulas should remain the
same; however, various small features (e.g., the choice of the curve on the complex plane
where the parameter u belongs in Theorem 1.3) need to be changed.

Examples of the arctic curves drawn using Theorem 1.3 are shown in Figure 4.

Inside the liquid region, following the general philosophy of [77], [57], Lectures 9, 10, we
encode the triplet of local densities by the complex slope f, which is a complex number with
positive imaginary part and such that the triangle (0, 1, f) has angles (7p< ,wpyg, wpy), as
in Figure 5,

17) arg f =npo, arg(f—1)=n(pe + py)-

0.5
0.5

-0.5

o
=]
[
19
o

0 1 2 3

FI1G. 4. Arctic curves via Theorem 1.3. Left panel: q = % K= ﬁ Right panel: q =20, k = 1'—0
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3(f)
f
Ny
e [ R()
0 1

F1G. 5. Triangle (0,1, f) has angles (tp< , Py, JT[JQ).

In the next theorem, we state the convergence of the height function and provide an ex-
plicit characterization of the complex slope for the (g, «)-distributions on lozenge tilings of
trapezoid domains.

THEOREM 1.6. Consider the limit regime (10), and assume that we are in the real or
imaginary case. Then the height function h(x,t) of random tilings converges in probability,

(18) sup |eh(s7't, e71x) —h(t,x)| — 0.
(t,x)eP

Further, using U (u) and V (u) from (15), consider an equation on an unknown function u =
u(t, x),

U
(19) q X+ 2 = V() — ;t”)
Then (t, x) € P belongs to the liquid region L(P), defined by (12) and (13), if and only if (19)
has a solution such that =" + k2q" is nonreal. In the latter case, the complex slope (17) at
(t, x) is given by

@ +x%g") — (@ *+«7g9)

20 = .
(20 ) Q7" +x2q4) — (@ H + k27

REMARK 1.7. For any (t,x) € L(P), we show in Propositions 5.18 and 5.19 that (19)
has four solutions with nonreal q": u(t, x), —u(t, x) — 2log, «, and their complex conjugates.
When we plug them into (20), we get two values for fi(x), which are complex conjugate of
each other. This uniquely determines fi(x), since by our definitions the complex slope f is in
the upper-half plane.

REMARK 1.8. As explained in [19], Section 2.4, the variational problem for the limit
shape implies that the complex slope f satisfies a version of the complex Burgers equation
inside the liquid region,

S S K2+ g

On the other hand, (20), (19), and (15) imply6
B tfq—x _ K2qx—t B q—x _ fKqu—t
22) U =a s V=t

6Expressing fo(u) through U (1) and V (u) via (15) and equating the results, one gets a linear relation between
U(u) and V(). Combining with (19), one gets a system of two linear equations on U (u) and V (u), whose
solution gives (22).
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The right-hand sides of (22) are the first integrals of the Burgers equation (21). Definition
of U(u) and V (u) of (14) (15) then implies that there is an algebraic relation between these
two first integrals. This generalizes the algebraicity observation of [77] in the k = 0 case.

The existence of the nonrandom limit in (18) can be alternatively deduced from the varia-
tional principle for random tilings of [37]; see discussion in [19], Section 2.4. The novel part
of Theorem 1.6 is the explicit description of the limit h(t, x) through (20). In the particular
case when r = 1 and the tiled domain is a hexagon, Theorems 1.3 and 1.6 coincide with
[19], Theorem 2.1, but for more general polygons with r > 1, the formulas are new. If we set
q = 1, then these results degenerate into the formulas of [97] for uniformly random tilings of
trapezoids P.

Our next theorem describes the fluctuations of the height function & (e~ t, e~ 1x) around its
expectation. Let H™ = {z € C|Im(z) > 0} be the upper half-plane. The Gaussian free field on
H™* with zero boundary conditions is a random generalized Gaussian field GFF(z), z € H™,
which has mean 0 and covariance

(23) EGFF(z)GFF(w) = K (z, w) = —% In

Z—w‘
zZ—w

Due to the singularity of (23) at z = w, the values of GFF(z) at points are not well-defined,
but we can make sense of the integrals of GFF(z) against (sufficiently smooth) test-measures;
see [9, 100, 105], [57], Lecture 11, for more details.

We also need a bijection between H™ and the liquid region L(P).

LEMMA 1.9. For each (1,x) € E_(P), define Q(t, X)_ =q“+ qu”, where u is a nonreal
solution to (19), chosen so that Im(Q(t, x)) > 0. Then S is a bijection between L(P) and H™ .

REMARK 1.10.  Continuing Remark 1.7, we note that by Propositions 5.18 and 5.19, Qis
uniquely determined by (19) and Im(€2(t, x)) > 0. The choice of u gu_aranteeing Im( fi(x)) >0
might differ by conjugation from the choice of u guaranteeing Im(2(t, x)) > 0.

THEOREM 1.11. Consider the limit regime (10), and assume that we are in the real or
imaginary case. Then inside the liquid region, (t, x) € L(P), we have

lir% V7 (h(e™ ', e I%) — E[h(s7't, e7'X)]) = Q-pullback of GFF in H
E—>
in the sense of convergence of the joint moments for pairings with appropriate test-measures.

We refer to Theorem 6.15 for a more precise statement of Theorem 1.11.

If ¢ = 1, then (g, «)-distributions turn into the uniform distribution on lozenge tilings of
P and Theorem 1.11 degenerates into the results of [29, 98]. For general (¢,«) and r =1,
that is, for the hexagons, Theorem 1.11 was conjectured in [39], Conjecture 8.4.1. The same
article also contains a partial result establishing Gaussian fluctuations along a single vertical
section by using discrete loop equations for log-gases; see also [26] for another approach.
For k =0 and g # 1, that is, for the ¢"°""™—weighted lozenge tilings Theorem 1.11 verifies
for the trapezoidal domains P a general conjecture of Kenyon and Okounkov, cf. [77] and
[57], Lectures 11-12. The only previous Gaussian free field type result for ¢"°'"™-weighted
tilings is [2] dealing with plane partitions, which can be obtained from tilings of the hexagons
by sending side lengths to infinity while keeping g fixed. For general values of the (g, k)
parameters, we are led to a conjecture.
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CONJECTURE 1.12. The macroscopic fluctuations of the height function in the liquid
region for (q, k)-distributed random lozenge tilings of arbitrary domains are asymptotically
described by the Gaussian free field in the complex structure given by either of the first inte-
grals (22) of the complex Burgers equation (21).

We refer to [57], Lectures 11-12, for the detailed explanations and heuristics underlying
Conjecture 1.12 in the special case of the uniform measure, ¢ = 1. The formulas (22) imply
that the first integrals are holomorphic functions of €2(t,x) in Theorem 1.11. Hence, these
first integrals define the same complex structure in the liquid region as €2 (or its complex
conjugate €2, depending on the choice of u; conjugation of the complex structure does not
change the covariance of GFF), and Theorem 1.11 verifies Conjecture 1.12 for trapezoidal
domains P. What Conjecture 1.12 says is that our result should extend from trapezoids to
more general domains.

As we will see in Section 3.7, the (g, x)-distribution (8) on lozenge tilings can be viewed
as a Markov process of nonintersecting paths, and the transition probability is given in the
form (4). Our analysis of (g, k)-distributions relies on Theorem 4.5, which uses the dynamic
loop equations of Theorem 1.1 to obtain an asymptotic expansion for the one-step transition
probabilities. We remark that checking the assumptions of Theorem 4.5 takes efforts, and
we devote Section 5.2 to it. Eventually, the deterministic part of the expansion (7) leads to
Theorems 1.3 and 1.6 after careful analysis and massaging of the formulas in Section 5.
The form of the stochastic part implies that the height fluctuations converge to a Gaussian
field, described by a stochastic evolution equation; we analyze this equation and prove that it
outputs the Gaussian free field in Section 6.

In addition to the dynamical loop equations, the second key ingredient of the proofs is
the use of the complex characteristic flow, which we introduce. The flow is related to the
characteristic curves of the first order PDE (21) but has an important difference. Namely, in
(21) (and its relatives for uniform and ¢“°"™°_weighted tilings in [77]) the variables (t, X)
in the equation are real and belong to the liquid region L(P); this complicates the analysis,
because the shape of the liquid region is not known a priory. In our approach we observe that
there is a way to extend the definition of the complex slope (17) from real x to complex z
(see (178)), thus arriving at the doubly complex slope. The advantage of the latter is that it
decouples from the notion of the liquid region, but the connection to the first order PDE (21)
is preserved (with x replaced by complex z). We further investigate all the main observables
of the random tilings along the complex curves z!, t > 0, which arise from the characteristics
of the doubly complex version of (21); see Section 5.4. We discover that all the formulas are
dramatically simplified along these complex curves, which eventually allows us to arrive at
the explicit answers of Theorems 1.3, 1.6, and 1.11. In random matrix setting, the complex
characteristic flow has been previously used in [8, 69, 72, 73] to analyze the complex Burgers
equation, which describes the evolution of the Stieltjes transform of the empirical eigenvalue
density. Comparing with those analyses, our complex Burgers equation (21) has extra sym-
metries (217), and the characteristic flow has singular behavior, which makes the analysis
more involved.

2. Dynamical loop equation. In this section we first give the proof of Theorem 1.1.
Then we apply the particle-hole duality to produce a version of the transition probability (4)
for descending transitions and derive the corresponding dynamical loop equations.

2.1. Proof of Theorem 1.1. FIRST PROOF. The only possible singularities of (6) are
simple poles at z=x;,i =1, ..., n. Thus, our plan is to fix any 1 <i < n and check that the
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residue of (6) at z = x; vanishes. The first term in (6) has a residue at z = x; if and only if
e; = 0. The residue is given by

b(x; +6) — b(x;) I b(xi +6) — b(x; +0e;)

+(x;
(24) > P(x+elx)pt(xi) b(x;) — b(x;)

e.e;=0

(xi) Jii#

The second term has a residue at z = x; if and only if ¢; = 1. The residue is given by

_, b)) = b(x;i +0) b(x;) —b(x;+0e;)
(25) > Plx +elx)¢ (xi)—— - a I ; . ;ﬁ oe)),
eei=1 (xl) jiji (xl)_ (xj)
For any pair e = (e1,e2,...,ei-1,0,€i11,...,€,) and el = (e1,e2,...,ei—1,1, €41,

., en), the ratio of the transition probabilities P(x + e'|x) and P(x + e0|x) is given by

P(x+e'lx) ¢t (x) ! b(x; +6) — b(x; + Oe;)

(26) B Oy = =
(x +e’lx) o7 (x;) b(xi) —b(xj + Oej)

Ji#

Plugging (26) into (24) and (25), we see that the residues at e” and e! cancel out

b(xi +6) — b(x;) I b(xi +60) —b(x; +0be))
Vo) s b —b)

b(x;)) —b(x; +6) 1—[ b(x;) —b(xj+0ej) _
b'(xi) pi DG =b(x))

P(x +¢°|x)¢™ (x))

+P(x +e'|x)p™ (x)

Summing over (eq,e2,...,€—1,€i+1,...,¢€n) € {0, 1}”‘1, we conclude that the residue of
(6) at z = x; vanishes. [l

SECOND PROOF. For any complex numbers xi,...,x, € U, we denote the partition
function

Zn(X1, ..., Xp) = Z 1_[

ec{0,1}" 1<i<j<n

b(x; +06e;) — b(x; —i—@ej)
b(xi) — b(xj)

[TotGe @'

i=1

We claim that Z, (x, ..., X,) is a holomorphic function on U". Indeed, the only possible
singularities of Z, are on the lines x; = x;. On the other hand, directly from the definition,
the function

Fxi,....xp)=Zy(x1,...,x0) [ (i) —b(x))

I<i<j<n
is skew-symmetric in x1, ..., X,; hence, it vanishes on the lines x; — x; and
Fxy, ..., xp)
[Ticj(xi —xj)
has no singularities. Therefore,
Flxi,...,x) Xi —Xj
Zn(X1, ... xp)=—————- 1_[ _
[lic;(xi —xj) |<i<j<n b(x;) — b(xj)

also has no singularities.

The expectation (6) can be identified with a ratio of two partition functions W,

and its holomorphicity in z follows from the holomorphicity of the partition functions. [J
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REMARK 2.1. One can introduce more advanced weights, which would lead to holo-
morphic partition functions: in Theorem 1.1 we are allowing the increments e; of x; to be
in {0, 1}, but more generally, one can allow m complex increments: e; € {v1, ..., vy }. Given
m holomorphic functions @1, ..., ¢m, this would lead to the factor ¢;(x;) in []7_, part of
the distribution generalizing (4) whenever e; = v; and to m" possible transitions. The argu-
ment for the holomorphicity of the partition function and of the corresponding observable
% remains the same, leading to an extension of Theorem 1.1 with (6) being re-
placed by expectation of the sum of m (rather than two) terms.

2.2. Particle-hole duality. In this section we study descending transitions. Take two sig-
natures A € GT,; and u € GT,,, with interlacing condition g < A, as in (1). Similarly to
(3), we encode them by particle systems

xi=Ar—0G0—-10, 1<i<n+1, yi=pi—@—010, 1<i<n.

Then x = (x1,x2,...,Xp+1) € Wénﬂ) and y = (y1,¥y2,...,Vn) € Wé"), and the interlacing
condition p < A is equivalent to y; € {xj+1 +0,xi4+1 +14+0,xi41+24+06,...,x; — 1, x;}
forl <i<n.

Given x = (x1,X2, ..., Xy41) € Wénﬂ), we denote the lattice

n
Lx)=Jtxits1 + 0. 501+ 1460, xip01 +2+6, ..., x5 — 1, x;).
i=1

We fix two functions b(z), w(z) and consider the following transition probability:

P(ylx)

en __L byi) — b [ , - ]
Z(x) lfiljjfn( (i) = b05) Hl wo: yj;{x) b(l) — b(y»gj[}x) b(yi) — b(0) ]’

{>y; <y

where y = (y1, ¥2, ..., yn) € Wy with y; € {xjp1 + 0, x;i01 +14+0,xi41 +24+6,...,x; —
1I,x;}forl <i <n.

We remark that the transition probability (27) is obtained from the ascending transition (4)
by the particle-hole duality or, equivalently, by transposition of the involved Young diagrams,
that is, by mirroring Figure 1 with respect to the vertical axis. More precisely, starting from
(27), we do the following three steps:

e We replace the particle configurations x and y by the holes, that is, by the complementary
configurations L(x) \ {x1, x2, ..., x,} and L(x) \ {y1, y2,.--, ¥u}-

e We divide all coordinates by 6.

e We replace 0 by 6.

Applying these operations to (27), we get (4), as can be seen through the identities (where
we denote the configurations of holes as x’ =L(x) \ x and y' =L(x) \ y),

, , [Tic;j(b(xi) = b(xj)) [Tospeni) 8 — b))
b(x;) —b(x%)) = )
L1 = PO = o B0 — b Tl eyog < 6a0) — 0

, [Ti<;(b(yi) = b(yj) [Tesperx) (b€ — b(£))
b(y)) — b .
111( 07) = b0)) = [T (T TL)sesy; O — b)) T xyse<x; (D) — b(£))

Because of this connection, Theorem 1.1 can be recast for the ascending process. We
record the result in the following theorem, supplied with a self-contained proof.
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THEOREM 2.2.  Choose an open set U C C, a parameter 6 > 0, a particle configuration
X =(X1,X2,...,Xp41) € WZ'H such that [x,11,x1] C U, two holomorphic functions ¢ (z),
¢~ (2) on U, and a conformal (i.e., holomorphic and injective) function b(z) on U. Assume
that the random n—tuple y is distributed according to the transition probability (27) with
weight function w(z) satisfying
wiz+1) ¢

w@ @)

Then the following observable is a holomorphic function of z € U:

n+1
@) — b)) | (b(z + 1) = b(®)
E + i=1
[¢ O 6 — b0 ¢ @Zjl}x) (b(2) — b(D)
I (0@ = b)) }

b+ D -G )

(29)

(30)

PROOF. The possible singularities of the first term in (30) are simple poles at the points
z=mef{xip1+0,xi+1+14+0,x;41+2+86,...,x; — 1}; they arise whenever m = y; for
any 1 <i <n. Note that we excluded m = x;: there is no pole at such point due to the factor
b(z) — b(x;) in the numerator.

The possible singularities of the second term in (30) are also simple poles at the points
z=me{xiy1+60,xir1+14+60,xi.1+24+0,...,x; — 1}; they arise whenever m = y; — 1
for any 1 <i < n. Note that we excluded m = x;11 4+ 6 — 1: there is no pole at such point due
to the factor b(z + 1) — b(£), £ = x;41 + 0, in the numerator; also, note that the denominators
in the first product in the second term in (30) do not produce additional poles, since for each
zero of b(z) — b(£) in the denominator, we have a matching zero in the numerator coming
either from b(z + 1) — b(£ + 1) or from b(z) — b(x;).

In the rest of the proof, we fix i =1, ..., n and check that the residues of two terms in (30)
atapointz=m e {xj4+1+60,xi+1+1+6,x;iy1+2+86,...,x; — 1} differ by a sign and,
hence, cancel out. For the first term, the residue is given by

b(m) —b(x;) [1ji(b(m) — b(x)))
31 P(y|x) - ¢ (m) - L ,
31 yyZ:m Ol ) H b m —50,)

while for the second term the residue is given by

_ . b(xij) —b(m)
P(ylx)¢~ (m)—————
y:yigr:n-i-l b'(m)
(32)
y l_[ bm+1) —b) [ljxi(bm)—b(x;))

teLnmminy 20 = b [Tz (b(m +1) = b(y;))

For any pair of particle configurations y' = (y1, y2, ..., vi—1,m + 1, yis1,..., yp) and
y0 =(V1,Y2,---5Yi—1, M, Yit1, ..., Yn), the ratio of the transition probabilities P(y = yl |x)
and P(y = y0|x) is given by

Py=y"1x) __ wm) [ 2o+D=b® g b —bo)p
P(y=yllx) w(m+1) bim) =b(&) ;. blm+1)—b(y))
We recall from (29) that w(m)/w(m +1) = ¢~ (m) /¢ (m). Plugging (33) into the expres-
sions of (32) and (31), we see that the residuals at y0 and y1 cancel out,
b(m) — b(x;) [1;2(b(m) —b(x;))
b'(m) 1z (b(m) —b(y;))

(33)

Lell(x)\{m,m+1}

0="P(y = y°lx)p " (m)
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b(x;) — b(m)
b'(m)
bm+1) —b) [ljz(b(m)—b(x;))
ZeL(x)l\:£1,m+l} b(m) —b(@) [ljzibm+1) —b(y))

+P(y=y'|x)¢ " (m)

X

Summing the last identity over (y1, y2, ..., Yi—1, Yi+1s---» Yn) With y; € {xj41 + 0, xj41 +
1+6,...,x;}, we conclude that the sum of (32) and (31) vanishes and (30) has no residue
and, hence, no singularity at z =m. [

3. Examples of dynamical loop equations. In this section we show that many well-
known stochastic dynamics, including nonintersecting Bernoulli/Poisson random walks [59,
70, 79], B—corners processes [16, 60], Dyson Brownian motion [48], measures on Gelfand—
Tsetlin patterns [17, 60, 98], Macdonald processes [14], and (g, «)-distributions on lozenge
tilings [19] can be transformed to the forms of (4), (27), and their degenerations. As a corol-
lary, we derive the dynamical loop equations for all these systems.

3.1. Nonintersecting Bernoulli random walks. For n > 1, we consider n independent
Bernoulli random walks on Z, with each walker jumping by 1 in the positive direction with
probability p € (0, 1) or staying with the complementary probability 1 — p at each time step,
and condition them to never intersect. If we denote the configuration of walkers at time ¢ as
x(t) = (x1(t) > x2(t) > --- > x,(t)) € Z", then for any e = {0, 1}", the transition probability
Px(t+1)=x +e|x(t) =x) is given by

Vix+e) L~

(34) IP)(x(l‘-i‘1)Z.X'-i-e|x(l‘):x)zil_lpei(l_p)lfei’
Vi(x) i=1
where V (x) is the Vandermonde determinant
(33) vy = ] @ —x.
I<i<j<n

The computation leading to (34) can be found in [79]. Recently, local statistics of noninter-

secting Bernoulli random walks were studied in [59]. There are two natural generalizations

of (34). First, we can consider a 6 version, and second, we can allow the jump probability p

to depend on x;. Hence, for general 6 > 0, we fix 8 = 8/2 and define the 6-nonintersecting

Bernoulli random walk as a discrete time Markov process x (¢) = (x1(¢), x2(f), ..., x,(t)) €
g as in (2), with the transition probability P(x(z + 1) = x + e|x(¢) = x) given by

1 V(x+98) n e
Z(x) V() nd’ ()™ (xi) .

i=l

(36) Px(@t+D=x+elxt)=x)=

COROLLARY 3.1. Fix any particle configuration x = (x; > xp > --- > x,) € W4, and
consider transition probability (36), with weight functions ¢ (z), ¢~ (z) analytic in a neigh-
borhood of [xy, x1]. Then the following observable is analytic in a neighborhood of [x,,, x1]:

E|:¢+(Z)1—[Z—xj—i-@(]'—ej)_i_(p_(z)l—[%—@ej].
j=1

j=1 J —Xj

PROOF. We take b(z) =z in Theorem 1.1. [
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3.2. Nonintersecting Poisson random walks. Taking the limit as p — 0 and scaling to
the continuous time as 7 = I_p_ltJ, for ¢+ > 0, turns the nonintersecting Bernoulli random
walk (34) into the nonintersecting Poisson random walk. This is a continuous time dynam-
ics obtained by conditioning n independent Poisson random walks to never intersect. This
Markov chain x(t) = (x1(¢) > x2(t) > - -+ > x,(¢)) € Z" has jump rates

V .

%dr—i—O(dtz) y=x+ej,
G R =ye0=x={, 0 ow)  yex

0(dr?) otherwise.

In other words, the nonintersecting Poisson random walk is a continuous time Markov pro-
cess, with generator

(38) =3 %

j=l1

(fx+e)—f(x), 1<j<n.

This nonintersecting process appeared in various settings, cf. [15, 61, 79, 93]. More generally,
we can also consider a general 8 version (as in [60, 70]) and add spatial inhomogeneities
in x. Thus, we fix 8 > 0 and define the 6-nonintersecting Poisson random walk, denoted

by x(t) = (x1(t), x2(t), ..., x,(t)) € Wy, as a discrete time Markov process with generator
given by

" V(x+6e;)
(39) pre) =Y ———L¢)(f(x+e)— f(x)).

o Ve
The following statement can be obtained as a limit of Corollary 3.1; we also provide a
direct proof.

COROLLARY 3.2. Take a particle configuration x = (x; > x3 > -+ > x,) € W}, and
consider the generator (39), with weight function ¢(z) analytic in a complex neighborhood
of [xn, x1 + 1]. Let G(x) be the Stieltjes transform of the particle configuration x,

n

Gx)=)_

i=1 ¢

Then the following observable is analytic in the same neighborhood of [x,, x1 + 1]:

(40) GESG(x)-Hb(Z)(n Zx’+9 H _l_xf+9).

j=1 Z—l—x_,-

PROOF. Let us show that the following expression in complex variable u# has no singu-
larities:
" [V(x+0e;) u—x;— —X; +9
41 J ‘ J } J
@b Z[ Vi(x) ) U—X;j +¢(Z)n u—

j=1 Xj

Indeed, the sum might have simple poles at u = x;, 1 <i < n. However, the residue at such a
pole is

o YETID ) g [ T

=0.
V(x) fisi i T X
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Therefore, (41) is analytic in a neighborhood of [x,, x1]. Subtracting (41) at u = z and u =
z — 1 and noting

i _ =\ V(x +0e)) . Z—)CJ'—Q_Z—I—XJ'—Q)
R ¢(x,)( S |

j=l1

we conclude that (40) has no singularities. [J

The dynamical loop equation for the -nonintersecting Poisson random walk with trivial
weight ¢ (z) = 1 was discovered in [70], Corollary 2.10, and used to show that the macro-
scopic fluctuations of this process with general initial data converge to the Gaussian free
field.

3.3. Dyson Brownian motion. Consider nonintersecting Poisson random walk (37). Its
rescaled version ¢'/2(x (e~ 1t) — e~ 1), t > 0, converges as ¢ — 0 to the Dyson Brownian
motion with 8 =2, which is a solution to the following stochastic differential equations:

dr .
42) do(t)=dB;()+ Y —————, l<i<n
fret xi (1) —x;(1)
with independent standard Brownian motions B;(#). A generalization of (42) involves re-
placing 6 = g =1 by an arbitrary positive real number and adding a potential. The resulting
diffusion is a solution to the SDE

2 dr .
(43) dx; () = \/idB,'(t) + Z ——————— + W (xi(t))ds, 1<i<n.

B iz X0 = x; ()
Similarly to (42), it should be possible to obtain (43) from (39) by a diffusive scaling limit
(for B =26 > 1 and no potential this was proven in [60], Theorem 3.2; see also [70], Theo-
rem 1.2). The solution to (43) is called the 8-Dyson Brownian Motion with potential W; it
originates in the work of Dyson from 1960s on the evolution of eigenvalues of random matri-
ces, cf. [48]. Recently, the Dyson Brownian motion (43) played a central role in the three-step
approach to the proofs of the universal asymptotic behavior of local statistics of eigenvalues
for various ensembles of random matrices in a series of works [1, 49-51, 81, 82], developed
by Erd&s, Yau and their collaborators.

By taking the diffusive scaling limit from the dynamical loop equations of Corollaries 3.1

and 3.2, we get the following dynamical loop equation for 8-Dyson Brownian motion with
analytic potential. We also present a direct proof.

COROLLARY 3.3. Consider the B-Dyson Brownian motion (43), suppose that the po-

tential W (z) analytic in a complex neighborhood of the real axis, and take any 0 < t; < t>.
Let
! 1
my(z;t) =) ————.
! ; 2= xi(1)

Then the following stochastic integral is an analytic function of z in the same neighborhood:
g " dBi)
dmy(z;1) — \/i —
/zl ( ! ﬁ;(z—xz-(t))z

2¢,. —
- (azm"(zz’ ) + 0, [mn(z; W' ()] + ﬂZ—ﬁzafmn(z; t))) dr.
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PROOF. By Ito’s formula and (43), the integrand simplifies to

(44)

AW i) = W) = (i) =)W' (@)

dr.

/tl ; (z — xi(1))? '

Analyticity of W (z) implies that the expression

W) - W) - —2W')
(z—x)?

is not singular at z = x. Hence, (44) is analytic. [J

Special versions of Corollary 3.3 (for trivial potential W = 0) were used in [73] and [33,
62] (see also [4], Section 4.3) to prove that the macroscopic fluctuations of the B-Dyson
Brownian motion converge to a Gaussian field, which can be further identified with the Gaus-
sian free field, cf. [13, 70]. We remark that the loop equations in [4, 33, 62] are different from
those in Corollary 3.3. Instead of the Stieltjes transforms, polynomial test functions are used,
and the corresponding loop equations are used to study the evolution of polynomial function-
als of Gaussian large random matrices. For convex potential it has been proven in [103] that
the 8-Dyson Brownian motion converge to a Gaussian field.

3.4. Measures on Gelfand—Tsetlin patterns. A Gelfand-Tsetlin pattern of depth T is an
interlacing sequences of signatures

(45) G <A(1) <AQ2) < <MT — 1) < A(T).

The patterns were originally introduced in the context of the branching rules for restrictions of
irreducible representations of the unitary group U (N) onto the subgroup U (N — 1). The char-
acters of these representations are Schur symmetric polynomials, and, therefore, the branch-
ing rule is equivalent to the following combinatorial formula for the Schur polynomials:

sa(ur,ug,...,ur)
46 A A=) A(D)|=A(T-1)|
( ) == Z Ml M2 cee MT 5
G<A(1)<AQ2) < <M(T —1)<A(T)=A

where |A(n)| is the sum of coordinates of a signature |A(n)| € GT,, n =1,2,...,T. We
would like to study the uniform measure on all Gelfand-Tsetlin patterns of depth 7 with the
fixed top row A(T') and refer to [21] and [57], Lecture 22, for more details on the interplay
between Gelfand—Tsetlin patterns, random tilings, and symmetric functions. The total num-
ber of the Gelfand—Tsetlin patterns with a fixed top row can be computed by combining (46)
with evaluation formulas for the Schur functions (known as Weyl dimension formulas in the
representation-theoretic literature),

VO, k-1 =2,...Ar—(T—-1))

(47) > l=s(1,1,....1) Az T ,

Z<A(1)<A(2)<-<A(T)=A

where V is the Vandermonde determinant (35). We can view the uniform measure on all
Gelfand—Tsetlin patterns as a Markov process on signatures with descending transitions from
level T down to level 1. The transition probability from (n + 1)-st level to the n-level is
computed using (47) to be

5@ T V(e =1y —(m = 1)
B S)u(l) B n! V()“I’)\‘Z_ l’a)"l’l‘i'] _n)

48) PAm) =plA(n+1)=21)
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where A = (A1, A2, ..., Apt+1) € GTyyp1, w = (1, 12, ..., un) € GT), and p < L. We encode
A and p as particle systems x and y, respectively, as in Section 2.2 with =1: x; = A; — (i —
),1<i<n+41,and y; =u; — (i — 1), 1 <i <n. We can rewrite the transition probability
(48) as

1 V(y)
49 P(ylx) = ——=.
(49) (ylx) 2 V(o)
This matches 27) with8 =1,b(z) =z, yi € {xit1+ L, xip1+ 2, xi+1+2, ..., xi}, 1 <i <n,
and

wi@) =T -+l (x1 —z+1),  ¢1T(@)=2—xn1, ¢ (2) =x1 —z.

More generally, we consider the Jack-deformed Gibbs distributions on Gelfand—Tsetlin pat-
terns, as introduced by [60], Definition 2.12. For general 6 > 0, the transition probability
is

Sn(1;0)J,(1; 6
(50) P(A(n) = pIA(n + 1) =1) = l/u(h(l)' Q,L)( )

where J;, is the Jack symmetric polynomial and Jj /, is its skew version. At 6 =1, J turns
into the Schur polynomial sy, and Jj /. (1, 1) is the indicator of u < A; hence, we get back to
(48).

We encode the signatures A, u as particle systems x, y, given by x; = x; — (i — 1)0,
l1<i<n+41,and y; = u; — (i — 1)8, 1 <i <n. This turns the transition probability (50)
into a special case of (27); we recode this statement in the following claim, whose proof is
postponed till the Appendix.

, meGT,,AeGT,11,pn <A,

CLAIM 3.4. The transition probability (50) in terms of x and y is proportional to

1—[ C(yi —xj+0)l(x; —y;j +0)

G Py« J] Gi—y) T(yi—xjy1—0+ D —yj+ 1)’

I<i<j=<n I<i<j<n

which is identified with a special case of (27), with b(z) = z and weight w(z) =T'(x1 — z +
T (2 — Xnt1).

Theorem 2.2 gives the dynamical loop equation for transition probabilities generalizing
SD).

COROLLARY 3.5. Fixx = (x1,X2,...,Xp+1) € Wg“, and consider the following tran-
sition probability:

vy F(yi—xj+1)F(x,~_yj+9) n |
(52) P(y|x) l_[ i —yj) l_[ T(yi—xj+1—60+ D0 —yj + 1) l_[w(y,),

I<i<j<n 1<i<j<n i=1
where y; € {xit1+0,xip1+0+1,...,x;}, 1 <i <n,and the weight function w(z) satisfies
wiz+1) ¢
w@ @)

If we assume that ¢ (z), ¢~ (z) are holomorphic in a complex neighborhood of [x,+1 +
0, x11, then the following observable is holomorphic in the same neighborhood.:

]_[?ill(z—x,-) H”ill(z—xi—9+1)]

H?:l(z_)’i) —¢ H?:l(Z_yi‘f’l)

(53) E[¢>+(Z)
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PROOF. Using Claim 3.4 and Theorem 2.2 with b(z) = z, we obtain analyticity of the
following observable:

n+l,
E|:¢+(Z) (z— xn+l)w
i:1(1_)’i)
(54) M = x) C+1-20)
- . — — l:1 l ——————————————————
HOT@ im0 e [ =0 ]

ZE{X,+1+9 x,+1+0+1 ..... }
i=1,.

Computing the telescoping product over £ and cancelling the factors, we convert (54) into

M2 G —x) o (TS G =% =0+ D
SR o PR R ]
(z = Xpg1) - [(P (2) =) ¢ (2) N p—
The last expression differs from (53) by (z — xn+1) factor; hence, we have shown so far
only that (53) is holomorphic, except, possibly, at z = x, 1. However, neither of the terms
under expectation in (53) have a singularity at z = x,1. Thus, the sum is holomorphic also

atz =xp41. U

3.5. B—corners processes. Let us consider again the uniform measure on Gelfand—
Tsetlin patterns (47), (48) and rescale the discrete integer lattice to the continuous space
via x = |xX/§], § — 0. After the limit the transition probability from the particle config-
uration X = (X; > Xp > -+ > X;41) € R+ at level n + 1 to the particle configuration
y=01 >y >--->y,) € R" atlevel n is given by

1 V(y)
n! V(x)
with additional requirement that y interlaces with X, thatis, X;+1 < y; < X; for 1 <i <n.The

same limit can be performed for each 6 > 0 in transition probabilities (51) and (52), resulting
in

56) PG« [] Gi—-3p [l Gi—Fw)''G -3 ll‘[eW@t

I<i<j=n Isi<j<n i=l

(55) P(ylx) =

again with interlacing ¥ and y. The distributions of the form (56) for specific choices of
W (y) and their discrete approximations were recently introduced in [16, 60] under the name
of B—corners processes with 8 = 20; see also [55]. As shown in [92] with ideas going back as
far as [56], at 8 = 1, 2, 4, the transition probabilities of this type appear in joint distributions
of eigenvalues of corners of self-adjoint real/complex/quaternionic matrices with uniformly
random eigenvectors.

Here is the dynamical loop equation for the B—corners process with analytic potential.

COROLLARY 3.6. FixX=(X] > X2 >--> Xy4]) € R" and consider the following
transition probability:

n
P(y|x) o 1_[ i =) 1_[ Gi — &) ! 1_[ % —5,)0 HeW(yi)’
l<i<jzn I<i<j<n I<i<j<n i=1
=1 >n>>¥eR X <yi<X,1<i=<n.

Suppose that 0 > 0 and the weight function W (z) is holomorphic in a complex neighborhood
of [Xn+1, X11. Then the following function of Z is holomorphic in the same neighborhood:

n+1 5% n+1 n
(57) E[M<W( )+Z +> 2 : )}

1(Z=5)) =1%7Yi
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PROOF. Let us compute the scaling limit for the dynamical loop equation (53), setting
x=1x/8],y=1y/81,z2=72/8, w(z) =exp(W(5z)). We can further set

¢ (=1, dT(2) = %1‘)1) — AW (E+0(Y)

Multiplying (53) by 8!, for 7 outside [, 1, ¥1] we get

5IE ' (exp(W(Z +8)— W)

IG5 +80-60) [T G- J)) )}
MG -%) H’}:1<z—yj+a>

=E|:1—In+1(z_ /)( n+l >:|
1&=¥j)

Let us denote through fs5(z) the expression of (58) and by fy(z) its 6 — O limit, which
matches (57). Choose a positively oriented complex contour y, enclosing [X,+1, X1], such
that f5(z) is holomorphic inside y by Corollary 3.5, and use the Cauchy integral formula to
write, for Z inside y,

(58)

1 fs(u) d

2riJy u—7%

f5(2) ==

Using the computation (58), we send § — 0 in the last identity and get the Cauchy integral
formula for fp(z), which implies that f(z) is holomorphic. [

3.6. Macdonald processes. We use the following notations:

(@ @)oo =[] (1 —aq'™). f(u)z%,

(59) i=1 » 4700
—x @ @)oo
r = (1 —g)l~ L1
g ={-9) (@ Qoo

3.6.1. Macdonald polynomials and specializations. The next class of Markov chains is
built out of the specializations of Macdonald polynomials. We refer to [83], Section VI, and
[14] for definitions and properties of Macdonald symmetric functions and use them as a black
box in this section. Macdonald symmetric functions P and Q are indexed by partitions and
implicitly depend on two parameters g, t € (0, 1). The coefficients for the symmetric func-
tions are in Q[q, ¢]. Macdonald symmetric functions Py (x; g, t) and Oy (x; g, t) are elements
of the algebra A of the symmetric functions in infinitely many variables (x;)7°, uniquely de-
termined by the following two properties:

1. Py, |A| = m, can be expressed in terms of the monomial symmetric functions via a
strictly upper unitriangular transition matrix,

Py =my + Z RA;LPua
n<A€eY,,

where Ry, are functions of ¢, ¢; and u < A is comparison in the dominance order on the set
Y, of all partitions of m (equivalently, Young diagrams with m boxes).
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2. They are pairwise orthogonal with respect to the scalar product, defined on the power
sums via
00 1409)
(PrPulgs =dun@. D, p=[]m.  a@o=[]i"m)[] ﬁ
i i>1 i=1
where A = 1122 | thatis, m; is the multiplicity of i in A, £(A) is the number of rows, and
pe= (D) + )+ k=1

We further define Q) = U’;‘PT);),”' Finally, the skew Macdonald polynomials Py /, and Oy /pu
are defined through the expansions,

P)»(xlaXQAaylvyzv’Q$t):ZP)~/[,L(xl’xl$"7qat)P[,L(ylvy2$"7qat)v
n

Or(x1, X2, oo, V1. Y201, D) =Y Qa1 X1, .. q, D Qu (V1L y2, -3 4. ).
n

Computations in the algebra of symmetric functions A can be converted into numeric
identities by means of specializations, which are algebra homomorphism from A to the set
of complex numbers. Specialization p is uniquely determined by its values on any set of
algebraic generators of A, and we use (pi)7~; as such generators. The value of p on a
symmetric function f is denoted f (p). Given two specializations p, o', we define their union
(p, p) through the formula

p(p, ') = pe(p) + pe(p’), k=1

A specialization p is called Macdonald nonnegative if its values on all (skew) Macdonald
symmetric functions are nonnegative, that is, if for all partitions A and u,

Pyju(piq,t) > 0.

The description of Macdonald nonnegative specializations was conjectured in [78] and
proven in [84].

THEOREM 3.7 ([84]). Foranyfixed q,t € (0, 1), Macdonald nonnegative specializations
can be parameterized by triplets (¢ = {c;}i>1, B ={Bi}i>1, ¥) of nonnegative numbers satis-
fying 372 (o + Bi) < 00. The specialization p corresponding to a triplet (a, B, y) is defined
by, for k =2,

[o,0] 1_ o0
pl(p>=2ai+1—_‘f(y+2ﬁi), pe(p) = Z(al>"+( D*~ 1 T Z(ﬁl)"
i=1 i=1

i=1

Following [14], Section 2.3, we create Markov chains out of the Macdonald-positive spe-
cializations.

DEFINITION 3.8.  Given two specializations p and p’, we define the ascending transition
through

1 Pp;q.1) /
(60) P|p) = Or/n(0’:q,1),
T(p; p') Pulpiq,1) a )
where A and j are partitions with u C A and T1(p; p') is the result of applying p to the x;
variables and p’ to the y; variables in the infinite product

(txiyj; @)oo

= :
i o1 (KiYji @)oo



1782 V. GORIN AND J. HUANG

DEFINITION 3.9. Given two specializations p and p’, we define the descending transi-
tion through

Pu(p;q,1)

P(rA) = ———7——
Py(p,p';q,1)

Oau(p’sq.1),

where A and p are partitions with jt C A.

3.6.2. Loop equations for the ascending process. For particular choices of p and o/,
the ascending process of Definition 3.8 fits into our formalism of dynamic loop equations.
Namely, we fix n =1, 2, ... and set, in the notations of Theorem 3.7,

(61) prap =171 1<i<n, o' B =0,

with all other parameters set to 0.

CLAIM 3.10. The transition probability of Definition 3.8 under the specializations (61)
is nondegenerate only for partitions h, g with at most n parts, that is, A = (A; > Xy > --- >
An)and = (1 > o > -+ > wy). Further, if we set t = qg and identify

x =(x1,x2,...,x,) € Wy, xi=u; —0@G—1),
(62)
Xi+e=Ar—00G0—-1), 1=<i=<n,

then e; € {0, 1}, and the transition probability is proportional to

qxi+06,- _ qu+0€j

(63) P(x + elx) o bXi=1¢ ]

Xi — qXj
l<i<j<n 409

which is a special case of (4), with b(z) =q* and ¢ (z) =b, ¢~ () = 1.

By taking ¢ — 1, Macdonald symmetric polynomials recover the Jack symmetric polyno-
mials with parameter 6. The global fluctuations of these measures related to Jack symmetric
polynomials have been previously studied in [42, 71, 86] by different methods. We postpone
the proof of Claim 3.10 till the Appendix. Theorem 1.1 gives the dynamical loop equation
for transition probabilities generalizing the ascending Macdonald process (63).

COROLLARY 3.11. Fix x = (x1 > x2 > --- > x,) € Wy, and consider the following
transition probability:

x;+0e; Xj+te; n

1 [T¢+G%e~ ('™, eef0,1)".
i=1

—q
q*i —q*

P(x 4+ e|x) 1_[

I<i<j<n
Suppose that the weights ¢+ (z), ¢~ (z) are holomorphic functions in a neighborhood of
[xn, x1]. Then the following observable is holomorphic in the same neighborhood:

n z+0 xj+0e; n z xj+0e;
g g g —q"
El¢T@) [] — +¢~ () [] — .
|: j=1 q° _QXI j=I1 q* _qxj

PROOF. This is Theorem 1.1 with b(z) =¢*. U
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3.6.3. Loop equations for the descending process. For particular choices of p and p’, the
descending process of Definition 3.9 also fits into our formalism of dynamic loop equations.

Namely, we fix n =1, 2, ... and set, in the notations of Theorem 3.7,
(64) prai=1"1 1<i<n, p o =t",

with all other parameters setting to 0.
CLAIM 3.12. The transition probability of Definition 3.9 under the specializations (64)
is nondegenerate only for partitions A with at most (n + 1) parts, that is, A = (A1 > Ay >

<o+ > Apt1), and p with at most n parts = (1 > (2 > -+ > Uy), and such that u < .
Further, if we set t = q° and denote

X=X, X)) EWETL =2 —0G—1), 1<i<n+],

then the transition probability is proportional to

=y Lo(vi—xjr1)  Tglxi —y;+0)
l‘[ (q Vi g y,) H o .q_t. i_l_g)r‘q( z._ J.+1)
l<i<j<n l<i<j<n ' 4 T Xj+l qXi = Yj
(65) .
% Hq—((Q—l)(n—i)-i-G)yi’
i=1

which is a special case of (27), with b(z) = q—* and weight

2
(66) w(z) =q ¢ P TYDD (6 — 24+ 0)Ty (2 — Xnp1)-

We postpone the proof of Claim 3.12 till the Appendix. Note that, for special values of
6, the weights (65) can be dramatically simplified. For instance, at 6 = 1, all I'; factors
cancel out, and the [];<;<;<, part disappears from the formula. For 6 = 2, the formula is
also simple,

P(ylx) l_[ (q_yi — q_y.f) 1_[ [(1 _qyi—Xj+1—1)(1 _qxi—yj+l)]
I<i<j<n I<i<j<n

(67)

n

% 1_[ q—(n—i-‘rZ)yi )
i=1

Theorem 2.2 gives the dynamical loop equation for transition probabilities generalizing (65).

COROLLARY 3.13. Fix x = (x1,X2,...,Xp4+1) € WZH, and consider the following
transition probability:
Sy oy Pg(vi—xjr1)  Tglxi —y; +0)
l_[(qyl—qy’)l_[ = ! = !

Fg(vi—xjp1+1=0)Tg(xi —yj+1)

I<i<j<n I<i<jzn

n

% 1_[ q*((9*1)(ﬂ*i)+9)yi w(y;),

i=1
with y; € {xji+1+60,xip1+14+60,xip1+24+60,...,x; —1,x;} for 1 <i <n.Suppose that
wiz+1) 97 ()
w(z) ¢~ (2)’




1784 V. GORIN AND J. HUANG

with ¢+ (z) and ¢~ (z) holomorphic in a complex neighborhood of [x,+1, x1]. Then the fol-
lowing observable is holomorphic in the same neighborhood:

ntl, —z oy n+l, —z _—x;+1-0
1@ =g toi(@ =g ™)

B[s*)
PROOF. Using Claim 3.12 and Theorem 2.2 with b(z) = ¢ %, we obtain the holomor-
phicity of

M@= —q™
igTi—q™)

E[(l )t ()
(68)

el @' =q™H T @=-q™)
+(1—g" z+6—1 q* T 9T (2) . 1= ' ]
( ) Eegx) (@ —=q7% Iliei(g = —gq7)

Let us simplify the product over £ in the second term,

1—[ 1—[ qil(qiz_qliz)

i=1le{xit14+0,xi41+1+0,....x; —1,x;} (q q )

n

_ H[q—<xi—xf+1+1—9)q_

i=l1

z _q—x,'+1+1—9
q_z _q—xi

Therefore, (68) is

+1 - —x; +1, - —xi+1-0

1_17:1 (g —q™) _ (9_1)(n+1)¢_(z) H:l:1 g —q + ):|
i—i(g—q7) i—1@ =g

It remains to note that neither of the terms under expectation has a singularity at z = x,,4+1;

hence, we can divide by (1 — g*~*+1), and the result is still holomorphic. [

(1 _ qZ—XrH—l )EI:¢+(Z)

3.7. (g, k)-Distributions on tilings and Koornwinder polynomials. In this section we first
explain how (g, k)—distributions on tilings of Section 1.3 fit into the formalism of dynamic
loop equations. Then we show that these distributions are particular cases of more general
Markov chains, which are obtained from quasi-branching rules for Koornwinder symmetric
polynomials.

3.7.1. Weighted lozenge tilings. We deal with random lozenge tilings of a trapezoid, as
in Figures 2 and 6. The probability of each tiling 7 is proportional to the weight given in
terms of < lozenges, as in (8), (9),

(69) U)(T)z l_[ w(<>)’ W(<>)=qu_t/2_K_lq_x+t/2=/(qi_K_lq_jé.
< eT

We further identify a tiling with a collection of N nonintersecting random walks x () =
(x1(¢) > -+ > x,(1)), 0 <t < T by tracing the trajectories of Jand Nlozenges, as in Figure 6.
The trapezoid is uniquely determined by specifying N, T, arbitrary initial configuration x (0),
and prefixed ending configuration x(7) = (N — 1, N — 2, ..., 0). The measure (69) leads to
a Markov chain structures on x (¢) with explicit transition probabilities.
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t=0:  (3,2,1,0-1,2.-5-6)

K

t=3:  (63,2,0-1,-2-4-6)
t=4:  (7421-1-2-4-6)

i

BN
278
IIII'

&)
g

L2

&
&

t=12: (7,6,54,3.2,1,0)

5

FI1G. 6. Tracking positions of particles in nonintersecting paths, tilings turn into a Markov chain in W

THEOREM 3.14. {x(t)}o<i<r corresponding to the (q,k)-distributions on lozenge
tilings with weights (69) is a Markov chain with transition probability proportional to

Px(t+1)=x+elx(r) =x)
N

70 . ) . )
70 o« ] bilii + &) = bixj + e)) [ iy (xid' =<,

where e € {0, 1}V and

bi(x)=q "+ K¢,

¢,+(X) =qT+N—1—Z(1 _qx—N+1)(1 _qux—T-‘rl)’

¢t_(x) — _(1 _ qx+T—t)(1 _ K2qx+N—t)‘

We remark that the weights qbti (x) encode a part of the boundary of the tiled trapezoid.
More precisely, ¢; (x) has a zero at x = N — 1 and ¢, (x) has a zero at r — x = T'. Therefore,
if at time ¢ a particle is at N — 1, it will stay; if a particle is at t — T, it will jump one unit to
the right.

PROOF OF THEOREM 3.14. Up to shift x > x + §, this is [19], Proposition 4.2. Let
us, however, present a sketch of the proof. The Markov property that “given present, future,
and past are independent” immediately follows from the definition of the system. Further,
let Z(x1,...,xn; T) denote the partition function, that is, this is the total sum of weights
(69) over the tilings corresponding to nonintersecting paths x(¢) = (x1(¢) > -+ > x,(2)),
0<t<T,withx(0)=(x1,...,xy)and x(T)=(N — 1, N —2,...,0). We can express

P(x(t+1)=x +e|x(1)

_Z(x—l—e;T—t—l)

(71)
:x)_
Z(x;T —1)

l_[(qu(<>)—t/2 g2y
<

where the product is taken over all horizontal lozenges on the vertical line with ordinate ¢ + 1;
the positions of these lozenges complement the configuration x + e. The key observation is



1786 V. GORIN AND J. HUANG

that Z(x1,...,xy; T) has an explicit product formula: this computation relying on explicit
evaluation of certain determinants is present in [19], Appendix; another way to get the same
answer is through explicit evaluation of principally-specialized Koornwinder polynomials, as
we explain in Theorem 3.19 below. Plugging the result into (71), we arrive at (70). [

Theorem 1.1 gives the dynamical loop equation for transition probabilities (70).
COROLLARY 3.15. Fixx=x1>x2>--->x,) e W' and 0 <t < T. Consider tran-

sition probability (70). Then the following observable is holomorphic in a complex neighbor-
hood of [xy, x1]:

E|:qT+N—l—t(1 _ TN (1 =2 THY) 1—[ bi(z+0) —bi(xj+0ej)

B b@=bi)

) bi(z) —b;(x; +6e))
—(1=- +T—t 1— 2 Z+N t ! / / ’
(1= 1) Jljl b @) — bix)) }

where b,(z) = q % 4+ k>q* .

3.7.2. Quasi-branching of Koornwinder symmetric polynomials. Following the nota-
tions in [99], Definition 2, we denote K i") (X1, ..., Xn; q,t; 00, 11, t2, 13) the Koorwinder sym-
metric (Laurent) polynomial in n variables xi, ..., x,. We explained in Sections 3.4 and
3.6 how branching rules for Schur, Jack, and Macdonald polynomials lead to measures on
Gelfand-Tsetlin patterns, which fit into our formalism of dynamical loop equations. Gener-
ally speaking, the branching rules for Koornwinder polynomials are much more complicated
and do not lead to any simple measures on Gelfand—Tsetlin patterns. However, when we deal
with a special principal specialization, there is a dramatic simplification known as quasi-
branching rule. The following result is [99], Theorem 5.21.

THEOREM 3.16. For any partition A € GT,,11 with A,+1 > 0, we have

n+l
n—H _
KD (g0, q" Mo, 03, 85 10,11, 12, 13)
(72)
Koo xnsqu ttot, 1, 1, 13)
1 1. n ) s AN Yy by s b1y £2,
= Y U (" Vo /g — : ,

where the coefficients are given by

CY(s*qt/us . 1)Ch(u/1: . 1)
Cg(u; q, t)Cﬁ(szqt/u; q,t)

Y03 g, 1,5) = (/)70 =G

i1 =M. —i M i1
1 —ghiti=lymh T2 1 — gtk
X | | - -
i—J i~ ==+l
(73) Gpen L= gt T L — gt TR T 2
L=/ I ’
M K,
. i . . ’ .
1— Ai_J"‘lz‘)‘j_’ 1— qki+]t2_)~~—l 2
X 9
1 pitj—142— Wi 52 1 i — wi—i+1
i, j)er - C] ! t J (i.j)en — q i t Jj

N =, P
i JTH
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with || = Y10 A, n(0) = Y0 A (ki — 1)/2, and similarly for w. Also,

Cﬁ(x;q,t): I (1_q_/—ltl_ix):n(tl—ix;q)w

@, J)en i>1

By taking principle specialization on both sides of (72), that is, x; = ¢"T!~fy with 1 <i <
n, we get a probability measure over Gelfand—Tsetlin patterns, with the transition probability
given by

P(lr) =y, (g 1 ot ot /qt),
AeGTy 11,211 >0, 0 eGT,, u < A.

(74)

We denote t = qQ, for some 6 > 0, and encode A and p as particle systems x and y, with
X=(r0, X)) €W =0 —0G—1), 1<i<n+l,
Yy=0O1Y2, s Ynt1) € Wy, yi=pi —0@—1), 1=<i=<n.

The interlacing condition & < A becomes x;11 + 6 < y; < x; for 1 <i <n. The transition
probability (74) becomes a special case of (27), as Claim 3.17 (whose proof is postponed till
the Appendix) shows.

CLAIM 3.17. Let gV/? = t"/tot11213/qt. We can rewrite the transition probability (74)

as

. . Cy(vi — xk4)Tg(xi — yx +6)
Polo [T @ =™ Tl v i
(75)

n n+l1 ) n
x 1_[ (1 _ qyi+yk+v) |:1—[ 1—[ Fq(yl +xr+v—+ 9):| 1—[ qf((ﬂfl)(nfi)JrQ)yi’
1<i<k<n izt TaOitxe+1+0) |75

which is a special case of (27), with b(z) = q~* + ¢*T" and weight

Fy(z+x1+v+06)
Ty +xpp1+v+ 1)

2
w(z) =g~ FPHEOHHUIT, (1 — 2 40Ty (2 — xng1)

COROLLARY 3.18. Fix x = (x1,X2,...,Xn+1) € WZH, and consider the following
transition probability:
P(ylx)
- Lq(vi —xk+1)Tg(xi — yk +6)
“n(qy'—qyk)l_[r.ql 1rq.l o
(76) 1<i<k<n l<i<k<n q(xt_Yk+ ) q(yt_xk+1_ +1)

n n+l . n
y 1_[ (1 B qyi+yk+v)[1_[ 1_[ Cy(vi +xr+v+ 9)} 1—[ q—((@—l)(n—i)—f—@)y,'w(yi)’
1<i<k<n imipet LaOitxe+14+0) |75

with y; € {xjt1+0,xi01+14+0,xi01+24+6,...,x; — 1,x;} for 1 <i <n. Suppose that

wiz+1) 97 ()
wi@ ¢ (@)
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with ¢+ (z) and ¢~ (z) holomorphic in a complex neighborhood of [x,+1, x1]. Then the fol-
lowing observable is holomorphic in the same neighborhood:

. 1—["+1(q—z +qz+v —g — xj+v)
[¢ ( ) 1(‘1 z+qz+v_q yj _qy,—l-v)
- +v _ —xi+1-0 _ xi+0—1+v
(CE 1)(n+1)¢ (2) J l(q Z+qz q q )
1 (g7 gty — g7V — I

]:
We omit the proof, as it is very similar to Corollaries 3.5 and 3.13.
3.7.3. Koornwinder polynomials at ¢ =t and tilings. In this section we explain that

q =t case of the measures of Section 3.7.2 matches the measures on tilings of Section 3.7.1
after the particle-hole involution. We start from a statement of independent interest.

THEOREM 3.19. For any A = (A1 = Ay > --- > Ay) € GT,, the following identity of
Laurent polynomials in o holds:

n—l k NOIWSSE 1
Z 1_[ l_[<<’q P = NG i)

(77) =20 <...camW ) k=1i=1 oq’i 2
=Zy [ [[x(i —i) —x(hj — )],
i<j
where
N )Li_‘_’_m 1
x(i—i)=0gtT'T 2 +m,
q
"+l)i

Zy= (=7 1)/21_[(61 Qi1

REMARK 3.20. An equivalent form of the same statement is

2 k+1 :
s 1
ot k 09" - OISR,
oq’i 2
Z H 1_[ oo —i _ __1
(78) =20 <...<cam=p k=1i=1 q aq%ii
I x(i —i) —x(Aj—J)
x(=i) —x(=Jj)

I<i<j<n

On one hand, the sum in Theorem 3.19 is readily identified with a sum over lozenge tilings,
where )»l(k) — i encode the positions of horizontal lozenges and the weights match (69) after
a change of notations; by particle-hole involution it also gives rise to (70), as we explained
in the proof of Theorem 3.14. On the other hand, the proof’ of Theorem 3.19 can be ob-
tained by combining the ¢ = ¢ version of Theorem 3.16 with known explicit evaluations of
Koornwinder polynomials at principal specialization; we detail this in the Appendix.

Theorem 3.19 has an interesting corollary of representation-theoretic flavor.

7 An alternative proof is hidden in [19], Appendix. A possibility of our present proof can be hinted by [10],
Theorem 7.5.1.
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COROLLARY 3.21. Take a signature A = (A1 > Ay > --- > &, > 0). We have the follow-
ing proof.
n—1 k )\'(k) n+k

2 T

=20 x D ... cxW=p k=li=1
(79) _ 1—[ )»,'—i—()»j—j)‘ 1_[ 2n+Ai—i+Aj—]
j—i

—i

I<i<j<n I<i<j<n 2n_]_l

= Dimgo@n) (A1, ..., An).

PROOF. Take a signature A = (A1 > Ay > --- > A,) € GT,. We claim that, for any s,

n—1 k 5+)»(k)—{—k+l—i
) [111 FET

=20 )M c...cpxmM=p k=1i=1
1 hi—i=Gj—) I 24+n+1+r—itr—j
G—1i) 2itn+l—j—i

-1
(80)

I<i<j<n I<i<j<n
Indeed, notice that
1 ntl pantl ntl 1
K@) = 20) = —r (0g"F — ot ) (0q - ),
O_qa+T oq +5

Setting 0 = ¢° and sending ¢ — 1, (78) turns into (80). In particular, taking s = % in (80)
and demanding that A,, > 0, we get (79). U

REMARK 3.22. Grigori Olshanski noticed that (79) and (80) can be deduced from the
(multiplicity-free) branching rules for restrictions of irreducible representations of SO(2n)
onto the subgroup SO(2n — 1), thus avoiding the machinery of Koornwinder polynomials.
The plan is as follows. We first notice that (80) for one particular value of s implies the same
identity for all s: indeed, shifting by integer values of s, we are getting the same statement
for shifted A;. On the other hand, we are proving a polynomial identity; hence, its validity at
infinitely many integer shifts of a single s implies the validity at all s.

Next, we are checking (80) by induction in n for a particular value of s. This check is
reduced to the statement that the dimension of an irreducible representation of SO(2n) is the
sum of dimensions of irreducible representations of SO(2n — 1) into which it splits.

It would be interesting to produce a direct representation-theoretic proof of the identity
(79).

4. Analysis of dynamical loop equation.

4.1. Statement of the asymptotic theorem. The aim of present Section 4 is to analyze the
transition probability P(y = x + e|x) = a, of (4),

1 b(x; +06e;) —b(x; —I—@e,) Foone e
“%=75 [1 G bG) [Ter o™ (i)',
(81) l<i<j<n Xi Xj i=1
ec{0,1}",
8Dim50(2n)()\1, ..., Ap) is the dimension of the irreducible representation of group SO(2n) spelled out in the

same notation at https://en.wikipedia.org/wiki/Representations_of_classical_Lie_groups or in [20], Section 2.1.
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where x € Wy, as defined in (2); in particular, x; > x; 41 +6 fori =1,2,...,n — 1. The
prefactor % is chosen so that ), a, = 1. We encode the particle configurations x, y in (81)

by their (smoothed) empirical densities,

1 < 1 <
(82) plsix) =~ Y A(exi <s <ex;+¢e0),  p(s;y) = 5 > ey <5 <ey; +eb).
i=1 i=1
We impose several conditions on the asymptotic behavior of various ingredients of (81) as
n— oo.

ASSUMPTION 4.1. Fix constants N > 0 and 1, r. We introduce a small parameter
e =N/n < 1, and assume the particle configuration x = (x1,x2,...,x,) € Wy satisfies
1 <ex, <ex; <r —e. We further assume:

1. There exists an open complex neighborhood A of [1, r] such that, for 7 = €€,
(83) bE)=bR) and ¢TE) =9 (@), z€A,

where b(z) and ¢*(z) are holomorphic functions on A. In addition, we require b(z) to be
conformal (injective and biholomorphic) and b(Z) = b(z).

2. The functions b(z), [8Zb(z)]_1, and (pi(z) are uniformly bounded; namely, there exists
a universal’ constant C > 0 such that

(84) b(z)| < C, |a;b(z)| > 1/C, ot ()| <C, zeA.

REMARK 4.2. In the rest of this section, we view N, L, r, C in Assumption 4.1 as fixed
constants. On the other hand, in our applications the functions b, o= might depend on «.

REMARK 4.3. Injectivity of b implies that it is a (real) monotone function on (1, r]. With-
out loss of generality, throughout this section we silently assume that b(x) is an increasing
function of x € [1, r].

Throughout this section we analyze (81) in two separate situations:

1. Probabilistic case. The weight functions ¢* in (83) are real analytic and positive on
(@),
(85) ¢ @D =¢*@), zeA, and ¢F(x)>0, xe(r).

In this situation, (81) is a probability measure.
2. Complex case. The weight functions ¢ might be complex, but we additionally assume

(86) S lael <C

for a universal constant C.

While eventually we are only interested in the former case, the latter appears in the inter-
mediate steps of our analysis: in the proofs we deform the weights ¢ in (81) so that (81)
becomes a complex-valued measure.

Our last assumption for the asymptotic analysis of (81) involves the following functions
defined in terms of the empirical density (82) and the functions ¢ (z) of Assumption 4.1:

rb'(z)p(s; x) ds]

— ()t - =
) BR=6@¢ @) +e @), Q(Z)—e"p[e 1 b(z) —b(s)

Note that 3(z) is a holomorphic function for z € A \ [I, r].

9By “universal” we mean not depending on n, ¢, or (xq, ..., Xn).
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ASSUMPTION 4.4. For any compact set S C (A \ [1, r]), there exists a small universal
constant ¢ = ¢(S) > 0 such that, for 7z € S, we have ¢ < |B(2)| < ¢~ Moreover, for any
closed contour w C (A \ [1, r]), we have

1 9, B(z)

(88) 2riJo B(2)

dz =0,

which implies that there exists a well-defined single-valued branch of the function In3(z) in
AN[Lr].

The last assumption plays the same role in our asymptotic analysis as the noncriticality
condition in the analysis of the (discrete) B-ensembles, cf. [7, 18, 23-25]. Here is our central
asymptotic result.

THEOREM 4.5. Consider transition probability (81) with parameters satisfying Assump-
tions 4.1 and 4.4 for all small enough ¢ and in the probabilistic case (85). Then for any
ze€ A\ [l,r], we have, as ¢ — 0,

lff b’ (2)(p(s; y) — p(s; x)) ds
1

£ b(z) —b(s)
1 In B(w)b'(w)b'(z) dw
(89) C27i0 Ju.  (b(w) — b(2))?2

g gy o YOO :
+ 276 fio, £7w,2) (b(w) — b(z))2 + AM(z2) +O(e7),

where the contour w_ C A encloses |1, r] but not z, and

+ / ’ ’
£D w1y ? (w)g(w>< w0 g In Bu)b' (w)b/ () du

Bw) \b(z) —b(w) 2xi (b(u) — b(w))?

6% 70" (w)(b(w) —b(s)) — (b'(w))> — b/ (w)b/(s) (5: 1) ds)_ 3w B(w)
2 h (b(w) — b(s))? PR 2B(w)

_|_

where the contour ' C A encloses [1, r] but not w.
Moreover, AM(z) are mean O random variables such that {S_I/ZAM(Z)}ZEA\[“] are
asymptotically Gaussian with covariance given by

E[AM(ZO AM(zz)]

)2 g2
(90) 1 ?g Gw)pT(w) bw)b'(z1) b (w)b'(z2)
T omifJo. Bw)  (b(w) —b(z1))? (b(w) — b(22))>

+o(l),

where the contour w— C A encloses [1, r] but not 71, za. The higher-order joint moments of
{8_1/2AM(z)}Z€A\[Lr] converge as € — 0 to the Gaussian joint moments.

The implicit constants in the O(g?), in o(1), and in higher-order joint moments are uniform
in all the involved parameters and particle configurations x, satisfying Assumption 4.1 and
4.4, as long as the constants C and c of Assumptions 4.1 and 4.4 are fixed and 7 (or 71, 72)
belongs to a compact subset of A\ [1, r].
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REMARK 4.6. In the rest of this paper, when we write a quantity £(z; x) is uniformly
small, it refers to that, for any compact subset F C A\ [1, r],
()] lim sup E(z;x) =0,
e—0 z€F,
x satisfying Assumption 4.1 and 4.4

as long as the constants C and c of Assumptions 4.1 and 4.4 are fixed.

REMARK 4.7. When we apply Theorem 4.5 in our study of random lozenge tilings, the
exact expression for E® (w, z) is never used. However, our method of the proof of Theo-
rem 4.5 provides this expression, and hence, we decided to include it for potential future
applications.

REMARK 4.8. Dividing (89) by b'(z) and changing the variables u = b(z), we can equiv-
alently rewrite it as

l/rp(s;y) —plsix)
e u —b(s)
92) 1 In B(w)b' (w) dw 3 @ b’ (w) dw
=il w2 i & Y bw) e
+ AM' (u) + O(?),

with an appropriately covariance for the Gaussian process M'(u). One advantage of the
form (92) is that we can take u in it to be an arbitrary complex number outside [b(l), b(r)];
see also Remarks 4.12 and 4.15.

In general words, Theorem 4.5 shows that, conditional on x, the empirical density of the
particle configuration y = x + e (distributed with weights (81)) consists of two parts: a com-
putable deterministic part and a random fluctuation, which is asymptotically a Gaussian field.
However, instead of directly studying the difference of the empirical densities, we study the
difference of their centered and modified Stieltjes transforms,

rp . _ .
93) / (2)(p(s; y) — p(s; x)) ds
1 b(z) — b(s)
We remark that (93) is different from the standard definition of Stieltjes transform. However,
for any function g(z) which is analytic in a neighborhood of [, r], we have

H@pGiY) ] g |
©4) 2 f()[l b(z) — b(s) dz_fl 8($)p(s: ) ds,

where w is a contour enclosing [l, r]. Hence, Theorem 4.5 can be used to deduce the asymp-
totic behavior of the pairings of p(s; y) with arbitrary analytic test functions.

The rest of this section is devoted to the proof of Theorem 4.5. For a reader familiar
with the arguments in [18], some parts of the proof might look similar, so let us emphasize
two important differences. First, as a starting point in [18], a concentration bound on the
empirical measure was used; this bound was produced by a separate method unrelated to
the loop equations. In our present approach, such a bound is no longer needed, and we rely
on the dynamical loop equation and nothing else. Second, an asymptotic expansion of the
discrete loop equations in [18] was directly leading to the expectation of the centered Stieltjes
transform, which could then be used to identify the first term in an analogue of (89). This is
different for our dynamic loop equations: instead, the expectation of exponentiated Stieltjes
transform appears. There is no direct connection between E£ and Eexp(§) for a random
variable &; hence, this new feature leads to a significant difference in the argument.
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4.2. Plan of the proof for Theorem 4.5. In this subsection we present the general scheme
for the proof of Theorem 4.5, omitting technical details which are going to be reconstructed
in the following subsections. We rely on the dynamical loop equation of Theorem 1.1, which
states that the expression

. 4, 1o b(z+£0) —b(ex; + b¢;) _ 2o b(z) —b(ex; + &0e;)
95) C() .—E[cp (Z)El b — b(ex) +o~@]] b(z) — b(ex:) ]

i=1

is a holomorphic function of z € A:
Step 1. We use (95) to analyze the following quantity (which directly appears in its second
term):

% b(z) —b(ex; + &be;)
(96) A(z) :=IE[]_[ - }

i=1

We remark that, under Assumption 4.1, A(z) is analytic on A \ [1, r]. This quantity encodes
the information about the measure p(s; y) — p(s; x), which we want to understand. Our
approach is to use holomorphicity of (95) to express A(z) explicitly in terms of contour
integrals of (z) defined in (87). For that we expand C(z) as

CH) C(z) = A(2)B(z) + O(e).

Note that in (97) we know explicitly 5(z), and in addition, we know that C(z) is holo-
morphic (but we do not have any formulas for C(z)). A priory, this does not give enough
information to extract anything about .A(z), but the situation changes when we impose As-
sumption 4.4. More precisely, adopting Assumption 4.4, we can decompose 3(z) into two
parts

(98) B(z) = '+ @) g=h-00@)

where /4 (b(z)) is analytic in a neighborhood of [1, r] and . _ (u) is analytic in a neighborhood
of u = oo with h_(u) = O(1/u) as u approaches oco. (98) is a version of the Wiener—Hopf de-
composition, adapted to our setting. In more detail, computing the difference of the integrals
as the residue at w = z, we have

(99) B = o ¢ MOWRI Lf : f(f))b—(gg)d -

2riJo, b(w) —b(2) 2mi Jo
where a positively oriented contour w4 C A encloses [, r] and z; a positively oriented con-
tour w_ C A encloses [1, r] but not z. We can rewrite (99) as an expansion (98) with

_ In B(w)b' (w) dw _ In B(w)b'(w) dw
(100)  hi(u) = — fimr b(w) —u , h_(u) := i fiu_ b(w) —u .

2mi
Note that the particular choices of w4 are not important in (99), as long as z is inside w
and outside w_, while [1, r] is inside both contours. However, in order for the definition (100)
to make sense, we need to fix these contours: w_ should be a tight loop around [, r], while
w4 should be a larger contour, enclosing w_ and staying inside A, cf. Figure 7. We treat
(100) as the definition of holomorphic 44 (u) for u inside b1 (w4) and as the definition of
holomorphic 4_(u) for u outside b~ (w_). The identity (98) is valid for z in the annulus
enclosed by w.
To get the first order asymptotics of .A(z), we multiply both sides of (97) by e~ /+®@),
and notice that the left-hand side remains analytic in a complex neighborhood of [1, r]. Then
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FI1G. 7. Contours w+ and z in the annulus between them.

we can recover A(z) through a contour integral: using the above contours w-, we have

1 ?ﬁ C(w)e r+®W)y/ () dw

2xi ), b(w) — b(z)
h—(b(w)) /
(101) ?g (A(w)e” +0(e)b (w) dw
27'[1 b(U)) _ b(Z)
1 A(w)e_hf(b(w))b/(w) dw
= — —h_(b(z))
= —A@e D 4 — f R o

We claim that the last contour integral over w4 is equal to 1. Indeed, to see that we change
the variables u = b(w), resulting in

L%‘ e - i ﬁ u —b(ex; + cbe;) du
271 Jb(wy) U —b(2) im u — b(ex;)

The last integrand has no singularities outside b(w. ), and, therefore, the integral is equal to

the residue at u = oo. This residue is 1, because 7A_(u) =1+ O(%), and the expression under
expectation is 1 + O(%) as u — 0o. Hence, (101) gives the first order asymptotics of A(z),

(102) In A(z) = h—(b(z)) + O(e).

The formula (102) is developed in further detail in Proposition 4.11. With additional efforts
(but using similar ideas), the higher-order asymptotics of In.A(z) can be obtained by further
expanding the O(¢) error term in (97); we do this for the first two orders in Proposition 4.16.

Step 2. The next step is to extract the probabilistic information—the first two (determin-
istic) terms in the right-hand side of (89)—from the asymptotic expansion of .4(z). Observe

that A(z) can be transformed as follows:
" b(z) — b(ex; + €be;) 1 b(sx;) — b(ex; + £be;)
E =E 1
[H b(2) — blex) } [E( T @) —blex) )}

i=1
eib’(ex;)
( Z} b() —blex) 0(1))]

(103)
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On the other hand, in order to get the deterministic terms in the right-hand side of (89), we
need to analyze

E[l /r b’ (2)(p(s; ¥) — p(s; X)) ds}
) b(z) —b(s)

_ElS b'(2) L)
(104 = E[Z<b(z) e e B et 0(1)]

i=1

Cml L eib(ex)b'(2)
_E[ 8; (b(z) — b(ex;))? +0(1)]

There are two differences between the expectation in (103), which we already know, and
the expectation in (104), which we need to find. First, the sum over i in the latter is (up to
constant factors) the z—derivative of the sum over i in the former. Second, the sum is being
exponentiated in (103). Generally speaking, there is no direct connection between E§ and
Eexp(§) for a random variable £, which makes the second difference a nontrivial difficulty.

We overcome this technical obstacle in Proposition 4.16. For that we notice that the loga-
rithmic derivative 9, In A(z) can be interpreted as the expectation of the form (104) but with
respect to a deformed measure. Further, we offset the deformation by inserting certain explicit
additional complex factors in ¢= in (81). Because the analysis of Step 1 did not rely on pos-
itivity of the weights, it continues to hold for the resulting new complex measure, eventually
leading to the evaluation of the first two terms of (89).

Step 3. The last step is to prove asymptotic Gaussianity of the random variable AM (z) in
(89) and compute its covariance. This is done in Proposition 4.18. In more detail we notice
that the computation of the Laplace transform of AM (z) is equivalent to the computation of
the deterministic terms in (89) for a slightly deformed measure. The developments of Steps 1
and 2 continue to be valid for this measure. Hence, we find the leading asymptotic behavior
of the Laplace transforms of AM(z), which matches the Laplace transforms of Gaussian
random variables with covariance given by (90).

The rest of this section adds necessary details to the three steps argument sketched above.

4.3. Properties of A(z) and C(z). We start our detailed proof of Theorem 4.5 by collect-
ing estimates and asymptotic expansions for .A(z) and C(z) from (96) and (95), respectively.
We start from A(z).

PROPOSITION 4.9. We work under Assumption 4.1, either in probabilistic case with (85)
or in the complex case with (86). Fix any compact subset S C A\ [1, r]. Then

(105) l[A@)| <C, ze€S,
and

| 7 b(@) —blex; +ebe;)
%A@ = E[H b(z) — b(ex;)

i=1

ds

(0 /r b (2)(p(s; y) — p(s; x))
X —
e J1 b(z) —b(s)

0 (TR @b'(s)(p(s; y) — p(s; X)) )
2N (b(z) — b(s))2 ds +0O(e )>:|

_ = b(z) —b(ex; + ebe;) ' <€ * b (z)(p(s; y) — p(s; x))ds

_E|:1_[ b(z) —b(8xj') e /l‘ b(z) — b(s) +O(8)):|,

where the constant C and implicit constants in O(-) depend only on S.

(106)

i=1
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PROOF. Whenever dist(z, [, r]) > §, we have b(z) — b(ex;) > §/C from (84). Hence,

" |b(ex; + €fe;) — b(ex;)]
§n<1+ 8/C )

" b(z) —b(ex; + €0e;)
b(z) —b(ex;)

i=1 i=1

( +£) < GCs,

where we used n = O(¢ ™). Then (105) follows from (107) and (86).

The derivative of A(z) is given by
" b(z) —b(ex; + ebe;) " (b(z) —b(ex; + s@))ei
ad =0, E =0.E

AR =9 [E[l b(z) — b(ex;) } : [1:[1 b(z) — b(ex;) }
(108)

{5 b(2) —b(ex; +£0)\¢ & b’(z) B b'(2)
JE{“( b(z) — b(ex;) ) §€’<b(z)—b(sxi+89) b(z)—b(sxi)ﬂ'

i=1

(107)

We use the following identity:

1 x+e6
Fte) = f() =~ / (f&y +8) — £()dy
(109) *
1 x+e0
-5 (f'(vy+e) — f'(»)dy +0(e),

where the implicit constant in O(g?) is uniform over thrice differentiable functions f(x)
satisfying a uniform bound on the third derivative of the form supc(y 40071/ Dy <cC.
Using (109) with f(x) =b'(z)/(b(z) — b(x)), we can rewrite

2”: . ( b'(z) B b'(2) >
: ‘\b(z) —b(ex; +&0) b(z) —b(ex;)

=1

_9 /r b'(2)(p(s; y) — p(s; x)) ds
e b(z) — b(s)
0 [T @b ()(p(s; y) — p(s; X))
24 (b(z) —b(s))?
_0 f’ b'(2)(p(s; y) — p(s; x))
) b(z) —b(s)

where we bound the middle term in the second line by O(e).

(110)

ds +0(e?)

ds + O(e),
O

Our next task is to rewrite C(z) in (95) as a product of A(z) and B(z) with a small error;
in other words, we would like to give a rigorous justification to (97).

PROPOSITION 4.10. Under Assumption 4.1 (either in probabilistic case with (85) or in
the complex case with (86)), C(z) satisfies

(111) C(z) = A(2)B(2)(1 +88(1)(Z)), ze A\l r],

where EWV(z) is given by (here G(z) = expl6 Jf % ds], as in (87)),

1 n b(z) —b(ex; +ebe;)
6)) _ + )
(112) & (z)——(Z)B(Z)E[H 5(2) — b(exs) (PTG @E (z)+0(8))],

i=1
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2 rrp . _ .
5(0)(Z):9_/1 b'(2)(p(s; y) — p(s; X))

s b(z) — b(s)
L8 [T @0E ~b6) ~ K2 D@
7 ) (b(z) — b(s))? e

If we assume that z varies in a compact subset of A C [, r], then the implicit constant in the
O(e) is uniform in z, and |E© (2)|, | A(2) B(z)EW (z)| are uniformly bounded.
PROOF. We rewrite C(z) as

C(2)

(114) _ % b(z) — b(ex; + €be;) n " b(z 4+ &0) —b(ex; + ebe;) _
- E|:l1:[1 b(z) — b(ex;) (90 @ lI:II b(z) — b(ex; + gbe;) +to (Z)>:| .

We would like to approximate the last product with B(z). For that we Taylor expand,

" b(z+€0) —b(ex; + ebe;)
b(z) — b(ex; + €0¢;)

i=1

1 b(z + €0) —b(z) )
=TT(1+
M

b(z) —b(ex; + €be;)

_ 5 b(z + £6) — b(z)
=exp _;10g<1 + b(z) —b(sx; + ggel.)ﬂ

T £0b'(2) + 5(e0)%b"(2) + O(e?)
- P Zlog(l * b(z) —b(ex; + efe;) )

Li=1

(115)

T £0b'(z)
= exp Z(b(z) " bex; + ce;)

Li=1

1 (0)%"(x) 1 (e6b/(2)? X
2b(z) —b(ex;) 2 (b(z) —b(ex;))? +0(e )ﬂ

For any f with uniformly bounded second derivative, we have the following identity:

L) S0,

f(x+80ei)=/ pv: >

X

(116)
ei

x-+¢€6 )
+ 2 [T 0+ - r)dy + 0,

Using (116) with f(x) =b’(z)/(b(z) — b(x)), we rewrite the first term in the right-hand side
of (115) as

! £0b'(2) L, [FP@p(s;x) 807 T ()b (s)p(s; %)

;b(z)—b(sxi—i—eéei)_ I b)) —b(s) 2 /& (b(z) —Db(s))?
117) '=

ds +0(?).

2 [T (@) (p(s;y) — p(s; x))
o /l b(z) —b(s)
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We also transform the last two terms in the right-hand side of (115) into integrals of p(s; x),

1 [ (e6)’"()  (e6b'2))° ]
245Lb(z) —b(ex;)  (b(z) — b(ex;))?

(118)

e f ( 0%0"(x) (0 ()’
21 \b(2) —b(s)  (b(z) —b(s))>
By plugging (117) and (118) into (115), we get

>,0(s; x)ds + 0(82).

(119) Y D G explet® @) + O]

i=1
where G(z) = expl0 | % ds], corresponding to the first term on the right-hand side of
(117), and £O(z) is
02 /r b'(2)(p(s; ¥) — p(s; %)) ds
1 (b(z) —b(s))

6% [70"(2)(b(z) —b(s)) — (b'(2))* = b'(2)b(s)

2 A (b(z) —b(s))?

By plugging (119) into (114), we transform C(z) as

[ b(z) — b(ex; + ebe;) <g0+(z) lil b(z + €0) — b(ex; + e0e;) N ‘P_(Z)ﬂ

p(s; x)ds.

C(z)=E 1_[ b(2) — b(ex;) b(z) — b(ex; + €be;)

Li=1
_ [ b(z) — b(ex; + €be;)
=E([1] b(z) — b(ex;)

Li=1
[ b(z) — b(ex; + £be;)
=K

[1 b(z) — b(ex;)

Li=1

which leads to (112). The uniformity bounds for O(g?), |£© (2)[, | A(z) B(z)EV (z)| routinely
follow from the definitions, and we omit their justifications. [J

i=I

(0 @G @ + 4™ (2) + 0(82))}

(B2) + 29 (2)G() € (2) + 0(82))}

4.4. Asymptotic expansion of A(z). In this section we derive the second-order asymp-
totic expansion of the quantity .A(z), as defined in (96), in terms of contour integrals of 53(z).

PROPOSITION 4.11. Under Assumptions 4.1 and 4.4 (either in probabilistic case with
(85) or in the complex case with (86)), there is a branch of In A(z) such that
1 In B(w)b’ (w)
120 InA(z) = — —d O(e), e A\[l,r],
(120) (2) il b —be w+0(), zeA\[Lr]
where w—_ C A is an arbitrary positively oriented simple contour enclosing [1, r] but not z.
The error term O(g) can be chosen to be uniform over z in a compact subset of A\ [1, r].

PROOF. We start by fixing two positively oriented contours wi C A such that they both
enclose [l, r], are inside A, and w_ is inside w4. Throughout the proof we deal with z inside
the annulus bounded by these contours, as in Figure 7. Thanks to Assumption 4.4, In B(z) is
well-defined on A, and we can introduce two functions,

1 In B(w)b’ (w) 1 f In B(w)b’ (w)
w.

(121) h+(u) :=2—j-[i w+mdw, h—(u) :=—i b(w)—u

dw.
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Computing the integral as a residue, we have

InB() = L In B(w)b’ (w) ) — L%‘ In B(w)b’(w) d
(122) 27l Jo, b(w) —b(z) 2miJo_ b(w) —b(z)

— h (b)) — h_(b(2)).

From the construction, 24 (b(z)) is holomorphic for z inside the contour w4, and 4 (b(z)) is
holomorphic for z outside the contour w_.

Next, we claim that, when z varies in the annulus enclosed by w4, the functions &4 (b(z))
and h_(b(z)) are uniformly bounded by a constant C which depends only on w+. Indeed, to
prove the claim, it is sufficient to notice that w_ can be made slightly smaller, and w4 can be
made slightly larger without changing the values of the integrals in (121). Once we do this
change, the integrand is uniformly bounded and so is the integral.

The above boundeness allows us to multiply both sides of (111) by exp(—#h4(b(z))) and
use the decomposition (122) to get

(123) C(Z)e—h+(b(z)) :.A(z)e_h*(b(Z)) +0(e).

Since the left-hand side of (123) is holomorphic inside w., we can use a contour integral to
get rid of it. Integrating (123) over w_, we get

_ ?g Cw)e ™+ C'w) 1 f (A@)e ™= 4 O@E)b'(w) |
(124)_ 21 S b(zi)l —(b?()z)) | = 27i Jo b(w) — b(2) v

_ b 7{ Aw)e O 4y + O(e),

2mi Jo_ b(w) —b(z)
We recall the expression of A(w) from (96) and notice that it is a meromorphic function of
b(w),
_ |y u —blex; +ebe;)

(125) Aw)=Abw)), Aw) = E{E[l . — DD }

In particular, A (u) is analytic outside the contour b(w_). Deforming the integration contour to
w4, collecting the residue at w = z, and then changing the variables u = b(w), we transform
(124) into

1 A —h_(b(w))b/
O(e) = _7§ (w)e (w)

2mi Jo_ b(w) — b(z)

(126) e
—n_u
_ Lf Awe du — A(2)e-0@).

271 Jowy) u—b(z)
The u—integrand in the right-hand side of (126) does not have singularities outside the inte-
gration contour, and, therefore, the integral evaluates as a residue at u = oco. This residue is
1, because A(u) =1+ o0(1) and A_(u) — 0 as u — oo directly from the definitions of these
functions. Thus, (126) simplifies to

A2)e 0@ =1 4 0(e). O

REMARK 4.12. We can rewrite the result of Proposition 4.11 in the form
(127) Au) =" 1 0(e).

So far, we proved this statement for u € b(A \ [1, r]); however, it can readily be extended to all
u outside [b(1), b(r)]. Indeed, to see that we notice that both sides of (127) are holomorphic
outside b(w_), use Cauchy integral formula to rewrite them as contour integrals over b(w_),
and send ¢ — 0 in this integral form. In particular, (127) implies that In A(u) is well-defined
outside [b(1), b(r)].
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We proceed to the second-order asymptotic expansion of A(z).

PROPOSITION 4.13. Under Assumptions 4.1 and 4.4 (either in probabilistic case with
(85) or in the complex case with (86)), we have

LAD 1 f In B(w)b/ ()b (w)
A(z)  2mitu. (b(w) —b(2))?
b ()b (2)
gM dw + O(&?),
7§ ) oy — by ¥ O

for z € A\ (1, r]; where the contour w— C A encloses [1, r] but not z, EW(w) is as in (112)
and has asymptotic behavior

(128)

D () = T (w)G(w) < 74 In B(u)b' (w)b’ (1)
(129) - Bw) 2riJo. (b(u) —b(w))?
b”(2)(b(z) — b(s)) — (b/(2))* =0/ (2)b'(s)
+ 5 (b) —b())2 p(s;x) ds) + O(e),

where the contour ' C A encloses [, r] but not w. If we assume that z belongs to a compact
subset of A\ [1, r] and fix the contours w_, w'_, then the implicit constants in O(-) errors can
be chosen uniformly.

PROOF. We recall the result of Proposition 4.10 and its logarithmic derivative,
C(2) = A@B@ (1 +eEV (),
(130) 0.L() _ 3:A@)  0:B@)
C(2) A(z) B(z)

Thanks to Assumption 4.4, Proposition 4.10, and Proposition 4.11, whenever z belongs to
a compact subset of A \ [1, r], we have

¢ <|A@)]| < 1/e, ¢ <|B(2)| < 1/e, c<|EW @) <1/c

for a constant ¢, depending on the choice of this compact set, but not on z. Hence, all terms
in the right-hand side of (130) are holomorphic for z € A \ [L, r].

+ 3. In(1 + £V (2)).

CLAIM 4.14. If ¢ is small enough, then 3,C(z)/C(z) is holomorphic for all z € A (in-
cluding (1, r]).

To prove the claim, we note that C(z) is holomorphic by Theorem 1.1; hence, we only need
to show that it has no zeros. Outside [1, r], there are no zeros by (130), and we only focus
on a neighborhood of [1, r]. By the Cauchy’s argument principle, the total number of zeros is
C(z) in a neighborhood of [, r] can be computed as

1 9;C(z)

131 — ’
( ) 2ri Jo C(Z) ¢

where w is a contour enclosing this neighborhood. Hence, we need to prove that (131) van-

ishes. Using (130), Assumption 4.4, and definition (125), we transform (131) as
1 f <82A(z) + 0.8(z)

+ 3, In(1 + 85(1)(z))) dz

i Jo\ AR | B()
_L 9, A(2)
(132) =il Ao dz 4+ O(e)

L AW
= ﬁ(w) Ay du+ 0.
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Remark 4.12 guarantees that 0,A (u)/A(u) = 9, In A(u) is holomorphic outside w; therefore,
we can compute the contour integral in the right-hand side of (132) as the residue at the
infinity. Since A(u) =1+ ﬁ + .- as u — oo, we have 9, InA(u) ~ —c/u?, and the residue
vanishes. We conclude that (132) is O(e) and hence so is (131). Because this number is an
integer counting the number of zeros, it has to vanish for small ¢. The claim is proven.

Because of the claim, we can use a contour integral to get rid of 9,C(z)/C(z) and recover
9, A(z)/ A(z). We take a contour w— C A enclosing [I, r] and z outside this contour. By
performing the same contour integral on both sides of (130), using Assumption 4.4 and the
claim, we get

_Lyg I Aw) b(z)dw
2mi Jo_  A(w) b(w) —b(z)

_ iyg <8wB(w) + 9y In(1 +85(1)(w)) _ BwC(w)> b'(z) dw

133) 27i Jo_ \ B(w) Cw) /b(w)—b(z)
—if In B(w)b' (w)b’ (z) dw Lyg In(1 + e£D (w))b' (w)b' (z) dw
T 2niJo.  (b(w) —b(2))?2 27i Jo (b(w) — b(z))?

_ L% In B(w)b'(z)b’ (w) dw f £ () LW (@) dw b’ (w)b’(z) dw
T 2riJo.  (b(w) —b(2))? o (b(w) — b(z))?

Here in the second line, we used that d,,C(w)/C(w) is holomorphic inside the contour w_;
thus, the corresponding contour integrals vanish. Let us transform the left-hand side of (133).
For that we change the variable u = b(w) and use A(u) = A(w) from (125) to get

+0(e?).

_L dwAw) b'(z)dw  9.A(2) _L O A(w) b'(z)dw
(134)271i o Aw) bw)—bz) Akx) 27iJu, Aw) b(w)—b(z)
0 A 1 ?g WAW) V' ()du 3, A(2)

T AR 2midbwy AW u—bl) AR

where the contour w4 C A encloses [1, r] and z; for the last inequality, we used the same
computation of the integral as the residue at u = oo, as for the integral in the right-hand side
of (132).

The combination of (133) with (134) gives (128), and it remains to prove the asymptotic
expansion (129) for £ M (w). By plugging (113) into (112), we have the following expression
for £ (w) with w € A\ [1, r]:

Ot (w)G(w)
() _
& W) = ) Bw)
XE[H b(w)—b(exi+eeei><g / b'(w)(p(s3 ¥) — p(s; %)) ds)}
(135) ie1 b(w) —b(ex;) e N b(w) — b(s)
N ¢ (W)G(w) 62 7 b"(2)(b(z) — b(s)) — (b'(2))> = b'(2)b/(s)
Bw) 2 A (b(z) — b(s))?

X p(s;x)ds + O(e),

where the uniform control over O(e) term relies on |A(w)| > ¢ and |B(w)| > ¢ from Propo-
sition 4.11 and Assumption 4.4, respectively. The second term in the right-hand side of (135)
matches the second line in (129), and it remains to study the first term on the right-hand side
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of (135) as ¢ — 0. It follows from combining (106) with upper bound (105) that
(8 In A(w)) A(w)

(136) [y b(w) —blex; +eei) (6 (7 b'w)(p(s: y) = plsi x)
E[H b(w) — b(ex;) ( J S ds>]+0(8).

&

i=1
On the other hand, differentiating (120) (we can differentiate the asymptotic expansion, be-

cause we deal with holomorphic functions and can represent derivative through the Cauchy
integral formula), we get

1 ?§ lnB(u)b/(u)b/(w)du+O(8)

(137) O In A(w) = 5— (b(u) — b(w))?

2ri
where the contour @’ € A encloses [1, r] but not w. Combining (136) with (137) gives the
desired expression for the first term in the right-hand side of (135), which matches the first
line in (129). O

REMARK 4.15. Similarly to Remark 4.12, we can rewrite the statement of Proposi-
tion 4.13 in terms of the function A(u) of (125),

0, A (1) 1 In B(w)b’ (w) & ?g | b’ (w)
- = PAQ)
Aw  2ni ?g,)_ o) —u2 VT2l ¢ ) — w2
The advantage of (138) is that u can be taken in it to be an arbitrary point in C\ [b(1), b(r)],

as long as w_ is chosen so that u is outside b(w—). The proof of this extension is the same as
in Remark 4.12.

(138) dw +O(e?).

4.5. Mean estimate. In this subsection we compute the first two terms in the right-hand
side of (89) in Theorem 4.5.

PROPOSITION 4.16. Under Assumptions 4.1 and 4.4 in the probabilistic case (85), we
have, for z € A\ [1,r],

E[Q /r b’ (2)(p(s; y) — p(s: X)) ds] iyg In B(w)b'(z)b’ (w) dw
e N b(z) — b(s) _ (b(w) — b(z))?

~ 27
b’ (w)b'(z)

2
bw) —bo)? W+ OE).

e
tomd 2w,
2mi Jo_
where the contour w_ C A encloses (1, r] but not z, and

5(2)(11) 7) = M(ﬂ% In B(u)b' (w)b'(u) e b’ (w)
T B(w) 2riJo (b(u) — b(w))? b(2) — b(w)

L 07 [ @BE) —b(s) — (B/(2)” — b'(@)b'(s) (5: %) ds)_awB(w)
2 h (b(z) — b(s))? pIs: 2B(w)

the contour ' C A encloses (1, x] but not w. If we assume that z belongs to a compact subset
of A\ [1, r], then the error O(&?) is uniformly (in z) small.

(139)

PROOF. We fix an arbitrarily small n > 0, take v with dist(v, [1, r]) > 25, and consider a
deformation of the transition probability P(x + e|x) = a, of (81),
b(v)—b(ex;) ;
140 = de ?=1 (b(v)—b(sxﬂ{s@))e
(140) e -= " b(1)—bex)) o
Ze’e{O,l}” de Hi:l(b(v)fb(sx_;+89)) !
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Transition probability . is again in the form (81) but with modified function ¢ (z) in (83),
b(v) —b(z)
b(v) —b(z+¢€6)

(141) @ =¢"(2)-

CLAIM 4.17. The transition probabilities a, satisfy Assumptions 4.1 and 4.4 in the com-
plex case (86), with A replaced by A N {z € C|dist(z, [1, r]) < n}.

We postpone proving Claim 4.17 until after we finish the proof of Proposition 4.16. We let
[ denote expectation for the transition probability @, and define the quantities A(z) and B(z)
through

Ax) =
(142) ec{O 1) i=1
B =603 @)+ (). G = exp[e

b(z) —b(ex; +0e;) ~| = b(z) —b(ex; + cbe;)
=K
> all b(2) — blex;) [1]1 b(2) — b(ex;) }
rb'(z2)p(s; x) q }
— Aas .
b(z) — b(s)
We can rewrite In B(z) in terms of In B(z) from (87) with a small error,

b(v) —b(z) _
b() —bz 1 20) ¥ (Z))

InB(z) = 1n(g<z><o+(z>

(143) —InB() + ln<1 + g(gg)@ : EZ;_?ZT;;;)
—InB() + eeggz;’f@ - (v';’/fi)(z) 0(c?).
Applying Proposition 4.13, we have
sid o b O

where the contour w_ C A N {z € C|dist(z, [1, r]) < n} encloses [, r] but not v or z. Here
¢ (w)G(w) ( 6 ?g In Bu)b' (w)b' () q
—| — u
B(w) 27i Jor (b(u) — b(w))?
L 02 [ @®E) ~b(s) — (0'(2)* ~ b'(@)b'(s)
2 (b(z) — b(s))?

where the contour o’ C A N{z € C|dist(z, [1, r]) < n} encloses [1, r] but not w. Using (143),
we rewrite

g(l)(w) —
(145)

p(s;x>ds) +0(e),

1 In B(w)b'(w)b'(z)
21iJo_ (b(w) — b(2))?

(146) e (L 0Get@)  B@) | Db
*3 fio (5 )+ B w) b(v)—b(w))(b(w)—b(z))2 v

9, In Az) =

+ 0(82),

where £V (w), as in (129), is obtained from D (w) by replacing ¢ and B with T and B,
respectively.



1804 V. GORIN AND J. HUANG

Note that we used Proposition 4.13 under Claim 4.17 to prove (146). Hence, z in (146)
should belong to the set A N {z € C|dist(z, [1, r]) < n}. However, we can extend to all z in A
outside w_ by using Remark 4.15; this is important for us, because we later would like to set
Z=".

On the other hand, using (106), we have

9, nA(zx) = ]E[/lr 6@ (p(s:y) = plsix)

(147) oo Mo
0D (@' (s)(p(s; y) — p(s; x)) ds —|—O(82)},
2 (b(z) —b(s))?

where we emphasize that the right-hand side involves the expectation E with respect to the
original un-deformed measure.
By comparing the leading terms in (146) and (147), we obtain

(148) E[ /‘r b'(2)(p(s; y) — p(s: X)) ds} :ng In B(w)b'(w)b'(z)
b(z) —b(s) 2miJo.  (b(w) —b(z))2

where the contour w_ encloses [, r] but not z. Introducing another contour @’ C A, which
contains w_ but not z, and using (148), we can rewrite the second term on the right-hand side
of (147) as a contour integral

E[Q /r b’ (@b (5)(p(s; y) — p(s; X)) ds]
2. (b(z) — b(s))2

dw + O(e),

e @b/ W) 6 [T ) (oG y) — plsix))
149 =554 P, bw —b@)? [2/1 b(u) — b(s) ds}d”

& b’ (z)b’ (u) (L In B(w)b’ (w)b' (u)
" 4xi Jw (b(u) —b(2))? 2ni?§_ (b(w) — b(u))?

We first integrate in # by using an identity valid for any holomorphic function f (u),

dw + 0(8)) du

/ -1
yg fb'e) % SO~ N@)
around w (b(w) — b(u))? around b(w) (b(w) — a)?

f (w)

= 2mi0,[ £ (07" (@)]y_puy = o w)

Thus, taking f () =b’(z)b’(u)/(b(u) — b(z))? in the above identity, we simplify (149) to

) b’ ()b’ (u)
= a”[a:(u) = b<z>>2L:w InB(w) dw

__ & b'(z)b'(w) 3, B(w) )
=il B —b@)2 Ba WO,

(150)

where we integrated by parts in the last identity. Plugging (149) and (150) into (147) and
rearranging, we get
E[g [ b'(2)(p(s: 3) = ps: x))ds] _ ?g In B(w)b' ()b (w) dw
e b(z) — b(s) S 2ridon (b(w) —Db(z))?
b/(w)b/(z) dw
ED(w, +0(e?
f ow) —b)? )
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where, with £ (w) as in (129), we have
6G(w)pt(w)  b'(w) A B(w)

) — e -
E9w,z) =V (w) + Bw) b(z) —b(w) 2B(w) U

PROOF OF CLAIM 4.17. In addition to ., we need another deformation a, of the tran-
sition probability,
n(BOblex) _b@)-blex)
i=1\b(v)—b(ex;+£0) b(d)—b(ex;+£0)
b(v)—b(sx;)  b(d)—b(ex;)
Ze’e{O,l}" de’ l_[?zl (b(v)—b(ng—l—ISG) b(ﬁ)—b(é‘Xj-i—/!s@))el

(151) (e :=

This transition probability is again of the form (81) with modified function ¢ (z) in (83),
b(v) — b(z) b(v) — b(z)
b(v) —b(z +£6) b(D) —b(z+£6)
Similarly to (142), we define the quantity ft(z) and [;’(z) for the measure a, from (140) as
S 1_[ b(z) —b(ex; +e0ei) _ E[ﬁ b(z) — b(ex; + 89@):|
b(z) —b(ex;) b(z) —b(ex;)

(152) PT@=9¢"(2)-

A(z) =

(153) ec{0,1}" i=1
B =6 @) + o (). g(z)zexp[e r%@]

By our construction, d. is a bona fide real positive measure, and we are in the probabilistic
case (85). Our choice dist(v, [1, r]) > 25 implies that Assumption 4.1 holds for a,, with A
replaced by A N {z € C|dist(z, [1, r]) < n}. Moreover, similarly to (143), we have

InB(z) = InB(z) + O(¢).

It follows that In B (z) is well-defined and Assumption 4.4 holds for B (z) and small enough
e.

i=1

We can check that g, satisfies Assumptions 4.1 and 4.4 in exactly the same way as we just
did for d.. The nontrivial step is to verify the bound (86): the difficulty is that the weights
are complex, and, therefore, we need to check that the denominator in (140) is bounded away
from 0. For that we use Proposition 4.11 for the transition probability a., which gives that

1 ?é In B(w)b' (w) dw

il b —b@y O
R b(v) —b(ex; +0)\“
(154) _lnA(v)_lnLe{;l}n ,1_[1( b(D) — b(ex;) ) }

n b(v)—b(ex;) ;

—ln[ Zee{o,l}” de Hi:l(m)e }

- b(v)—b(ex;) b(v)—b(ex;) |
ZeE{O,l}" de lr'lzl (b(u)—b(ex]- —1{39) b(f))—b(sxj--i{SQ) )e,

In particular, for small ¢ the expression on the right-hand side of (154) is a bounded number.
For the denominator in the last term, since |b(v) — b(ex; + €0)| > n/2C, we have

0(8)) n b(v) — b(SXj) 2e;
el 1—
ee%:l}"a ( ee%:l 11_[1 b(v) —b(ex; +&6)
(155)
= ¥ a(1+22)
ec{0,1) n

Hence, the denominator in the right-hand side of (154) is bounded away from 0 and oo and,
therefore, so is the numerator. The latter numerator matches the denominator in (140). [
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4.6. Covariance estimate. In this subsection we study the stochastic term A M (v) in the
right-hand side of (89) in Theorem 4.5.

PROPOSITION 4.18. Under Assumptions 4.1 and 4.4 in the probabilistic case (85), let
us define

T pGix +e) —ElpGix +e)l)
b(v) — b(s)
where the expectation is with respect to the transition probability (81). Then as € — 0, the

random field {e =12 AM (v)}ye A\[Lr] IS asymptotically Gaussian with zero mean and covari-
ance given by

k)

(156) AM(v) := 1/

& J1

lim E[AM(vl) AM(vz):|

/2 0 12
1 7§ Gw)p*(w) b (w)b'(v))  b'(w)b'(v2)
= u)’
27i0 Jo_  B(w)  (b(w) —b(v1))? (b(w) — b(v2))?
where the contour w— C A encloses (1, r] but not vy, vy. If we assume that vy and vy belong
to a compact subset of A\ [1,r], then the convergence is uniform in vy and v. The joint

moments of {8_1/ 2A/\/l(v)}ve A\[Lr] converge to the Gaussian joint moments (uniformly in v,
if we assume that v belongs to a compact subset of A\ [, r]).

e—0

(157)

PROOF. We study random variables
1 [rb'(w)(p(s;x +e) — p(s; x))
372 ds ,
e3/2 )i b(v) —b(s) veA\[Lr]

which differ from e ~!/2 A M (v) by a deterministic shift. We let

1 z+e6 b’ (v) b’ (v)
x(@.v) = %/z (b(v) “bs+e)  b)— b(s)) ds
O
~ (b(v) —b(2))?
We rewrite the random variables of interest as

1 /r b’ (v)(p(s; x +€) — p(s; x))
e3/2 )i b(v) — b(s)

(158)
+0(e).

n
ds = &!/? Zeix(sxi, V).
i=1

(159)

In the following we use Proposition 4.13 to compute the Laplace transform (moment
generating function) of gl/? Y7, eix(ex;,v). For that we need a deformed version of the
transition probability P(x + e|x). We fix any complex numbers s = (sq, s2,...,5,) € C?
and complex numbers v = (vy, v2,...,v,) € (C\ [I,r])? and define a deformed version of

P(x + e|x) = a, from (81),

agexp(e'2 Y0\ 31 siei x (exi; vk)
Y ereio.1yn e eXp(e/2 30 YU spel x (exi; vg))

(160) PY(x +e|x) :=
The resulting probability measure is still in the form of (81) but with ¢ (z) changed to

p
(161) or (@ =9 exp(s“2 > sex (2 vk)>.

k=1
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The expectation with respect to the deformed measure P*? can be rewritten as an expectation
with respect to the original transition probability P(x + e|x) in the following way: for any
random variable & : {0, 1}* — C, we have

E[& exp(e'/2 Y0 31 seei x (exi3 vk)]
Elexp(e!/230_ | S0, skei x (exi3 vi)]

(162) Epso[§] =

The last identity implies that the joint Laplace transform of &!/? "_jeix(ex;i;v) over v =
vy, V2, ..., Ux can be computed as an integral,
14 n
ln[[-E[exp(sl/2 Z Sk Z x (ex;; vk)ﬂ
k=1 i=1

)4 n
(163) = fol 3 ln]E|:eXp(t81/2 D sy x(exi vk)):| dr

k=1 i=1
1 P n
= / Epv,ts |:81/2 Z Sk Z X(S.xl'; Uk):| dts
0 .
k=1 i=1

where ts = (ts1,...,ts,). We would like to apply Proposition 4.16 to the right-hand side
of (163) and need to check the conditions of this theorem. In general, P¥'¥ is a complex
measure, and it is unclear how to verify the condition (86). However, we claim that it is
sufficient for us to restrict our attention to the case when P¥’* is a bona fide (real positive)
measure. Indeed, the law of Y7, x (¢x;; v) is uniquely determined by its real and imaginary
parts. The joint Laplace transform of the former and the latter is accessed through the identity

]Eexp<r1 Re(Z x (exi; v)) +r Im(Z x (exi; v)))

i=1 i=1

(164)

. n . n

ry—1n r+1rn -

:Eexp( 7 Zx(sxi;v)+ 5 Zx(sxi;v)>.
i=1 i=1

If we choose r| and r; to be real (by the uniqueness theorem for the Laplace transform, this is
sufficient for identifying the joint law of Re(}_7_; x (ex;; v)) and Im(3_7_; x (ex;; v))), then
the random variable in the left-hand side of (164) is a positive real number, and the measures
P*-!S appearing in the integral (163) are also real-positive. Using a similar identity for the
joint Laplace transforms of real and imaginary parts of several Y /', x (¢x;; vk), we conclude
that it is sufficient for us to deal in (163) with real-positive measures PV-’S.

For positive measures P”»'S, checking Assumptions 4.1 and 4.4 is straightforward (cf.
Claim 4.17) and Proposition 4.16 applies. Let

B*"(2) = G(@)e; 15(2) + ¢~ (2).

We rewrite In BY'* (z) in terms of In B(z) from (87) with a small error,

4
In BY-'S (w) =In (g(z)¢+(w) exp(tsl/2 Z sk x (w, Uk)) + (p_(w)>

k=1

n G(@)pt (w)(exp(te > 7 six(w, vy)) — 1))

165 =
(165) In B(w) + ln(l Blw)

+ p
1/2% > six (w; vg) + O(e).

k=1

=InB(w)+e¢
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Combining Proposition 4.16 (where we use only the first term of the asymptotic expansion)
with (165) and (158) we get
Tb'(2)(p(s: x +e) — p(s; x))
E]pw ts ds
e N b(z) — b(s)
1 ?g In B (w)b/ (w)b'(z)
(b(w) —b(z))?

27Ti 1)

if In B(w)b’(w)b’(z) dw

dw 4+ O(e)

T 2iJu. (b(w) —b(2))?
(166) p t + b/ b/ .
+el2y Lk.g(z)w (w) b (w)b" (@) x (w; ve) 4 - 0(e)
Zoni Bw)  (b(w)—b(2))?
1 ?g In B(w)b'(w)b'(2)
- 2miJo. (b(w) —b(z))?
+
1/22 tsk G()eT (w) b/(w)b/(Z)bZ/(w)b/(Uk) dw . +0(e),
2ri - B(w)  (b(w) —b(2))*(b(w) — b(vr))
where the contour w_ € A encloses [, r] but not z, vy, v, ..., v,. Multiplying by e'/2 the
left-hand side of (166) becomes &!/2 Yo i eix(ex;, 2), as seen from (159). Thus, specializing
7 =1U1,02,..., V) in (166) and summing, we get

V4 n
Epo.:s [81/2 Z Sk Zeix(sxi, vk):|

k=1 i=1

P In B(w)b (w)b’ (vi)
(167) 981/2 Z 2mi fio_ (b(w) — b(vg))?

+

1 S Ctsese [ G@eT(w) b/ (w)b (v (w)b' (vg)
9;,; 2mi yg_ B(w)  (b(w) —b(vr))?(b(w) — b(ve))?

+0('7?),

where the contour w_ C A encloses [1, r] but not v, vy, .. vp Plugging (167) into (163)
and integrating, we get the joint Laplace transform of ¢!/2 _xExisv), k=1,...,p,

p n
lnE[exp<sl/2 > sk x(exi Uk)):|

k=1 i=1
1 Sk In B(w)b' (w)b’ (vg) dw
(168)  fel/2 ,; i 7§_ (b(w) — b(vg))?
1 &L sese Gt (w) b’ (w)b’ (vr)b' (w)b’ (vy)
+ -
;,; i 75) B(w)  (b(w) —b(vr))*(b(w) — b(ve))?

+ 0(81/2),

where the contour w_ C A encloses [1, r] but not vy, v2, ..., vp.

The first term in the right-hand side of (168) corresponds to the expected value of
Y71 x(ex;; vr) and disappears when we center these random variables. The second term
matches the Laplace transform of the Gaussian vector with covariance given by (157). Thus,
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it only remains to show that the convergence of the Laplace transforms in (168) implies the
convergence of the moments claimed in Proposition 4.18. This is the content of the following
abstract lemma, whose proof we omit.

LEMMA 4.19. Consider a family of real random variables (£ };c; depending on a pa-
rameter ¢ > 0 and indexed by some set 1. Suppose that there exists another family {&;}ict

such that, forany p=1,2, ..., indices iy, ...,i, € I, and real numbers ry, ...,r,, we have
p p
. e\ | '
(169) SIE)I%)IE[eXp(kE:l rkgik):| = E[exp(kil rkélk):|,

where for each fixed p and a compact set R C RP, the convergence in (169) is uniform over
1, ...,Tp and over the choices of i1, ...,i, € I. In addition, suppose that the real random
variables {&;}ic1 satisfy a uniform bound: there exists a continuous function f(r) such that

Eexp(r&) < f(r), reR,iel.

Then lim8_>0{§l-5}i€1 = {&i}ier inthe sense of moments uniformly ini € I: forany iy, ..., i, €
I, we have

q q
. e | .
| I1e: | =={ 15, |
k=1 k=1
where for each fixed q the convergence is uniform over possible choices of iy, ..., iq € I.

This finishes the proof of Proposition 4.18 and thus also of Theorem 4.5. [

5. Law of large numbers for random tilings. The goal of this section is to prove The-
orems 1.3 and 1.6.

5.1. Setup. We recall the trapezoid domain P from Section 1.3, with right side [0, N],
width T and left sides [a;,b;] for 1 <i <r, where —T<aj <bj<ay<by<---<a, <
b, <N, and >/, (b; —a;) = N; see Figure 2.

As in Section 3.7.1, we ignore < lozenges in tilings and trace only the lozenges of the
remaining two types Jand Q. Then these lozenges form N nonintersecting paths traversing
the trapezoid from the left boundary to the right boundary, as shown in the right panel of
Figure 2 and in Figure 6. At any time O <t < T, the nonintersecting paths correspond to an
N point configuration x(¢) = (x1(t) > x2(¢) > --- > xn(2)) € WH . Theorem 3.14 yields that,
for the (g, x)-distribution (8) on lozenge tilings of a trapezoidal domain, {x(¢)}o<;<7 forms
a Markov chain with transition probability

Px(r+1)=x+e|x(t) =x)

(170) bt(xi+ei)—bt(xj+e;) " + L l—e:
T o i)y (xin' =4,
11 bi (xi) = by (x) 1]1 R
where e = (e, e, ...,en) € {0, 1w,
(171) bi(x)=q " +x*¢g"",

and the weights

(pt—I—(x) :qT+N—1—Z(1 _qx—N+1)(1 —qux_T+1),

d);(x) — _(1 _ qx+T7I)(1 _ K2qx+Nfl)'
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At this point, we can forget about the lozenge tilings: our task is to study the Markov chain
x () with the above transition probabilities and with initial condition

(172) x(0) =Gy —1,by—2,...,ar +1,ar,....b1 — 1,by —2,....a1 + 1,a1).

Note that we need to impose restrictions on the x(0) and parameters g and « in order to
guarantee the positivity of probabilities (170); as in Section 1.3, there are three possible cases:
imaginary, real, and trigonometric.

We introduce a small parameter € > 0 and set

N=¢"IN, T=¢"'T, g=q, ai =& la;,
(173)

bi=8_lb,', 1<i<r

As in (82), we encode x () through its smoothed empirical density,

N
(174) p(s;x(1) =) 1(ex; <s <ex; +¢).

i=1

Note that the parameters N, a;, b; and time ¢ should be integers. Being somewhat sloppy, we
are going to ignore this and use the formulas (173) and (174) for the values of ¢ and e, which
might lead to noninteger results. Formally, one should add integer parts to the formulas in
these situations, but for the brevity of notations, we are not going to do this. We also define

(175) bi(z) =% + kg,

which is the version of (171) with rescaled variables.

THEOREM 5.1. Consider the Markov chain x(t) = (x1(t) > xp(t) > --- > xn(1)),
t=0,1,...,T, on ordered N-tuples of integers with transition probabilities (170), a (de-
terministic) initial condition x(0) such that N > x1(0) > --- > xy(0) > T. Suppose that the
data depends on a small parameter € > 0 in such a way that N = ¢~ 'N, T =&~ 'T, g = o°.
Fix 6 > 0, and additionally suppose that the parameters are such that by(z) is real and sat-
isfies |0;by(z)| > § for z € [max(exy(0),t — T), min(ex;(0) +t,N)] and 0 <t < T. Finally,
suppose that the measures p(x; x(0)) dx weakly converge to a measure py.

Then for each 0 <t < T, the smoothed empirical measures converge to a deterministic
limit
(176) lim p(; x(e7 1)) = pt(-)  weakly, in probability,

e—0

which means that, for each continuous function f(s), we have

gli_r}})fRf(s)p(s;x(s_lt))ds=/Rf(s)pt(s)ds in probability.

The density pi(s) is supported inside [t — T, N] and can be determined by either of the equiv-
alent descriptions of Propositions 5.3, 5.5, or 5.8.

REMARK 5.2. When the initial condition x (0) is given by (172) with parameters scaling
as in (173), po has the density

-

1 se [a;, b;],
po(s) = ,-L_Jl o
0 otherwise.



DYNAMICAL LOOP EQUATION 1811

We also have a product formula for the exponentiated (modified) Stieltjes transform,
N p/ b; q? D' 1
exp(/ 0(2)po(s) ) exp Z/ (—«~ +2q )q na
—T bo(z) —bo(s) (9 — qZ)(K_ 9 —a)
(177) = ex Z ! dg’*
- Foq o -x2q:)"
qai—z 1—« qz—i—b;
_l_[(l—qbl Z‘I—quz"'ai)'

PROPOSITION 5.3. The densities pi(s) in Theorem 5.1 are uniquely determined by the
complex slope function'”

e [N B = ()
(178) ft(Z)-—eXP< /t_T br(z) — bi(s) ds)’

where z can be any complex number outside the set b, ! (bt([t—T, N])). Further, for each such
z, f1(z) solves a partial differential equation (a relative of the complex Burgers equation),
K g7

(179) dIn fi(z) +0;In(1 — fi(z)) = IH(Q)W

REMARK 5.4. The density 1 — pi(s) has a transparent meaning in terms of the lozenge
tilings: while pi(s) is the combined density of the lozenges of types dand \, 1 — pi(s) is the
density of < lozenges. By a computation similar to (177), the complex slope function can be
also rewritten as

(180) filz) =

(1 =g (1 —k2g*T) ( /N by (2) pr(s) ds)
(1 — g~ TH) (1 — k2qetN-t) =T be(z) —be(s) /)

PROPOSITION 5.5. The complex slope functions (178) for the densities pi(s) in Theo-
rem 5.1 can be computed as
@ +K%g") — (@ +«°q)
@ +x%q") — (@ +x2q

(181) fi(@) =

where the function u = u(t, 7) solves the equation involving the complex slope of the initial
condition py,

— fowx*q" — a7 (fow)g™ — k>q")
1 — fo(u) )

(182) q %+ kg

REMARK 5.6. The equation (182) might have several solutions and one should choose
the correct branch of u(t, z): the exact specification of this choice depends on q and k we work
with. In Step 5 of Section 5.4 we explain in details the specification under Assumption 5.11.
In this case, if we deal with z satisfying 0 <Imz < —ﬁ, Rez <t/2 —logq « (the values at
all other z can be reconstructed from these using symmetries of fi(z)), then we can choose

101f we take z to be a real number in the support of pt, then this is the same complex slope as in (20). However,
in (178) we instead allow complex arguments z.
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the unique u such that

O<Imu<—l, Reu<—logq/<,
Inqg

fow)g™ — KZq”} ~0
1 — fo(u)

REMARK 5.7. Combination of (177) and (180) gives fo(u) in (182) as an explicit prod-
uct involving parameters (173) encoding the trapezoid. In this situation (182) turns into an

algebraic equation in terms of the variable g". This equation (after renaming z into x) coin-
cides with (19).

and Im[q_“ +iqt — (g7t - 1)

PROPOSITION 5.8. Define a function Si(w), through the relation

Si@aF — kg

(183) Si(bi(z)) =q 1~ 1)

where fi(z) is as in (178). Then:

, w = by(z),

1. For each 0 <t < T, there exist a compactly supported measure s on R and a real
constant Cy such that

w dpt(s)
(184) St(w):WJrct—/IR !

w—=s

2. The functions Si(w) for different values of t are linked by the functional relation
(185) STV +dv=5"w +v,

where St(_l) (v) is the functional inverse of S, which satisfies St(_l) W) =@ "T—g Hv+o(v)
as v — oo.

REMARK 5.9. The function S; will be produced using the first integral (219) for the
characteristics of the PDE (179), but we could also use another first integral (220) or, per-
haps, the ratio of them. In each situation we would be getting a different version of (185) and
a different definition of . Finding the best form of the functional relation is an interesting
open problem.

REMARK 5.10. The relation (185) has similarities with [28], equation (2.9) and Propo-
sition 3.4, which describes the limit shape in the case of the uniform measure on tilings (which
can be obtained by setting g = q=1in (9)). The same paper also described how such formu-
las can be transformed to the formulas for the free projection in the free probability theory
by the means of the Markov—Krein transform. It would be interesting to find an analogue of
such transform in the present (q, k )—setting.

Several possible choices of q and ¥ make b;(x) a monotone function of x in Theorem 5.1,
which guarantees that (170) is positive and corresponds to the condition |d.bi(z)| > § in the
statement of the theorem. The choices correspond to real, imaginary, and trigonometric cases
outlined in Section 1.3. In our proofs we are only going to detail (a subcase of) the real case
by imposing the following restriction:

ASSUMPTION 5.11.  We require 0 < q < 1, and we require k to be a positive real number
such that, for some fixed § > 0 and all small enough & > 0, we have

KZ > max [q—2min(£x1(O)+t/2,N—t/2)] +8= q—N—sxl(O) +5.
0<t<T
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The arguments for other possible choices of q and « in the imaginary and real cases are
similar. The trigonometric case needs additional efforts and explanations. In order to keep
our presentation concise, we excluded it from Theorem 5.1 by requiring bi(x) to be a real
function of real x there.

The proofs of Theorem 5.1 and Propositions 5.3, 5.5, and 5.8 are presented in the rest of
this section: in Section 5.2 we check that Theorem 4.5 is applicable by verifying its assump-
tions; in Section 5.3 we transform the conclusion of Theorem 4.5 into the form reminiscent
to the PDE (179); in Section 5.4 we solve this PDE and show that Propositions 5.3, 5.5, and
5.8 are equivalent; in Section 5.5 we finish the proof of Theorem 5.1, and in Section 5.6 we
deduce Theorems 1.3 and 1.6 as its corollaries.

5.2. Assumptions in Theorem 4.5. Our proofs in this section rely on Theorem 4.5 with
6 =1 applied to transition probabilities (170). Here we check that the required assumptions
are satisfied and record the conclusion of the theorem. We start by introducing various nota-
tions.

We use three sets of functions,

¢t+(x) _ qT+N7171(1 _ qfo+1)(1 _ K2qx7T+l),
¢z_(x) — _(1 . qx-i-T—Z)(l o qux—l—N—z)’

(186) @ =y z/e), o (@ =¢./e),
G @ =01 =g (1 - kP,
¢ (@) =—(1—g"T (1 — kg,

The relation between ¢ti and goti is the same as between ¢+ and ¢* in the setting of Theo-
rem 4.5. On the other hand, @ti do not have shifts by 1 appearing in ¢;E. Let us also define

wt-i-(z) — ln(q) (_qT-‘rN—t + K2q2Z—t).

Then we have

o @Q=¢ @ +ev @D+0(%), ¢ @=¢ @,
Note that the function bi(z) = q~% + x2q% ! is symmetric under z — —z +t — 2logqk,
(187) b(z) = bt(—z +t—2logy«), b(z) = —b'(—z +t—2log, «).
An advantage of the functions gf)ti (z) over ¢ (z) is that they agree with this symmetry,
¢ (—z+t—2loggr) G (—z +t—2logqx) g

¢ (2) ¢ (2) K2
Next, we recall the smoothed empirical density p(s; x(¢)) of x(¢), given by (174), and

note its support,

supp(p(s; x(t/e))) C [1t), r(v)], 1(t) := max(exn (0),t —T),
r(t) :==min(N, ex;(0) +t+¢).

(188)

(189)

We need several integral transforms of p(s; x(¢)) defined for complex z outside b, ! (be([1(Y),

r),
-+
(190)  Gi(z):i= exp( G @)

fi(@) i=—-Gi(2) @)

/r(‘) bi(2)p(s; x(t/e)) ds)
1y bi(z) —by(s) '

Bi(z) == ()¢ () + ¢ (),

(191) ) _
Bi(z) := Gi(@)@ (2) + ¢ (2) = ¢ (2)(1 — f(2)).



1814 V. GORIN AND J. HUANG

Let us emphasize that since x (¢) is random so are all the above integral transforms. 3;(z) is the
function which we eventually need, because it enters Assumption 4.4. However, it is simpler
to analyze f;(z) and Bi(z), because of the following symmetries under z > —z +t—2log, k
transformations: using (187) we obtain

1
Gi(—z+t—2log k) = =——;
t e
further, using (188), we get
@i (—z+1t—2logy k)

@ (—z+t—2logqk)

fil=z+1t=2logg) = —Gi(—z +t— 2logg )

—_ 1 @ (2) _ 1
G@ ¢ ) AR
and finally, again using (188), we get

[;’t(—z +t— 21ogq/c)

(192) = Gi(—z +t—2logg )@ (—z +t—2logk) + @ (—z +t—2logyk)

t—2z t—2z
qi=—% z

. ~— ~+ ——
= (@ @) +G()¢ (2) = K2Gi(2)

T 2G(2) B(@.

PROPOSITION 5.12. In the framework of Theorem 5.1, for each t =0,1,2...,T — 1
transition probabilities (170) satisfy the requirements of Theorem 4.5, which means that As-
sumptions 4.1 and 4.4 hold almost surely for x = x(t).

PROOF. We fix t with t = ¢¢ and set in Theorem 4.5 0 =1, b = b;, b = by, ¢i = (b,i,
ot = goti, I1=1@1), r = (1), and B(z) = Bi(z). For x we are going to choose all possible values
of x(¢) which arise with positive probabilities. For the set A, we choose a large positive
constant C and define

T T
— <1 < —,
In(q) In(q)

Checking Assumption 4.1 is straightforward, and we only focus on Assumption 4.4. For
that we first check the conditions of the latter assumption for the function [;’t(z) rather than
Bi(z). For the check we need to identify all the zeros and singularities of l’;’t(z), which is split
into several steps:

Step 1. We would like to understand the solutions to f;(z) = 1 for z such that g¢ is outside
the set [qF, q'1 U [g'% 2, g "k ~2]. We claim that the solutions are at z, satisfying q° =
+q"2k~! and ft/ (2) # 0 at these points. First, note that for such values of g%, we have b;(z) =
0, Gi(x) =1, ¢ (2) = —@ﬁ (z), and, therefore, f;(z) = 1. In order to show that there are
no other solutions, we rewrite G(z) and ft(z), using the same computation as in (177) and
[Lr]C[t—T,N],

(193) A:{ze(C|— m(z) —C<Re(z)<%—logq(lc)—1/C}.

* bi(z)p(s; x) ds)
bt(z) — bt(s)

_ (49 do’ .
=exp ./1 7 + T q—z+t—210gq/( p(s;x) ),

Gi(2) = exp( 1
(194)
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@@ U—a N kg
G (2)  (1—q T — kgt

(195) o d
— _ q’ g’
B eXP( '/t—T(qZ —q° + q° — q_Z+t—210qu>>’
fie) =~ ~_(Z)g< )
N dqs dq“ ‘
- eXP(/;_T(qS —q° - q° — q—Z—H—Zloqu ) (1 - ,O(S, x)))
Denote

ds,
YA

and notice that, under the change of variable Z = g%, we have

G(Z)— fq 1= p(logy(S); x)

(197) fiz) = exp(G(Z) - G(qt';_z».

For real S and complex Z = Z| +iZ,, we have

(z=5)=5=2
Im =— .
Z-S (S—2Z1)2+ 73

Hence, for Z with positive imaginary part, we have

o0 Z2
O>ImG(Z)>—/ ——dS = —m.

o (S—Z1)P+ 23
Similarly, for Z with negative imaginary part, we have 0 < ImG(Z) < m. Therefore, the
expression under exponent in (197) has imaginary part between —27 and 0 if Im(Z) > 0 and
has imaginary part between 0 and 2r if Im(Z) < 0. We conclude that, for ﬁ(z) =1,itis
necessary for Z to be real.

At this point, the argument splits into two cases. Recall that we work under Assump-
tion 5.11 of large real «. The first case is that k> > q'~2N, which means that the intervals
[q"c 2, q" Nk 2] and [gN, g~ 7] are disjoint (the intervals are images of each other under
Z <> #). The second case is when these two intervals intersect (note, however, that we
always have the ordering "k 2 < gN and q" "Nk =2 < gt 7).

In the first case, we note that directly from (197) ﬁ(z) is a decreasing function of Z €
R _o; hence, there is at most one solution to ﬂ(z) =1 for Z € R_p, and this solution is
at Z = —q"/%! . Simultaneously, (197) implies that the logarithmic derivative (and hence
also the usual derivative) of ft 1s bounded away from O at this Z. Furthermore, ft(Z) is a
decreasing function of Z € [q"Nk 2, qV]; hence, there is at most one solution to ﬁ(z) =1
on this segment, and this solutlon isat Z = q‘/ 3 I with nonzero derivative of f, There
are no other real Z leading to solutions of fi(z) =1: For 0 < Z < q'k 2, both terms in
the exponent in (197) are negative; for Z > q'~', both terms in the exponent are positive;
for Z € [q"k 72, q Nk 2]\ [q 72, g Tk —2] and for Z € [qV, g7\ [o", g'], the values of

%@ are positive.

@ @
In the second case of intersecting intervals [q Tx=2, "Nk 2] and [gV, gt 7], the argument

remains mostly the same, except for the new case Z € [qN, g "Nk ~2] replacing the previous
Z € [q"Nk=2, gN]. In this new case, we can no longer rely on (197), because we are at the

fi(z) are negative, because both Gi(z) and
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singularities of the integrands and the meaning of the integrals are unclear; however, we can
still rely on (194) because Z is between the intervals [q' '« =2, """« 2] and [q", q']; we can
also use the first formula of (195). We thus modify (197) into

H(Z)
H(thZiz)’

(198) fi(2) =

where Z =q%, and H(Z) is

e[ )
————eXx S X
q—T-H 4 p 1 Z — qs P

& Ay L M)

Notice that, for Z € [gV, q‘_N/c_z],

(199)

3z In H(Z) ! + : +/r _da (1—p(s;x))
n = _ X
z Z—q" gz hrz-gp"

> ! + ! +/‘r dq’
T Z-qN o -Z hT1(Z-09)
1 1

= 0.
Z_q—N+qt—T_Z>

We conclude that H(Z) is increasing in Z and so is H (#)_1. Therefore, f,(z) 1s increas-
ing in Z, and the equation f;(z) = 1 is solved on Z € [qV, "Nk 2] only by Z = g%« 1.
The above bounds on the derivative of In H (Z) imply that the derivative of f, at Z =q"%k !
does not vanish.

Step 2. We rewrite Bt(z) = Bi(q%) and analyze the zeros and singularities of *B;(Z). We
claim that:

e All singularities of B;(Z) are inside the set [qF, q'] U [q % 2, g " 2].
e The zeros of B(Z) outside this set are at points Z = +qt/2k 1.

Observe that the singularities of Bt(q°) are a subset of singularities of Gi(z), and the latter
are singularities of the integral in (194).

For the zeros we note that, according to the definition (191), Bi(g*) vanishes whenever
either gZJt+ z)=¢; (1) =0o0r ﬁ(z) = 1. In the first case, since zeros of <ZJ1+ (z) are at 9° €
{aN, 9"k 2} and zeros of @ (z)areatqg® e {q' T, qt~Nk 2}, we should have either g° = g\ =
qNk=2 or g = q"k %2 = g T; in both situations the equality requires special values of
and implies w = q° = q"/2« . The second case f;(z) = 1 was analyzed in Step 1.

Step 3. We now check Assumption 4.4 for l§t(z). In Step 2 we identified all zeros and
singularities of Bt(z). Comparing with (193), we conclude that they are all outside A \ [1, r];
we recall A from (193). Hence, Bi(z) is bounded away from 0 and co on compact subsets of
A\ [1, r], as claimed in the assumption (the constant ¢ can be chosen to be independent of
x). It remains to check the second condition, that is, we want to verify

1 B o
(200) %jé) Bt(z) dz=0,

where w is an arbitrary simple contour inside A \ [I, r], enclosing the segment [, r]. Let o’
be an image of w under the map z — —z 4+t — 2log, «, and assume that both » and o' are
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positively oriented. Then (200) can be transformed using (192) and its z—derivative into
1 Bi(—z +t—2loggx 1 B 1 -2
(201) __f ~t( Eq )dZ:_.% Nt(z)dz—i-—.f azln< (; )dZ
271 Jo' Bi(—z +t —2logg k) 2mi Jo' Bi(z) 2mi Jo k“Gi(z)

We claim that the second integral in the right-hand side vanishes. Indeed, the definition of

Gi(z) readily implies that ln(%) is a holomorphic function on the contour w’; hence, the

contour integral of its derivative vanishes. Combining (200) with its equivalent form (201),
we rewrite the desired identity as

1 U
—yg B:t(z) dz 2o.

2mi wUw’ Bt(Z)
As in Step 2, we change variables and rewrite B(z) =By(Z), Z =q*. We have
1 0, B 1 9, B1(q° 1 B (Z
(202) ?g t(Z) dz — _% *Bi(q )dZ:—,y{ t( )dZ
2ri wUw' Bt (Z) 21 Jowuw %t(qz) 2mi qﬂ)Uqﬂ/ th(Z)

We compute the last integral as (minus) the sum of the residues outside the integration con-
tour. These residues are:

e Simple zeros of By(Z) at points Z = +q"?« !, as identified in Steps 1 and 2, lead to two

poles in the integrand, each one coming with res1due —1 for the integrand.

e At Z =0, the function B;(Z) is holomorphic, and there is no residue for the integrand.

e As Z — o0, the function B;(Z) grows as ¢Z? for a certain nonzero constant c, giving the
residue 2 for the integrand.

Altogether, the residues cancel out and (202) integrates to 0.
Step 4. We come back to Bi(z), as in (191), and check that it satisfies Assumption 4.4. We
have

(203) Bi(2) = Bi(2) + ¥ (2)Gi(z) + O(e?).

Hence, because l’;’t(z) is bounded away from 0 and co on compact subsets of A \ [1, r], so is
Bi(z) for small enough &.

?8 dz is an integer, because
this is the integral of the derivative of the multivalued function 271 In(Bi(z)), whose values
at a point differ by integers from each other (equivalently, the integral counts the winding

number of the curve Bi(w)). On the other hand, (203) and the result of Step 3 imply that
1B, 1 4 Bi()
o Bi(2)

Next, we note that the value of the contour integral 2 =%

_ dz +0(e) = O(e).
il Bz) - 2xi 2+0(e) =0()

Hence, for small ¢, the contour integral vanishes. [

REMARK 5.13. The proof of (200) in Proposition 5.12 might look mysterious, and one
can be wondering about simpler reasons to expect this identity to be true. If we replace Bi(2)
by Bi(z) :=¢; (2)(1 — fi(z)), where we used the form of (191) with complex slope of (178),
(180), then the vanishing of the contour integral can be related to the version of the complex
Burger’s equation of (179). Indeed, this equation gives

Z t+q Z

d;In By(z) = —dIn fi + 0, Ing +lnqm
F bl)pls) Qe
— 3 ‘7d}—aln + oG + 0@ +Ing—y ————
L 6oy 4] o i e
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The last term and —0;In gZJt+ are analytic in a neighborhood of (1, r]; thus, their contour inte-
grals vanish. An important cancellation is dIn¢; + 0;Ing; =0, because ¢, is a function
of z —t. The only thing left is the ds—integral; its contour integral gives the time derivative of
the total mass of p;, which is zero.

Let us record the conclusion of Theorem 4.5. In our present setting, (89) implies that, for
t=rte, At given by A of (193), and z € At \ [I1(t), r(t)], we have

l/r(t) bi(2)(p(s; x(r + 1)) — p(s; x(1))) ds
e N bt(z) — bt(s)
1 f In By(w)bj(w)by(z)
T 2miJo. (br(w) — bi(2))2
where the contour w_ C A encloses [1(t), r(t)] but not z; R;(z) is a bounded deterministic

term, and conditionally on x(0), x(1), ..., x(¢), AM;(z) are mean 0 random variables such
that {712 AM,(2)},c A\[Lr] are asymptotically Gaussian with covariance given by

[AMz(Zl) AMz(zz)}

2 T 12

(204)
dw + &R, (2) + AM, (2) + O(e?),

lim E

e—0

(205) + ’ / ! /
1 Gi(w)egy" (w)  by(w)b'(z1) b (w)by(z2)

Tomilo. . Biw)  (o(w) —by(z)? (or(w) — by@a)?

with z1 and z, outside the integration contour.

5.3. Application of Theorem 4.5. The aim of this subsection is to transform the result of
Theorem 4.5 for lozenge tilings, as recorded in (204) and (205), into the following statement.

PROPOSITION 5.14. In the framework of Theorem 5.1 and using the notations of Sec-
tions 5.1 and 5.2, for t =te, we have, as € — 0,

1 [ /rm by @p(six+ 1) /“” Bi(R)p(s; x (1) ds}
(2068) 1) bre(z) — brye(s) 10 br(z) —bi(s)
KZqZ—t + q—Z

= —0:InBi(2) +In(0) — &I (2) + e R (2) + AM,(2) + O (),

qz—t — q—z
where the contour w—_ C Ay encloses [1(t), r(t)] but not z, and R;(z) is a term (we do not claim
that it is the same as in (204)) which can be expressed as an integral of a uniformly bounded
function against the measure p(s,x(t))ds. After conditioning on x(0),x(1),...,x(t), the
terms AM;(z) are mean 0 random variables such that {5_1/2AMZ(Z)}zeAt\[l(t),r(t)] are
asymptotically Gaussian with covariance given by

E[AM,; (z1) AM;(z2)|x ()]

€
1 7g fw)  bjwibj(z1)  bjw)bj(z2)
27i Jo_ fi(w) — 1 (or(w) — by(21))? (br(w) — by(z2))?
with z1 and z» outside the integration contour. The asymptotic Gaussianity is in the conver-

gence of moments sense, as in Theorem 4.5. O(¢?) is in the sense of moments, uniformly in t
and z € At bounded away from [1(t), r(t)].

(207)

dw + o(1),
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PROOF. The left-hand side of (206) differs from the left-hand side of (204) by the term

l/r(t)( by, (2) - b(2)
e ity \brie(@) —brye(s)  by(z) — by(s)
PV (G WS
_/1(t) al(bt(Z) _bt(s)>,0(5,x(l‘))ds+o(8).

The asymptotic covariance for the term AM;(z) in (206) and in (204) is the same: we only
used the identity

)p(s; x(t+1))ds
(208)

Gw)gt ) fi(w)
Bi(w) ft(w) —1
to rewrite the covariance (205) as (207). This identity follows from Bi(w) = l’;’t(u}) 4+ O(e),
¢; (w) =¢; (w), and definitions (190) and (191).
We further simplify the leading term in the right-hand side (204), integrating by parts

and then deforming the integration contour through w = z. Denoting through w4 a contour
including both [1(t), r(t)] and z, we have

L% In By (w)bi(w)bi(z) w:_i.% lnBt(w)aw[ bi(z) ]dw
27i Jo_  (by(w) — bi(2))? 27 Jo_ br(w) — by(z)

1 8 In By(w)b(2)
(209) i % o) —bz) Y

+ O(e)

- 2ri
_ iyg Oy In Br(w)bi(2)
© 27i wy  bi(w) —bi(z)

We replace By(w) = l’;’t(w) + O(e) throughout the last formula, accumulating O(¢) total error.
The second term —d, In B;(z) then turns into the first term in the right-hand side of (206), and
it remains to deal with

dw — 9, In By(z).

1 ~ b’
e BB
2mi Joy br(w) — bi(z)
(210) . aq? aqv
= _Z_JTi a)+[3w lnBt(UJ)] . (qz —qv + qv q—z+t—210gqx)'
It is helpful to make a change of variables w = —w’ +t — 2log, « in the second integral

(210); denoting the image of w. contour by @’ (both are positively oriented) and using (192),
we have

1 ~ dg®
% £)+ [8w In Bt(w)] qv — quthfZ]qu K

1 _ ) dq—w’—l—t—Zloqu
=5 i)/[—aw/ In By(—w" 4+t —2log, )] - T,

q—z—l—t—Zlogq K

1 ~ dqw’
= 2ni ﬁ,[_aw’ InBy(w') +2Inq + dyr InGy(w')] - (_dw/ - qw’)'
dqw/

qz_qw’ °

The dw’ integral vanishes and so does the integral of 2Inq Hence, renaming back w’

into w, we convert (210) into

1 dg¥ dg®

~ 1
211 — 0y InB ——yg Oy 1 .
211 —¢ o W B0 = e G
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We compute two integrals in (211) separately. For the first integral, we recall the notation
Bi(w) =B(q"¥) and make a change of variables W = g%, converting the integral into

Inq dw
— W|ow InBy(W .
[Ow InBy( )]W—qZ

/

27Ti q“’+ ug®

We compute the last integral as minus the sum of the residues outside the integration contour.
This is similar to Steps 2 and 3 in the proof of Proposition 5.12. The residues are at Z =
+q"2k~! and at Z = co. At each of the former points, dy InBy(W) has a simple pole of
residue 1; hence, these points give contribution

t,—2 2z
q'Kx q

At large W, B{(W) grows as c¢W?2, and, therefore, the integrand behaves as %, resulting in

the contribution 21Ing. Summing with (212) and also noticing that o In (ﬁf (z) = —Inq, we
conclude that

1 B dgw -z 2~2—t
— f 3y In By(w) a _ IHQ<w
271 Joy Uef q¥ — ¢f

Combining with —d, In Bi(z) from (209), we obtain all three first terms in (206). It remains
to show that (208) cancels with the second integral in (211). We transform the latter using the
formula for Gy(w) in (194),

q—Z — K2qz—t) + at lngzt_k(z)

1 dqgv”
— |
3t B, B inGin)

1 r0/ dq’ dg’ dq"”
- 2_7-[1 fi{)/ O |:/l‘(t) <qw —q + 9 — q—w+t—210qu)'0(s’ x(t))i| q¥ — ¢ :

In the terms of the last formula, the first one integrates to 0 because there are no w—
singularities inside the @’ contour. For the second term, we swap the order of integration
and integrate over w first. Changing the variables W = q* and then evaluating the integral as
(minus) sum of the residues outside the integration contour, we have

1 1 dq? 1 Ingq- q—w+t—210gqx dq®
2 /‘“ . [qs —q vl ] @ —q 27 /w (qF — q UKy qu — g
1 / Wing- qt—210gq K dw
2mi qw’ (qu _ qt—ZIquK)Z W — qZ

t—2log, —z+t—2log,

_ 9°Ing-q _ Ing-q
(Fq° — qt—210gq/<)2 (o° — q—z+t—2logqx)2

We conclude that the second integral in (211) is

r® Ing- —z+t—210gq/<
/1 -9 p(s: x(1))dg’.

(t) (q; _ q—Z+t—210qu)2

On the other hand, the integral in (208) is readily transformed to the same expression,

o, (_da’ dg’
/l(t) at(qz —-qf + 9 — q—Z-H—Zloqu)lO(s’ x(1))

r() Inqg- q—z+t—210gq/<.

N s;x(2))dg’.
10 (qs—q_z‘f“—Zlquk)zp( (1)) dq .
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5.4. Equivalent descriptions of the limit shape. In this subsection we show that the de-
scriptions of p; given in Propositions 5.3, 5.5, and 5.8 are equivalent.

THEOREM 5.15. Take a family p, 0 <t <T of measures of total mass N, supported
on [t — T,N], and of density pi(s) at most 1. Suppose that pg is given, while pt, t > 0 are
unknown. If these measures are descibed by either of Proposition 5.3, Proposition 5.5, or
Proposition 5.8, the resulting family py is the same.

PROOF. Step 1. We start by explaining that the complex slope fi(z), defined through
(178), uniquely determines the density pi(s). Indeed, for x € [t — T, N] and ¢ > 0, we write

arg fi(x +ie)

_ —Im(/N bi(x +ie)(1 — pi(s)) ds)
N t—T  br(x +ie) — by(s)

o b} (x + ie) -
- [_Tlm([bt(x)—bt<s>]+[bt<x+ie)—bt(xn)(l pr(s)) ds

B /N Im(b{(x +ie)[bi(x) — bi(s)] — by(x +ie)[br(x +ie) — by(x)]
=T [br(x) — by(s)]? — [by(x +ie) — by(x)]?

Let us send ¢ — 0+ in the last formula. Assuming bi(x) # 0, we have (uniformly over s €
[t—T,N]

)(1 — pi(s)) ds.

m( bj(x +ie)[br(x) — by(s)] ) _ e ()[byx) —bi(s)] + O(e?)
[br(x) — br(s)]? — [br(x +ie) —by(x)]>/  [br(x) — bi(s)]? + &?bj(x)? 4 O(e3)’
m( —bj(x +ie)[br(x +ie) — by(x)] ) _ —e(bj(x))* + O(e?)
[br(x) — br(s)]? — [br(x +ie) —br(x)]*/  [br(x) — br(s)]* + &2bj(x)? 4 O(e3)
Hence, using the fact
_/OO % dy = . y= bt(x) — bt(s)
—00 Y- +¢ b (x)

and that the integral is sharply concentrated around O as ¢ — 0, we conclude that

1
lim —arg fi(x +1ie) =1 — pi(x).
e—>0+ 71T

Step 2. Next, we take fi(z) satisfying the PDE of Proposition 5.3, which we rewrite as

hfim) | 3 fi(2) :ln(q)M
f)  fild) =1 gt — g

Our goal is to solve!! this PDE arriving at the expression of Proposition 5.5. For that we are
going to use the characteristics method.

The method guides to search for the three—dimensional hypersurface of triplets (1, z, fi(z))
solving (213) as a union of one-dimensional characteristic curves t(t), z(t), f(t), with each
curve solving the differential equation

(213)

1 K.ZqZ—t +q—Z

Ort= 0z = ﬁ, o f = ln(Q)quz_t e .

1
7

H'We only search for solutions of the form (178) and do not investigate possibility of other solutions.
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Because we only care about the hypersurface itself, we can replace t by any other parameter.
The key simplifying observation, leading to the relatively explicit expressions for fi(z) in
our case, is that we are able to choose t as the parameter. Hence, we are looking for a two-
dimensional family of curves'? (z!, 1) € C2, t > 0, which we are going to enumerate by
their initial conditions (z°, f 0y = (u, fo(u)). We choose the z—component of the curve to be
solving the differential equation

t
_f@) >0, =u.

RoH-1 7

The equation for the f—component can be read from the fact that f! comes from substituting
z = zz into the function fi(z) solving (213),

(214) ozl =

' = OAE)] = AR s+ 0D et = 7|
(215)

W) B A
ﬁ&)_%ﬁ&)—ll 4

Z t+q—z
—1H(CI)ftT’ t=0, /%= fow).

q Z
We further introduce a domain

(216) }D)t:{ze(C:OSImzf—IL,Rezft/2—loqu}
nq

and notice that by is a bijection between this domain and closed lower half-plane, which is
a conformal bijection between the interior of this domain denoted DDy and open lower half-
plane. Thanks to the relations (which are all immediate from the definition),

Q17 fil-ztt-2logg) = ——, A =R, f(z+3—) ),
fi(2) 1

we can restrict our study of fi(z) to Dy: the values of fi(z) outside D; can be determined from

its value inside ;. Hence, we can summarize our task: for each z € D, we would like to

find an initial condition # and corresponding solution to the following system of differential

equations

oz = ' =u,
t—1
(218) f Zth—t n q_Zt
0
o f' =In(q) f* P —— f=fow)
such that z! = z; once they are found, we obtain f;(z) = f*.
The system of differential equations (218) has two first integrals, which are expressions
staying constant along the trajectories (t, z!, '), cf. [19], Theorem 2.1. As can be verified by
straightforward differentiation, they are given by

ftq—zt _ quz'—t qt B B B 1+ ft
(219) U(u)zqt 1 _ft :E(_(q zi_l_quzl t)+(q zt 2qz t)l _ft)
g% — flelg 1( R 2t 1+ft)
220) V(u)= =@ ) : i
(220) V() . H@F Hwa ) @ — k)

1250mewhat abusing the notations, the upper index t in z' and f! indicates the time coordinate on which they
depend; on the other hand, q! stays for the number q raised to the power t.
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Because trajectories are parameterized by initial conditions u = z°, the values of the first
integrals in (219), (220) depend on u. This dependence can be made explicit by plugging
t=01into (219), (220),

_ fowg™ —k*g" v = T~ fowi?q!
- ’ (M) -
1 — fo(u) 1 — fo(u)

Combining (219) and (220) and recalling by(zt) = q~% + quz‘_t, we express z' in terms
of tand u,

(221) Uu)

Uu)

(222) br(zt) =V (u) — q

If we treat (222) as an equation determining u as a function of t and z = z!, then it matches
(182). Once we find u, it is also helpful to subtract (222) from its t = O version, resulting in
223) bi(z) ~bo0) _ ;.

l—qgt
Equating the expressions for U (1) of (223) with (219), we can express f' through z!, u, and
t. Replacing fi(z) = f' and z = 7!, we arrive at the desired (181) of Proposition 5.5. Note
that (222) might have several u satisfying it (or none), and we have not yet explained how to
choose the correct u—this will be done in Step 5.

Step 3. Further, we present an alternative way to package the characteristics method for
finding fi(z), which solves the PDE of Proposition 5.3. This will lead us to the expression of
Proposition 5.8.

Guided by (219) and using symmetries (217), we notice that the expression

Si@Da7F =k Pg
1— fi(2)
2mi

is unchanged under z — z + inq and z — —z +t— 21In(k). Therefore, there exists a function

St(w) of complex argument w, such that

Jil@DaF —kPg
1 — fi(z)

for all z such that by(z) is outside b([t — T, N]). The function Si(w) is holomorphic in w,
except, perhaps, at w € by([t — T, N]). Notice that once we know (t, z, St(bt(z))), we also
know (1, z, fi(z)) and vice-versa.

We now come back to (218) and introduce w' := bi(z!) and S' = Si(w'). Let us describe
the evolution of the triplet (t, w!, S'), t > 0. Notice that U (u) in (219) becomes S'. Therefore,
the value of S' does not depend on t. On the other hand, (223) becomes

(224) Si(bi(2)) =g

(225) w'=w'4+(1-q YU =uw’— (g7 - 1)8°.
Therefore, the equation S = S” can be rewritten as
(226) St(wo — (97" = 1)So(wp)) = So(wo).

If we now rename Sp(wg) = v, then we get
S P —@-1r=8"w).

which is precisely (185) of Proposition 5.8.
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Step 4. We are now going to show that the function S;(w), defined in the previous step by
(224), has the form (184) for some measure . For that we would like to check that Sy(w) is
a Nevanlinna function,

(227) ImSi(w) <0 whenever Imw < 0.

Recall that bi(z) is a conformal bijection between the interior Dy of the domain of (216) and
lower half-plane. Hence, (227) is equivalent to

-z, 2~z—t
(228) ImUi(z) <0 whenever z € D?, where Ui(z) = q' f@)a 9

1 - fi(2)
It is helpful to also use an alternative representation of Ui(z),
t
q S22t 4 (gt 2ty LT 1D
229 Ui(z :—<— kT (T =g ———— ).
(229) @ =>(~( q°7) +(q q )l—ft(z)

For z on the right boundary of Dy, that is, Rez =t/2 — log, «, we have | fi(z)| = 1, because
the integrand in (178) is purely imaginary. Further, g% + x2q* ' is real, and g% — k2q* ! is
purely imaginary. Plugging into (229), we conclude that U;(z) is real on the right boundary
of ]D)t .

For z on the bottom boundary of D by the argument of Step 1, Im fi(z) > 0 and, therefore,
also Im[%] > 0. On the other hand, g% 4 «2q%7%, is real and q~% — «k2q*~! is negative
real. Plugging into (229), we conclude that Im Ui(z) < 0 on the bottom boundary of ;. Note
that for the points on the bottom boundary where pi(s) € {0, 1}, the same argument shows
that Ui(s) is real.

For z on the top boundary of Dy, the integrand in (178) is real (and nonsingular); therefore,
fi(z) is real and so are q % + k2q* ' and g% — k2q7~%. Plugging into (229), we conclude that
Im Ui(z) = 0 on the top boundary of Dj.

Dy does not have a left boundary, but we should also study the case Rez — —oo. We
investigate the integrand in (178) using

bi(z) _.
0@ — bis) Ing+0(q7%), Rez— —o0.
Since the total mass of the measure py is N, we get fi(z) = q'~T + O(q~?) and, therefore,
K2qz71
(230) Ut(Z) = W + O(l), Rez — —o0.

Inside Dy we have 0 < Imz < — ﬁ, leading to the imaginary part of the last expression being
negative.

The function ImUi(z) is harmonic in DDf. We have shown that it is nonpositive on the
boundary of this domain and as Rez — —o0. Using the maximum principle, we conclude
that (228) and thus (227) also holds.

Using the representation theorem for Nevanlinna functions (we refer to Appendix A in [6]
for a detailed discussion), (227) implies that

1 s
+ —)Mt(dS)

(231) St(w)=aw+ﬁ—/R<w_s e

for a certain measure py on R and real constants « > 0 and 8. Our definitions imply that
Ui(z) does not have any singularities for large complex z; therefore, Si(w) is holomorphic
for all large enough w, and the measure ui(ds) should be compactly supported. Hence,
Iz 1+S—Y2 wut(ds) can be absorbed into 8. On the other hand, (230) implies that, for large w,

Si(w) = ﬁ +o(w).

This fixes the constant « in (231) and turns it into (184).



DYNAMICAL LOOP EQUATION 1825

Step 5. In the previous steps, we explained how using the values of z' or w'! one can
reconstruct the values of fi(z!) and Sy(w!), respectively. In this step we analyze the values
which z! and w' take.

We define the liquid region of the measure p; through

(232) Ly={se[t—T,NJ0 < pi(s) < 1}.

Observe that by the argument of Step 4, the only points of the boundary of Dy, where Ui(z)
is nonreal, are those of L.

Take a point u € DY, and consider the evolution z! = z%* solving (218). Let t(x) be the first
time when z%* hits the boundary of ;. Note that z'®)* € £, because Uy(z'®™)*) = Ug(u) is
nonreal.

LEMMA 5.16. For eacht > 0, the map u + z"" is a conformal bijection between {u €
Dolt < t(u)} and DY, which continuously extends to a homeomorphism between the closures
of these two domains.

PROOF. Instead of dealing with u > z'* directly, we consider the map bg(u) > by(z%*);
in the notations of Step 4, this is the map wq > w'!, which is given explicitly by (225),

(233) w? > w® — (g7 = 1)S°.

According to Step 4, S” = Sp(w") is a complex number with negative imaginary part.
Hence, w!, as a function of t, has increasing imaginary part, and the time t(b, 1(w)) is
the first time when w' becomes real. Since by is a bijection between D¢ and (open) lower
halfplane, the lemma becomes equivalent to the study of the map (233) between the set
{we ClIm(w — (q7' — 1)Sp(w)) < 0} and the closed lower halfplane {w € C|Im(w) < 0}.
Using the representation (184), we rewrite the map as

.
qg  —q —t —t / dueo(s)

234 W W————— — —1)C —1 —_—

(234) e C RS C I vy

The maps of this type (up to rescalings and real shifts, which preserve the lower halfplane

and, therefore, are irrelevant) has been studied in the free probability theory before and the

desired statements on being homeomorphism and being comformal is [11], Lemma 4. This

finishes the proof of Lemma 5.16. [

REMARK 5.17. The statement of Lemma 5.16 leads to the definition of the map u > 7"
on the boundary of {u € Dyt < t(u)}; equivalently, we can define the map wo > w' on the
boundary of the domain {w € C|Im(w — (q~' — 1)So(w)) < 0}. By continuity these maps are
defined by exactly the same formulas: 7" can be found solving (218), while w' is given by
(225) or (233).

We also observe that the boundary of {w € C|Im(w — (97" — 1)Sp(w)) < 0} naturally
splits into two parts: the part with strictly negative imaginary part of w is being mapped
by wo > w' into the liquid region by(Ly), and the part on the real axis is mapped to the
complement R\ by(Ly).

The role of Lemma 5.16 is twofold. First, it guarantees that the procedures of Steps 2 and
3 work for all relevant values of z or w, because all of them are possible values for z' or w'.
Second, it explains which u solving (182) we should choose: this must be the unique u such
that

ueD], and Im[bo(u) — (9~ — 1)So(bo(u))] <O,

which is precisely the condition of Remark 5.6.
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Step 6. At this point we have verified that if p is described by the PDE of Proposition 5.3,
then it can be found through the formulas of either Proposition 5.5 or Proposition 5.8. For the
sake of completeness, we also would like to check that if f;(z) is found from the formulas of
the latter two propositions, then it solves the PDE (179). We start from Proposition 5.5

Letu = u(z,t) and fi(z) be obtained by the procedure of Proposition 5.5. We use functions
U(u) and V (u) as defined by (221). We claim that

2)q ¢ — kgt ~Z_ f(z 2gt
(235) Uz, p) =g 21 T V=A@
1 - fi(2) 1 - fi(z)
To prove the claim, we notice that (182) can be rewritten as
(236) a2 = V) —q U ®W).

On the other hand, expressing fo(x) from the definitions of U (u) and V (#) in (221) and
equating the results, we get

Uw)+x*q" g “— V)
g+ U@ k= V)

(237) equivalently: q7*+«k2q" = V(u) — U(u).

k>q"* 4+ q*, arising in the last formula, can be reexpressed using (181) as
q? +K2qz _ ft(z)(q_”‘ —I—quz_t)
1 — fi(z)

Combining (236), (237), and (238), we get a system of two linear equations on U (1), V (1),
which is solved by (235).
Next, we take (235) and differentiate it in t and z, getting four identities:

U'(u(z,1)0;u(z,t)

_ /@@ —¢%9) — (@977 (1 — £i(2) Ing —«?q°(1 — £i(2)) Ing
(I - £i(2)? ’

(238) q“+k’g =

U'(u(z,1))0w(z, t)

_ dfi@@ T — k%0 + AT (1 - £i(2)) Ing
(I - £i(2)? ’

V' (u(z,1)d;u(z, 1)

_ R A@@F K*q7H) — g7 (1 = £@) Ing = A1 = £i(z) Ing
(1 - fi(2)? ’

V' (u(z, 1) dwu(z, )

_ h@@ 7 — k%) + fir?a (1 - fi2) Ing
(I = fi(2))? '

The product of the left-hand sides for the first and fourth identities is the same as the product
for the second and third identities. Therefore,

[0: i) (d'% — k°q°) — fi(2)d" ¥ (1 — fi(2)) Ing — k*q* (1 — £i(2)) Inq]
x [0 /i(2) (a7 — k%0° ") + fild)’q* (1 — fi(2) Ing]
= [ i) (@F — x’d) + /(A (1 = £i(2)) Inq]
x [3: 1) Q7% — k2" —q7¥(1 — £(2))Ing — fi(2)k*q* (1 — £i(2)) Ing],
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which simplifies to
—[0: D] A1 = fi2)(a —x*q7 ) (g% — k*g%) Ing
+ [ A@](1 — A@) (@ F — kg7 (q77 — x2q7) Ing
= fi)(1 — /(@) (kg = ¢ F)(Ing)*.

Dividing by fi(z)(1 — £(2))*(@™% — k?q*")(q""* — k?q%) Inq, we arrive at (179).

Step 7. Finally, we assume that f;(z) is obtained by the procedure of Proposition 5.8. Our
task is to show that it satisfies the PDE (179). Recasting (185) as (226), the procedure can be
summarized as follows. Given (t, z), we first find w = w(t, z) such that

(239) w— (@' = D)So(w) =q % +x*q*".
Then we find fi(z) by solving
AR kg

So(w
o(w) 1= 7
which results in
So(w) + k*g° g7 —k’q°
240 _ ootk oy ey T T
(240 T = 5wy +q= M= o)+ o

Differentiating (239) in z and t, we get
[0.w](1 — (@' = 1)Sp(w)) = —q*Inq +k*q*'Inq,
[Brwl(1 — (7" = 1)SH(w)) = —«k*g*'Ing — q'Sp(w) Ingq.
On the other hand, differentiating (240), we get
9 In fi(z) + 9;In(1 — £i(2))
_ Swwl  Syw)ldw] + g *lng —q™?Inq—«3g?Inq

(241)

- So(w) + kg7 So(w) + gt—= qt—? — k28
(242) Sy(w)[8;w] — g *Ing
So(w) +q'~2
[atw] [a[UJ] + [8 w] q_Z + quz—t
= S; ( - > ) — Ing.
o) So(w) +k2q¢  Sp(w) + g2 q% — 2t nq

The last term in the right-hand side matches the right-hand side in (179). Hence, it remains
to show that the first term in the right-hand side of (242) vanishes. We check

?

[0, w](So(w) 4+ q'%) = ([d,w] + [d,w])(So(w) + k2qF);

equivalently: [d,w](q"* — quz) 2 [0, w](So(w) + /czqz).
The last identity is checked by taking the ratio of two identities in (241). [J

5.5. Proof of Theorem 5.1. The measures p(-; x(¢)) of densities p(s; x(¢)), as given by
(174), are originally defined for integer values of ¢, and we now extend the definition to all
t € [0, T'] by linear interpolation between integers.

Let C([0,T], #1(R)]) denote the space of continuous functions from [0,t] to the
set of probability measures on R equipped with the weak topology of measures. Then
o(; x(s71) represents a random element of this space. In fact, there is a compact set
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K c C([0, T], #1(R)]) such that the distribution of p(-; x(e‘lt))oftg is supported on —
this is because measures p(-; x(¢~t)) are supported inside [t — T, N], and the dependence
on t is Lipschitz (each component of x(¢) jumps at most by 1 when ¢ grows by 1), cf. [4],
Lemma 4.3.13.

Since the space of probability measures on a compact set is compact, we conclude that the
stochastic processes p(:; x(e‘lt))ostST have subsequential limits in distribution as ¢ — 0.
We let (p)o<t<T be one of the limiting points. Our task is to show that p; are described by
Propositions 5.3, 5.5, 5.8. (Implying, in particular, that all the limiting points are the same
and, therefore, coincide with ¢ — 0 limit.) Note that, for each 0 <t < T, py is an absolutely
continuous measures of density at most 1, because so were the prelimit measures.

For any t € [0, T] N ¢Z, using Proposition 5.14, we have

/r(‘) b{(z)p(s; x(e~11) ds
1) bt(z) — bi(s)
_ f"@) by (2)p(s; x(0)) ds
10)  bo(z) —bo(s)

(243)
v kg +qF
+eMi(z) +¢ Z —0, In B (z) —Hn(q)zzi — 0; ln(p ()
T q Z
T€[0,HNeZ

+ O(e),
where M(z) is a martingale given by
(244) M@= Y AM1,(2).

t€[0,t)NeZ

We can estimate the M(z) term by Doob/Kolmogorov’s inequality for martingales,

g2
Prob( sup |[e My(z)| > A) < — Z E[AMS—II(Z)]Z, A >0.
0=t<T 22 7€[0,T)NeZ

Using (207), each term in the last sum is O(e). There are O(e 1) terms, and, therefore, the
probability decays as O(e2/A%). We conclude that the martingale part in (243) goes to 0 in
probability as ¢ — 0. Hence, ¢ — 0 limit of (243) gives an integral equation for px,
/r“) br(2)pr(s)
1) bi(z) —bi(s)
_ /r<0> by (2)0(s)

(245) = ds
100) bo(z) —bo(s)

i— 'L'_|_ —Z
—|—/|: 0, ll’lB (Z)+1H(Q)2qz_[7_cq]__a 11’1§0 (Z)i|df

Zz

where B; (z) is the limit of B;(2), given by B, (2) = ¢; (2)(1 = fz(z)), using the notation
(178). We also recall that

5t @) ( r®  by(z)pe(s) )
(@) T(Z) xp /m) br(2) — br(s)

Hence, differentiating (245) in t, we get
dIn fi(z) — & In g (2) + dgy (2)

qZ t+q—Z
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Cancelling —0;1n g5t+ (z) terms and noting that 8¢, (z) = —9;In¢; (z) from the definition
(186), we arrive at the PDE (179) of Proposition 5.3. Theorem 5.15 then yields that the
measures pr, 0 <t <T, are given by the procedures of Propositions 5.5 or 5.8.

5.6. Proof of Theorems 1.3 and 1.6. In Theorem 5.1 we identified the limit shape for
lozenge tilings of the trapezoids, and in this subsection we explain that the description of this
theorem matches those of Theorems 1.3 and 1.6 in the Introduction.

We start by analyzing the equation (19). Note that this is the same equation as (182);
however, the variable z is a complex number outside the support of p; in the latter, while a
similar variable x in the former is a real number, which might belong to the support of p;. Let
us recast the equation. We have fy(u), given by

@ —q9)k>q T —a™) & @ — g% —q ™)
(2N =g (@ T = a*) ;_; (k2q* —q~)(g% —q*)
_ _ N bi(u) (1 — po(s))
N eXp( /t_T bi(u) — by(s) ds)’

where we used Remark 5.2 to match two forms of fy(u). Let us introduce the new variable
u = g” so that

(246)

r

r (@—gMYm—«"2q" H(u—qf’f)(u—x—zcr%
W—k2qgMu—q™ ) ;| W—x"2q7)(u—q%)

fo(u) = go(q"), go(w) =q

(We used }"7_;(b; —a;) = N in transformation of fj into go.) Using (15), the equation (19)
has the form
2 xt_ @' =D@ru—uh

(247) q X+ kgt = +xutu gt
1 —go(w

PROPOSITION 5.18. Taket € [0, T] and x € [t — T, N]. For the equation (247) either:

e all its solutions u have real u=! + 2u, or
e there is a unique quadruple of complex solutions (u,u, k™~
u~! + k2w, and all other solutions have real u=! + k*u.

2541

u- ,K_2ﬁ_1) with complex

PROOF. Recall that we still only detail the case of 0 < q < 1 and large real «, as in
Assumption 5.11.

Multiplying (247) by u(1 — go(u)) and then by all denominators in the definition of go(u),
we arrive at a polynomial equation of degree 2r + 4 with real coefficients, which has at most
2r + 4 complex solutions. Note that the equation is unchanged if we replace u by x ~2u~!
(go(u) turns into ﬁ under this transformation). Hence, all its complex solutions come in

quadruples (u, u, P K_zl_l_l). If u is nonreal, then all these numbers are distinct, unless

u=«"20"!. In the latter case, u~! 4 x ~2u is real. Hence, nonreal u~! 4 « ~2u leads to four
distinct nonreal solutions to (247). Therefore, the statement of the proposition would follow,
if we manage to find 2r — 3 distinct real solutions to (247).

Let us search for real solutions satisfying u > x~!. Due to u > x ~2u~! symmetry of the
equation, it would be sufficient to find r — 1 of such solutions. For that we study the behavior
of the function gp(u) — 1 on the segment k!, 400).

Immediately from its definition, gg has r zeros at points u = g% and r poles at points
u= qbi, 1 <i <r. There is another pole at u = q_T. Finally, there are two cases: in case A,
gN is another zero in [u, +00); in case B, K_zq_N is another pole in [u, +-00). (Only one of
these two points belongs to [k ~!, +-00); this point is inside (k ~!, g°r).) Other zeros and poles

2
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el

Case A " a Case B

FI1G. 8. Zeros (gray circles), poles (vertical lines), and signs for the function l—g% forue (=1, +00).

of go are outside [k !, +-00). In particular, we conclude that gy is positive on each segment
(@, g%).

Note that go(u) = 1 is a polynomial equation of degree 2r + 2. It has two explicit solutions
at u = +« . In addition, on each segment [qbf, g?] the continuous function go(u) changes
from +o00 to 0; hence, there are points ¢; € (a;, b;), 1 <i <r such that go(q%) = 1. Due
to symmetry go(/cfzufl) = (go(u))*l, we also have go(/cfzqfci) = 1. Therefore, we have
found all 2r + 2 zeros of go(u) — 1, and all these zeros are simple.

We can now analyze the function ;— —— (u) on [k~!, +00): it has poles at r + 1 points

{«=1,q%,q%1,...,q%} and zeros at r + 1 points {q®,q>1,...,qP",q"'}; there is one
more zero at k ~2q~N in case B. This is schematically shown in Figure 8 together with signs
of 1 g L which can be understood from zeros, poles, and observation limy_; o go(W) =

q- T~ 1. We conclude that on each segment (g%, q%-1), 1 <i <r, the function m
changes from 400 to —oo and so does the right-hand side of (247). Thus, there is a solution
to (247) on each these r — 1 segments, and we found the desired » — 1 real solutions on
(' +o00). O

PROPOSITION 5.19. A point (t,x),0 <t <T,t—T < x <N, belongs to the liquid region
L(P) of (13) (in the notations of Theorem 5.1 it means that 0 < pi(x) < 1) if and only if the
equation (247) has a solution such that u~! + «2u is nonreal.

PROOF. Suppose that 0 < pi(x) < 1. Then, as we observed in Step 1 of the proof of
Theorem 5.15, limg_, o+ fi(x + ie) is nonreal. Using Proposition 5.5, this implies through
(181) that ™" + x2q" is nonreal. Since g* solves (182), which coincides at z = x with (247)
in the variable u = g%, we conclude that (247) has a solution with nonreal u™! + «2u.

In the opposite direction, suppose that (247) has a solution with nonreal u~! +«u; among
such solutions, let w® be the one with negative imaginary part. As in Step 3 in the proof of
Theorem 5.15, we start the dynamics (t, w!, St)tzo from this particular wO. The dynamics
is rewritten as the linear evolution in (225), and comparing this evolution with (247), we
conclude that w' hits the real axis at the time t given in the statement of Proposition 5.19
and at point w' = g~ + k2g*~!. On the other hand, the value of S! is preserved in the time
evolution and equals S, which is nonreal according to Step 4 in the proof of Theorem 5.15
(applied for t = 0). Looking back to the definition of S' from (224), we conclude that f;(x)
should be nonreal. Hence, as in Step 1 of the proof of Theorem 5.15, we should necessary
have 0 < pt(x) < 1. O

PROOF OF THEOREM 1.6. We use Theorem 5.1 and note that the height function of
Theorem 1.6 can be written as

eh(e1t, e71x) :/X o(s, x(s7 1)) ds.

—00

Using (176) and noting that #(¢~'t, e ~'x) is uniformly Lipschitz in (t, x), we conclude that
the convergence of (18) holds and the limiting height function is described through

(248) h(t, x) = /X pt(s)ds.
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Proposition 5.19 implies the description of the liquid region L(P), as claimed in Theorem 1.6.
We further use the description of p; of Proposition 5.5. Taking (t, x) in the liquid region and
sending z — x 4 i0 in (181), we arrive at the formula (20). The only difference is that we
approached the definition of the complex slope f; in a different way: in Proposition 5.5 we
used (178) in terms of the measure p;, while in Theorem 1.6 we used definition (17) in
terms of the local proportions of lozenges. Hence, we need to show that these two definitions
coincide: for that we take f;, as given by (178), and show it satisfies (17). We computed
%arg fix+10) =1 — pi(x) in Step 1 of the proof of Theorem 5.15. Comparing (248) with
(12), we conclude that p. (t,x) =1 — pt(x) and arrive at the first identity of (17).

For the second identity of (17), we need to use the PDE (version of the complex Burgers
equation) of (179). Choose M to be a very large positive number. We have

X

no+pm=1—mML0+&Mx0+&ML@=1+&ML@=1+&f p(s) ds
M

X 1 X
= 81/ [(pt(s) = 1)1g>t—1]ds = ——3; lim / arg fi(s +ie)ds
M T e—>0+J-m

1 X X

1
=—— lim o[Imln fi(s +ie)]ds = —— lim Im[dIn fi(s +ie)]ds
T e—>0+J-Mm T e—=>0+J-M

1 X 2 s+ie—t —s—ie
=~ lim Im[as In(1 — fis +ie) — In(g) S0 9 ]ds
K

T o0+ )y qs+ie—t _ q—s—ie
1 X 1 1— i0

= —Im[ lim / 95 In(1 — fi(s + ie))ds} =— arg( flx At ) )
b4 e—>0+J M 4 1 — fi(—M +10)

For z = —M + i0 with large positive M, the integrand in (178) is close to Inq - (1 — pi(s)).
Hence, the exponent is positive, and f;(—M +1i0) is a real number greater than 1. We conclude
that

filx+i0) — 1
Sit—M +1i0) — 1
which matches the second identity of (17). [

1 1 _
P +pQ:;arg< ):;arg(ft(x—i—lO)—l),

PROOF OF THEOREM 1.3.  We have shown in Propositions 5.18, 5.19 that, for (t, x) in
the liquid region, (247) has nonreal complex conjugate solutions, while outside the liquid
region all the solutions are real. Hence, on the arctic curve bounding the liquid region, the
two complex solutions glue together, and (247) has a double root, which is the same as (19)
having a double root. Hence, the u—derivative of the right-hand side in (19) should vanish,
and we have a system of two equations,

U
a7+ = V(w) - g%
U'(u)

qt

(249)

V() =

We parameterize solutions to (249) by u: given u, q' is found from the second equation and
then g* is found by solving the quadratic equation in g* of the first equation. This is precisely
(16).

It remains to understand the possible values for the parameter u. It is convenient to argue
in terms of w = q™* +k2q". As we know from Steps 3 and 5 in the proof of Theorem 5.15, if
we take t € (0, T) and w in the lower half-plane, then x given by the first equation of (249) is
the point where the flow w! (started from w® = w) first leaves the lower half-plane and (t, x)
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belong to the liquid region in this case; because everything is invariant under conjugations,
the same argument applies to w in the upper half-plane. We conclude that w has to be real.

Let us now show that each real w (except for those where some parts of (249) are sin-
gular) leads to a point on the arctic curve in this way. For that we recall Lemma 5.16 and
Remark 5.17: at time t the part of the boundary {w € C|Im(w — (q~' — 1)Sp(w)) < 0} with
negative imaginary part forms a collection of curves y; in the lower half-plane. These curves
are in bijection with the section £; of the liquid region at time t, and, therefore, their end-
points (which are on the real axis) correspond to the points of the arctic boundary at times
t. As time t grows, the set {w € C|Im(w — (q~' — 1)Sp(w)) < 0} becomes larger and larger,
until it swallows entire lower halfplane at time T, as follows from the representation (184)
for So(w). Hence, the end-points of the curves j; eventually reach all points on the real as t
changes from Oto T. [J

6. Gaussian free field. In this section we prove Theorem 1.11.

6.1. Stochastic evolution of fluctuations. Our first task is to use the result of Theorem 4.5,
as recorded in Section 5.3, to produce a stochastic evolution equation for the Gaussian macro-
scopic fluctuations of random tilings. We use the notations of Section 5.2, in particular, t = &¢.
We introduce the field of centered fluctuations,

G, (2) = /r(t) bi(@)p(s; x (@) E[/m) by(2)p(s; x (1)) ]
Iy bi(z) —bi(s) I bi(z) —bi(s)

2 € C,bi(2) ¢ bi([1(0), r®)]).

(250)

PROPOSITION 6.1. In the framework of Theorem 5.1 and using the notations of Sec-
tions 5.1,5.2, for t =te we have, as ¢ — 0,

E fi(z)
1 -Ef(2)
where AM,(z) are mean 0 (both conditionally on x(t) and unconditionally) random vari-

ables such that {8_1/ ZAMz(Z)}ZGAt\[l(t)’r(D] are asymptotically Gaussian with covariance
given by

1
@s1) (Gri1(2) — Go(2)] = . [ze)

- }+ AM,(2) + R,

E[AM;(z1) AM(22)]

(252)

&
S f fitw)  bj(w)bj(z1) bi(wiby(z2) +o(l)
o 1 ’

~ 2xi (w) — 1 (by(w) — br(z1))? (br(w) — br(22))?
the contour w— C Ay encloses [1(t), r(t)] but not z1 or z2; fi(w) is as in (178), (180). The

asymptotic Gaussianity is in the convergence of moments sense, as in Theorem 4.5. The (ran-
dom) remainder R satisfies an upper bound

(253) IR| = o(e) +o(1)|G(2)| + o(DE| G (2) ],
where all the implicit constant can be made deterministic and uniform in €, in t =
0,1,....,T — 1, and in z belonging to compact subsets of C such that bi(z) is away from

be([1(H), r(H)]).

PROOF. Subtracting from the result of Proposition 5.14 its expectation, we get

1
254) E[G’H(Z) — G(2)]

= (B3, InBi(z) — 8, In By(2)) + &(R: (2) — ER,(2)) + AM,(2) + O(?).
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Using Theorem 5.1, we conclude that e(R;(z) — ER;(z)) can be absorbed into o(s) term
in ~(253). 0~(82) in (254) is also absorbed in the same remainder. Further, writing fi(z) =
E fi(z) + (fi(z) — E fi(z)) and using (191), we have

5 ~ az];t(Z)
3. InBi(z) = o, 1 -
n5(z) ng, (z) i
@59 g — LEAR) 0.4 —LEARD] AR —EARILEAR)
o 1 -Ef() 1 —EA(2) (1 —Ef(z))?

+ |2 —EA@)|0( Ai2) — EA@)| + |3, A(z) — 8.E fi(2)]).

The implicit constant in the remainder admits a deterministic bound C(z), which stays uni-
formly bounded as long as b;(z) is bounded away from by ([1(t), r(t)]).
Let us introduce a notation

r® bi(z)p(s; x(1))
_E t—}
(@) [/lm be(2) — be(s)
Then we have, using (190),
~ 4
fi2) = exp(G1(2) [— exp(mt<z))(f’t_—(2)}
@ (2)

(256)
P (@)
@ (2)

=(1+ Gt(Z))|:— exp(m; (2)) :| + O(|G,(z)|2),

The remainder in the last formula admits a bound C(z)|G,(z)|* with a deterministic function
C(z), which stays uniformly bounded as long as bt(z) is bounded away from by ([1(t), r(t)]).
Thus, taking expectation of (256), we get
~+
= @ (2)
57) Efi(:) = [—GXP(mt(z))ét_ 2] +oa P
t

Hence, subtracting (257) from (256), we get
(258) fi(z) —Efi(z) = G;(D)E fi(2) + O(|G: (2)[*) + O(E|G, (2)|}) + O(|G, ) [E|G, (2) [*).

Because |G;(z)| is bounded and tends to 0 as ¢ — 0 by Theorem 5.1, we can replace all the
remaipders in the last formula by 0(1)|G(z)| + o(1)E|G;(z)|. Applying the same procedure
to 9; fi(z) (leading to the answer, which is z—derivative of (258)), we also conclude that

(259) 3. 1(z) — 3, Efi(2) = 3.(G/(2)E/(2)) + 0(1)|G(2)| + o(DE| G, (2)].

The approximations we have just developed, imply (using Theorem 5.1) that the remainder
in (255) can be absorbed into o(1)|G;(z)| term in (253). Thus, subtracting (255) from its
expectation and using (258), (259), we get

3G/ (DE fi(2)] N G/ (D)E £i(2)8,E fi(2)
1 -Efi(2) (1 - Efi(2))?
+0(1)|G;(2)| + o(DE|G(2)].

Ed, InBi(z) — 8, In By(z) =

Plugging the last expression into (254) and noting that the conditional covariance of the
martingale part (207), by Theorem 5.1, approximates the unconditional covariance of (252),
we reach (251). O
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6.2. Fluctuations along the characteristic flow. The evolution equation (251) for fluctu-
ations might seem complicated. However, it plays nicely with the characteristic flow (214),
which we used in Section 5.4, because the ratio ft](C‘Z()Zz 7 appears in both.

We introduce a function of two variables z(t, #), defined through the flow Zt, with initial
condition u,

t
&' = —ft(z ) t>0,

(260) z(tu) =7\, fizh -1~

ZOZM

Here u is complex, and t > 0 is real. The map u — z(t, u) agrees with complex conjugations:
z(t,u) = z(t, u). We also recall that (222), or (223), or (225) give more explicit forms for
z(t, u), not involving any differential equations.

We also need a discrete e—dependent version of the characteristic flow (260), which is
defined on the gridt=¢7,t =0, 1,2, ..., through

: : E f1(z5
et+4e¢ — Zs,t P f

— te 8ZZO=
Efi(zh) — 1

261) 2t u) = 2, ¢

77 =U.

Let us emphasize that z°(t, u) is a deterministic map. As ¢ — 0, it approximates z(t, u), as
we now explain.

DEFINITION 6.2.  We call a pair (i, u) € R x C admissible, if the differential equation
(260) has a solution for times 0 <t <t and at all these times by(z") ¢ by((1(t), r(t)] and f(z})
is finite and not equal to 1. In particular, the condition implies that z(t, u) is well-defined.

Following the notations of Section 5.4, if we assume u € Dj and 0 <t < t(u), where t(u) is
the first time when z! hits the boundary of I, then Lemma 5.16 shows that (t, ) is admissible
and z(t, u) takes all values in Dy, as u varies in D).

LEMMA 6.3. Take any admissible pair (, it). There exists ¢ > 0 such that

(262) limz°(t, u) =z(t,u), and 1lim 9,z°(t, u) = 9,z(t, u)
e—>0 e—0

for all (t,u) with t > 0 and satisfying |t — 1| < ¢, |lu — &i| < ¢. The limits are uniform over
such pairs (t,u).

PROOF. Note that from the definition, if (t, ) is admissible pair, then so is G+ g1, 1), as
long as ¢; > 0 is small enough. Consider the trajectory of the flow z' (260) started at times
0 at # and up to time t+ ¢1. We can choose small ¢, > 0 such that f;(z) is well-defined and
bounded away from 1 for all t € [0, t+ ¢1] and z in ¢p—neighborhood of z!. By Theorem 5.1
and for such pairs (1, z), uniformly, we have

(GO T ()
e—~0Efi(z)—1 fil))—1

To compare the e—dependent characteristic flow z®! with z!, we introduce the following
forward Euler discretization of the ordinary differential equation (260):

(263)

3t
=eit+e __ oot ft(ES’ )
(264) 2% (tu) :=’£€§t’ Z =2z +8W te eZ>o,
=0 __

< =u.
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By standard theorems on the forward Euler method for approximating ordinary differential
equations (e.g., [5], Theorem 2.4), the discrete flow Z¢! of (264) approximates as ¢ — 0 the
continuous flow z! of (260) with an error O(¢).

It remains to compare two discrete flows: z&! and z®!. Taking difference of (261) and

(264), noticing that ﬂ](%z()zll is Lipschitz in z, and using (263), we get, for C > 0,

L&l et

&

Zs;t—i—l _/Z\e;t—}—l z

& &
AEY  EAGHY
REH -1 Efish -1

et _'ZNe;t

=

‘gckm—?ﬂ+%ax

where the term o, (1) tends to 0 as ¢ — 0. Hence, applying the discrete Gronwall’s inequality
(see, e.g., [66]) to |25 — 78|, we conclude that |75t —Z%*Y| is uniformly small and the discrete
flow z&! approximates as ¢ — 0 the discrete flow 7% for t € [0, t+ ¢l

Therefore, if we start the discrete flow z%! of (260) close to i at t = 0, it will approximate as
& — 0 the continuous flow z! of (253) for any |t —fl < ¢; uniformity in u follows from uniform

Ef(2) £(2)
Efo_1 A 7=
proves the first limit relation in (262).

For the second identity, note that z%(t, u) is a holomorphic function of u. Hence, expressing
the derivative as the Cauchy contour integral, the second limit in (262) follows from the first
one. [J

continuity of

7 in € and in z belonging to the above ¢, neighborhoods. This

Let us now explain why z°(t, #) is helpful in studying fluctuations.

COROLLARY 6.4. In the framework of Theorem 5.1 and using the notations of Sec-
tions 5.1,5.2, and 5.4 for t =te, we have, as € — 0,

G141t +e,u)0,2°t+ 6, u) — Go—11(2°(t, 1)) 9,2° (1, u)
(265) e
=AM (z°(t, u))duz°(t+&,u) + R,

where random mean 0 asymptotically Gaussian function AM;(z) is as in (251), while R is
different but admits a similar upper bound,

(266) IR| = o0(e) + o(1)|G, (% (t, u)) |+ o(DE|G, (8 (1, w))|.

PROOF. Taylor-expanding G,4+1(z) in z and with the exact meaning of the remainder R
changing from line to line, (251) implies that

Efi(z)
Efi(z) — 1
Recalling (261), note that

)—a@ﬂ+Gmw{J@&1ﬂ=Awmw+R

1
267 —| G
(267) s[’“<z+8 Efi(z) — 1

E fi(z) ]
IE]Ft(Z) — 1lz=z¢tu)

Zf+e,u)—z50u) _s [ E fi(zf (t, u))

Ou =
€ Efi(z*(tu)) — 1

] =9,z°(, u)az[
Efi(z)

= (0,25 +¢e,u)+ O az[%] .
(0,2°(t+ &, u) (¢)) E7() — Ldomern
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We plug z = z°(t, u) into (267), multiply by 9d,,z° (t+ &, u), and use the last identity to get (the
remainder R is again different, yet it satisfies (266))
1
~[Gri1(2f (t+&,u)) — G (2°(t, w))]8uz” (t + &, u)
268) ©

Gt ) F(t+e,u) —z2°(t u)
t ) u

&

=AM, (2°(t, )0,z (t+ &, u) + R.

Simplifying the left-hand side of (268), we get (265). [

An advantage of (265) over (251) is that, while the latter is complicated, the former
stochastic evolution equation is straightforward to solve by summing the right-hand side.
Let us state the result of the summation.

THEOREM 6.5. Fixk=1,2,..., and take k admissible pairs (t;,u;), 1 <i <k. In the
setting of Theorem 5.1, the random variables 8_1G871ti (z(ti, u;)) converge in the sense of
moments (uniformly over admissible pairs belonging to compact sets) to a k—dimensional
Gaussian random vector with zero mean and covariance, given by

lim e ?E[G 1y, (z(ti, i) G o1y, (2t} u))]

e—0 ! J
(269) 1 - n[ bo(u7) — bo(u)

Oz (tiv ui)u; 2t ug) Y Lbe (2ui, 7)) — be (2 (uj, 7))

}, T =min(t;, t;).

In the rest of Section 6.2, we prove Theorem 6.5 through a series of lemmas. Assuming
£~ 't to be a positive integer, summing the result of Corollary 6.4, noting that Go(z) = 0, and
inserting the dependence of the remainders R on m into the notations. We get

et e 1s

(270) %Ge_lt(zg(t, u))d,z° (tu) = Z AMy (25 (em, )0,z (em + &, u) + Z R

m=0 m=0

Our first step is to analyze the martingale sum in (270).

LEMMA 6.6. In the setting of Theorem 6.5, the random variables

8711
(271) > AMy(2F (em, u)) 25 (em + &, )| quy=y.u» 1 <i <Kk,

m=0
converge in distribution to k—dimensional Gaussian random vector with zero mean and co-

variance given by (269). If we metrize the distributional convergence, then the convergence
is uniform as in Theorem 6.5.

PRrOOF. By Corollary 6.4 each term in (271) is a martingale difference. Hence, by the
martingale central limit theorem [64], this sum is asymptotically Gaussian in the sense of
convergence in distribution. The asymptotic covariance of the ith and jth sum is given by

s_lmin(ti,tj)
> (9 em+e, ui)dy;2°(em + &, u)

m=0

1
lim
(272) =00,z (1, u,-)aujze(tj, uj)

X E[AMu (2 (em, ui)) AMy (2 (em, u))]).
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Using (252) and Lemma 6.3, the sum over m approximates, as € — 0, the integral

fminmj) B, 2t 1By 2t u )
0 2mi

y [?{ Ji(w) bi(w)bi(z(t, u;)) by(w)by(z(t, u;))
o- fr(w) — 1 (b(w) — bi(z(t, u;:)))? (br(w) — by(z(t, u)))?

where the contour w_ (which might depend on t) encloses [I(t), r(t)] but not z(t, u;) or
z(t, u ;). We further notice that the last integral can be rewritten as

min(t;,t;) /
/ o 81418142[#% Silw) : bt(U))
0 2niJo_ fi(w) — 1 by(w) —bi(z(t, u;))

. b{(w) du):| dt.
br(w) — by(z(t, u;))

Let us analyze the dw contour integral. For that we let @’ denote the image of the contour
w— under the map w > —w +t — 2log, «. Recalling the symmetries

dw} dt,

(273)

bt(w) = by(—w +t — 2log, x), by(w) = —by(—w +t — 2logy «),
and fi(w)=1/fi(—w+1t— 210gq k), we conclude that

s f fiw) b)) bjw)
27t o fiw) =1 be(w) = bzt ur)  by(w) — bi(z(t, u )

L A ) bjw)

(274) ‘2ni7€og Aiw) — 1 bi(w) — bzt ) bu(w) — bz (L a))
1 / Aw) by bjw)
i d ve. fiw) =1 bi(w) — bzt ) br(w) — bz (t ;)

In the last integral, we change variables by introducing W = q¥, Z; = g*&41), Z; = g?(t1j),
and Fy(W) = fi(w). We get

1 f F(W) k2q~tw —w!
4i Jgo-ug?- (W) — 1 2q—tW + W—1 — k2q-tZ; — Zl._1
K2qtw —w! dw

X C—
K2q7 W+ Wl —k2q71Z; — Zj_1 w

We compute this contour integral as (minus) the sum of the residues outside the integration
contour:

e As W — oo, (W) — q" T, as we computed right before (230). Hence, the integrand
behaves as

qth 1 N O( 1 )
qt—T -1 W w2 )’
and the residue is a constant which does not depend on u; or u ;. Therefore, it vanishes in
differentiations in (273).
e By the symmetries (274) we also have a constant residue at W — 0, which vanishes in
differentiations.
e As we have seen in Step 1 of the proof of Proposition 5.12, outside our integration contour
Fi(W) =1 is possible only at W = +q"2k 1. At these points the numerators K2q~tW —
W1 vanish, and there are no residues.
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o At W = Z;, the residue is
I R(Z) «*q'zi - 7!
2 1-R(Z) «qZi+27 —k2qz; - 77"

o AtW= K_ZZi_lqt, the residue is the same.
e At W=Z;andat W = K_ZZ;Iqt, the residues are

2 1-FR(Z)) «2qz;+ Zj—l —k2qz; - Z7

24— -1
1 RZ) K*q'Zj - Z;

Summing the four nontrivial residues and setting T = min(t;, t;), (273) evaluates to

) )
* Tt 1o EE u)) = oo et u))
_aulauz dt

(275) 0 b(z(t, u;)) — br(z(t, uj))

bt(z(0, u;)) — by(z(0, uj))]
bi(z(t, u;i)) —by(z(z,u;)) 1’

Recalling that this was the computation of the asymptotics of the second line in (272), we
arrive at the covariance of (269). [

= —aulau2 Or 8t ll’l[bt(Z(t, l/tl)) — bt(Z(t, uj))] dt= ln[

Next, we upgrade from convergence in distribution to convergence of moments.
LEMMA 6.7. The convergence in Lemma 6.6 is also in the sense of moments.

PRrROOF. Convergence in distribution, together with uniform integrability, implies the
convergence of the moments. Hence, we need to show that the sums in (271) have moments
bounded uniformly in ¢. Thus, we would like to estimate the 2pth moment of the sum in
(271) for each p =1, 2, .... The Burkholder—Rosenthal inequality [96], equation (2.9), (see
also [32, 65]) gives that, for each p > 1, there exists a constant €, > 0 such that

et 2p
E[ Y AMu(z°(em, u))3,z° (em + &, u)
m=0

el p
(276) < CPE|:<Z E[|AM,, (z°(em, u))d,z° (em + ¢, u)ﬁx(m)]) :|

m=0

+c, Z [| AM (28 (em., 1)) 8,25 (em + £, u)|*P].

For the mth term in the first sum on the right-hand side of (276), denoting s = e¢m, thanks to
Proposition 5.14 (by taking z; = z%(s, u), z2 = z(s, u) in (207)), we have

IE[| AM (28 (em, 1)) 3,2° (em + &, w)|*|x (m)]]
<¢|0,z°(em + ¢, u)|2
1 7{ fs(w) bg(w)bg (z° (s, u)) bg(w)bg (z(s, u))

2i Jo_ fo(w) — 1 (bs(w) — bs(z¥(s. u)))? (bs(w) — bs(Z(s, u)))>

2mi
where z° (s, u) is outside the integration contour w_. Note that o(1) in the last formula, which
originates from o(1) in (90), is uniform in the sense of Remark 4.6: it can be upper-bounded
by a deterministic constant tending to 0 as ¢ — 0.

277)
dw +o(1)/,
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By our assumption (t, #) is an admissible pair (recall from Definition 6.2). Hence, it fol-
lows from Lemmas 5.16 and 6.3 that |9,z°(em + &, u)| is uniformly bounded for 0 <m <
e~ !t. Moreover, bs(z% (s, u)) is bounded away from bg([1(s), r(s)], and we can take the con-
tour such that bg(w) is bounded away from bg([1(s), r(s)]; thus, the last two factors in the
integrands

b (w)bj(z° (s, u)) ‘ bl (w)bj(z(s, u))
(bs(w) — bs(2° (s, u)))? (bs(w) — bs(Z(s, u)))?
are uniformly bounded. In Step I of Proposition 5.12, we have studied the behavior of fo(w).
It is uniformly bounded and bounded away from 1, when bg(w) is bounded away from

bs([I(s), r(s)]. Thus, on w_, | fs(w) / fs(w) — 1| is also uniformly bounded. Therefore, there
exists a deterministic constant C (independent of ¢, m) such that (277) is bounded by

(278)

9

(279) IE[| AM,, (25 (em, u))3,2° (em + &, ) |*|x (m)]| < Ce.

Summing the above expression for 0 < m < ¢~ !t, we produce a deterministic bound on the
random variable under the first expectation on the right-hand side of (276),

e~ p
(280) (Z E[|AMy (z° (em, u))d,z°(em + ¢, u)}z\x(m)]) <CP(t+e)?.

m=0

Switching to the second term in the right-hand side of (276), thanks to Proposition 6.1,
eT12AM,, ((z8 (em, u)) is asymptotically Gaussian in the convergence of moments sense,
and we have

1
SB[ AM (& (em. ) [ |x (m)]

=E[|e "2 AM, (25 (em, w))[*F |x (m)]

< 22 E[Re[e ™2 AM,, P + Im[e ™2 AM,, ]?|x (m)]

<27 2p — DW(E[Re[e 2 AM,, P 1x(m)])? + (E[Im[e =2 AM,, ]*|x(m)])” + o(1)
<2271 2p — DIE[|e ™2 AMu (2° (em, ) *|x (m)])? + o(1),

where in the second inequality we used that Re[e~1/2AM,,] and Im[e~V/2AM,,] are asymp-
totically Gaussian. Using the above estimate together with (279) and a uniform bound on
|0,z5 (em + €, u)|, we estimate

E[|AM (2 (em, 1)), 25 (em + £, u)|*P]
= |0,2° (em + &, w)|PE[E[| AM,y (z° (em, ) [*F |x (m)]] < C'e?

for a deterministic constant C’ > 0. Summing this estimate for 0 < m < ™'t and recalling
that p > 1, we conclude that the second term on the right-hand side of (276) is uniformly
bounded,

et
(281) 3 E[|AMy (28 (em, ) 3,25 (em + &, )] < C”.

m=0
It follows that

eIt 2p

(282) E[ Y AMy(2f(em, u))d,2°(em +e,u)| <C.

m=0
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Plugging (280) and (281) into (276), we conclude that the sums in (271) have moments
bounded uniformly in ¢. [J

We further show that the remainders R, in (270) do not contribute to the asymptotics.

LEMMA 6.8. The random variables %Ggflt(ze(t,u))auze(t,u) have the same ¢ — 0

asymptotics (both in distribution and in the sense of moments) as the sums (271) in Lem-
mas 6.6 and 6.7. The ¢ — 0 convergence is uniform, as in Theorem 6.5.

PROOF. Summing the result of Corollary 6.4, we get for any 1 < e~ !s < ¢~ !t, we have

g1 -1

1 S & 'S
(283) gGgfls(f(s, 10))0uz" (s, u) =AMy (2 (em, u))d,2" (em +&,u) + Y R},
m=0 m=0

where, as a consequence of (266), the remainders satisfy for a constant C > 0,
(284) I Rppii| < Ci(e + |G (2 (em, w))| + E|Gn (2 (em, u))]).

A corollary of (284) and Hoelder’s inequality is

(285) E|R, 1| < Co(e?P +E|Gw(z°(em,w)|*"), p=1,2,....

Next, dividing by 9,,z°(s, u) and rising both sides of (283) to 2 pth moments, we get

e 1s 2p

2p
E[|G,-14/¢| ”] 27( Z AMy (25 (em, u))0,z° (em + €, u)
m=0

|9uz® (s, u) 2P

e ls 2p e ls
(286) +E(Z|R§n|> )503<1+(e—ls+1)2”‘1 ZEI%IZI’)
m=0 m=0
e ls
< C4(1 +e ) E\R;n/gyzl’>,
m=0
where in the second line we used (282) to bound the first term. By plugging (285) into (286),
we get the following estimate:

(287) E[|G, _ls/e|2"]<c5(1+egzSl |Gm/8|2”]>
m=0
We use (287) to prove by induction that
(288) gzs E[|Gn/e™!P] < l((1+8C5)8 S 1),
&

where we emphasize that the constants Cs in (287) and in (288) are the same. The statement
(288) holds for s = 0, because the sum is empty and the right-hand side of the inequality
also vanishes. Next, we prove it for s + ¢, assuming that it holds for s. Using the induction
hypothesis, (287) gives that

(289) E[|G,-15/e]*] < Cs(1+ (1 +&Cs)° ' — 1)) = Cs5(1 + £C5)° ¢
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Combining (288) and (289), we get

S_IS

> E[[Gum/e "] <

m=0

((1+£Cs)* S — 1)+ Cs(1+&Cs)° 8

™ | =

1 _
= ((1+&Cs)F D 1),
e
This finishes the induction. In particular, as a consequence of (289), we have a uniform bound,
(290) E[|G,-15/e[*’] < Cs foranyO0<s<t.

Once we know the uniform bound (290), we can obtain much better estimates on R,,.
Indeed, we recall that, in fact, according to (266), the constants in (284) and (285) tend to 0
as ¢ = 0. In other words, (285) can be replaced by a much stronger bound

291)  E|R, [ <0(l)- (6% +E|Gp(f (em, w)|*"), p=1,2,...,6 > 0.
Together with (290), this implies

(292) E[R,, [ < o(e™)

with implicit constant in o(1) being uniform over m. Therefore, forany p=1,2, ...,
eIt 2p

(293) E Y R,| <@Et+1* sup E[R,|*=o(D).
m=0 O<m=<e~lt

Hence, the second sum in (270) does not contribute to ¢ — 0 asymptotics. On the other hand,
the asymptotics of the first sum have already been analyzed in Lemmas 6.6 and 6.7. [

We can now finish the proof of Theorem 6.5.

PROOF OF THEOREM 6.5. We will only prove the k = 1 statement, as the general case
is the same.

Take an admissible pair (t, u), and let 3 = z(t, u). Define u® = [z°(t, -)]~!(3), where the
functional inverse is applied in the second argument of the function z®(t, -). Since u — z(t, u)
is a conformal bijection by Lemma 5.16 (in particular, its u—derivative is nonzero), using
Lemma 6.3, we conclude that u® is well-defined for all small-enough ¢ and lim, .o u® = u.

Lemmas 6.6, 6.7, 6.8 together with Lemma 6.3 imply that %Ggflt(ze(t, u®))0,z°(t, u®)
is asymptotically Gaussian (in the sense of convergence of the moments), with the vari-
ance given by (269) in which you replace z(t, u) by 3. Because z°(t, u®) = 3 = z(t, u) and
limg—¢ 9, z° (t, u®) = 9,z(t, u) by Lemma 6.3, the convergence of éGs_lt(zs (t, u®))0,z° (t, u®)
is equivalent to the desired convergence of éGgflt(Z(t, u))0d,z(t, u), and the limits are the
same. [

6.3. Matching the covariance structure with the Gaussian free field. In this section we
finish the proof of Theorem 1.11. Theorem 6.5 implies that the fluctuations of the height
function of tilings are asymptotically Gaussian and it remains to match the covariance struc-
ture with that of the Gaussian free field. We only present the details under Assumption 5.11:
0 < g <1 and large real k.

Our first step is to recast the result of Theorem 6.5 in terms of the height functions. In
parallel with (260), we introduce a function w(t, wo) := b(z(t, by ! (wo)), which maps wg to
w' and is given more explicitly by (225).
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COROLLARY 6.9. In the setting of Theorem 1.11, fix k € Z~¢ times 0 <t] <tp <-.- <
tr < T and k real-valued functions f1(x),..., fr(x) such that f;(x) = 0x[Fi(bt(x))] and
Fi(x) is analytic in a complex neighborhood of the real line R. Then the random vector

k
(294) (ﬁ
1(t;)

converges in the sense of moments to a centered Gaussian vector with covariance of ith and
Jjth components, given by

r(t;

(e e ~ Bl e ) o)
i=1

1
(295) - \ii ygcj ;O [log(w; — wj)]Fi(wti, w))Fj(w(tj, w;))dw; dw;,

where the positively oriented contour C; in the complex plane is chosen so that its w(t;, -)—
image in the w—plane is a simple curve, enclosing bi([1(t;), r(t;)]) and staying in the neigh-
borhood where F; is analytic, similarly for C;. If we assume that t; < t;, then C; should be
inside C;.

REMARK 6.10. It is plausible that a version of Corollary 6.9 holds for general analytic
fi(x), that is, the more restrictive form f;(x) = b{(x)Fi/ (bi(x)) is not necessary. A technical
difficulty in proving such an extension is the singular behavior of the flow 7\, as in (260), at
the corners of the domain Dy, that is, at the points t/2 —log, (k) and t/2 —log,(k) — iﬁ,
where fi(z) equals 1. We do not have to deal with the flow going through these points (which
is an obstacle for applying Theorem 6.5), if we use the more restrictive choice of fi(x), as in
Corollary 6.9.

PROOF. We recall the relation between the height function and the empirical density of
the particles used in the definition (250) of G(z),

eh(e ™1t e71x) = /x o(s, x(s7 1)) ds.

Hence, integrating by parts and using (94) and (250), we have
r(t)
F00(h(e™ M, 67 %) —E[h(e "t 67 1x)]) dx
1)
1 rr@) 1 1
(296) = ——f Fi(by () (p(s, x(e7'1)) —E[p(s, x(¢7'1))]) ds

€ JI)

—1
&

= F; (b, G.-1;.(2)dz,
27Ti‘¢:r, l( tl(Z)) ¢ ltl(Z) ¢

where Y; is the contour shown in Figure 9. The main feature of this contour is that it encloses
the [1(t;), r(t;)] interval and no other singularities of G, (2); in addition, its by, (-)-image
stays close to the real line, guaranteeing that F;(by, (z)) is holomorphic everywhere inside
the contour. The contour depends on a large negative real parameter M; and consists of two
parts: the first part (shown in solid in Figure 9) starts at M; — iz /Inq on the top border of
Dy, stays inside Dy, closely follows its boundary until reaching M;, and then proceeds in the
same way from M; to M; + i /Inq, staying inside Dy. The second part (shown dashed in
Figure 9) returns from M; +in/Inq to M; — i/ Inq by following the three straight lines of
the boundary of D U Dy.

Observe that the part of the integral (296) over the dashed contour in Figure 9 vanishes:
indeed, the integral over its part in the upper half-plane is minus the integral over its part in
the lower half-plane, as follows from the identities:

Fi by, (z + 2im/ 1)) Gy 1y, (z + 2i/ InQ) = Fi (by, (2)) Gy, (2),
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3(z)
M; *_i7z/_h_19 ________________________ ti/2 —logy k — ir/Ing
C > 1
1
Dy |
| 1 R(z)
]Wil Etl/Qfloqu,
]
. 1
D, '
C '
Mt in/ng o TTTTIREIpTETeees /2~ logy & +im/Ing
S(w)
R(w)
Ay Y Raiateg
—b, (M) —2rqt/? 2nqti/? be, (M)

F1G. 9. Top panel: Contour Y;; the integral over the dashed part vanishes. Bottom panel: Contour by, (Y;) has
two parts; the solid part is w(t;, -)—image of C;.

and for r e R,
Fi(by, (t/2 — logg k +ir))G -1y, (t; /2 — logg k +ir)
= —Fi(by (t;/2 — logq k —ir))G -1y, (t;/2 — log, ik —ir).

Hence, it is sufficient to only integrate in (296) over the solid part of the Y;—contour, which
we denote Y7 ; the by, —image of Y} is a simple closed loop, as in the bottom panel of Figure 9.

Lemma 5.16, Remark 5.17, and the identity z(t, #) = z(t, u) guarantee that we can find a
contour Tl.o in the Dy U Dy inside the u—plane such that Y} is its image under u — z(t;, wo).
We can then change variables z = z(t;, u;) in (296), converting it into

-1

&
(297) % %{0 F,' (bti (Z(t,‘, ui)))Ge*Iti (Z(t,’, u,-))auiz(t,-, u,-)du,-.

The joint moments of the integrals (297) are readily reduced to the integrals of the joint mo-
ments of random variables G ey, (2(ti, ui)) 0w z (i, i), which were computed in Theorem 6.5.
Hence, applying this theorem (all the points (t;, u;), u; € TI-O, are admissible as long as M; is
large enough), we conclude that the integrals (297) are asymptotically Gaussian (jointly over
i =1,...,k) with covariance given by

8_2

472

E[% o Fi by (2 (ti, ui))) G oy, (2(ti, ui)) Oz (b, i) dus
Ti
x ﬁq Fj(by; (2(tj. u))) Gy, (2(t), 1)) 0 2t uj)duj] -

_ bo(u;) — bo(u) } | -
o o ﬁ“’ O e Erwey oy )i Pulet )

X Fj(btj(z(tj,uj)))dujdu,-,

(298)
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where T = min(t;, t;). We split the logarithm of the ratio in (298) into the sum of two loga-
rithms. The term involving bg matches (295), if we change the variables w; = bg(u;), denote
C = bo(T?), and take into account /7 prefactor in (294). It remains to show that the term
involving b; vanishes.

Up to now, we have not used the nesting condition for C; and C; contours, and it becomes
important at this point. We now assume #; < t; so that T = t;, and we also assume that C; is
inside C;, which implies M; > M. The part of (298) involving b is transformed into

f % A [2(ui, IO (2 (T, 1)) - 3y [2(T, u )10y (2(T, uj))
472 Jro Jxo [br (z(T, u;i)) — be(z(T, u;))1?

x F; (bt,- (Z(‘L’, Ltl')))Fj (btj (Z(tj, uj))) duj du;.

We isolate in the last integral the u;—dependent factors and change the variable v =
b.(z(z, u;)) in this part, getting

Fi(v)
(300) ?i(wi) [v— b (z(T, u;)]? .

where the integration contour w(t, C;) is precisely the solid contour in the bottom panel of
Figure 9. Because by; (u;) belong to C;, it is outside C;; hence, b;(z(z,u;)) is outside the
contour w(t, C;) (the map wo — w(t, wp) preserves nesting, because (233) moves all points
up). Therefore, the integrand in (300) has no singularities inside the integration contour, and
the integrals in (300) and in (299) vanish. [

(299)

Next, we deal with the map 2 and the associated pullback of the Gaussian free field.

We recall that H* are the (open) upper and lower half-planes. We also recall that the
liquid region L(P) consists of those (1, x) for which the equation (19) has nonreal roots u; see
Propositions 5.18 and 5.19. There are four such roots, leading to two values of g% + x2q".
We let u = u(t, x) be the root in D and set Q(t,x) =q~" + qu“ corresponding to this root.
Then  is in the lower half-plane H ™, and its conjugate Q is in HT. Let us repeat and prove
Lemma 1.9:

LEMMA 6.11. The map (t,x) — Q(,x) is a bijection between the liquid region L(P)
and H™.

PROOF. We take w € H™ and show that there exists (f, x) € L(P) such that w = 2 (f, X).
As in Section 5.4, we consider the dynamics w! of (225) started at w® = w: equivalently, this
is w' = by(z') with z! solving (218). We recall that, by (227), the imaginary part of w' is a
continuous monotonously increasing function of t. By our choice of w, Im(wo) < 0. On the

other hand, by (234), Im(w") > 0 Hence there is a unique choice of 0 < t < T for which

w! is real. The equation g 4 k2q* "t = wt as an equation on x, has two real roots, and

we choose the smaller one, which matches z'. Then (t, x) € L(P), as we explained right above
Lemma 5.16 and in the proof of Proposition 5.19. On the other hand, if we express w' through
u, using (225) and w® = g7 +«2q", then g~ + k2q*~' = w'(u) becomes (19) as an equation
for u. Therefore, Q(f, X)=q “+ /czq” = w? = w, as desired.

We also need to show that (f, x), satisfying w = Q (f, x), is unique. Indeed, given (f, X), we
construct @ using (19). But then comparison of (225) with (19) (they are the same) shows
that the flow w!, t > 0, started at w® = w, hits the real axis precisely at wt=q X+ /<2q"_t
the hitting time uniquely determines t, and the hitting point uniquely determines x.

Alternatively, the same uniqueness can be proven by looking directly at (19) and noticing
that, once we fix u, the value of t is uniquely reconstructed by taking the imaginary part of
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(19) and noticing that the left-hand side is real. Once we know both u and t, the value of x is
also readily reconstructed from (19). U

DEFINITION 6.12.  We let (x(w), t(w)) be the inverse map to Q2 (t, x). For each 0 < t<T,
we let

n={QE& 0% eLP)} = {w e H () =1}.

Because the map 2 is defined in terms of algebraic equations, j; is a union of finitely many
simple curves. These curves can not be closed, as that would contradict 2 being bijective;
they also can not end at nonreal points, since by implicit function theorem, we are always
able to slightly extend each curve around each of its nonreal points. We conclude that y; is a
union of finitely many curves, which start and end on the real axis.

As the final ingredient, we define the Gaussian free field.

DEFINITION 6.13. The Gaussian free field in H~ (or in H) with Dirichlet boundary
conditions is a generalized centered Gaussian field GFF(z), z € H™ (or z € H™) with covari-
ance

(301) Cov(GFF(2), GFF(w)) = K (z, w) = —% In

Z—w

Z—w ‘

Formally, it is defined in terms of its pairings with test-measures: for a signed (real) measure
w on H~ (or HT) such that

/ Kz wyp(dz)pu(dw) < oo,

we define a mean 0 Gaussian random variable (GFF, ) so that for several such |u’s the joint
distribution of pairings is a Gaussian vector with covariance

(302) Cov({GFF, 1), (GFF. i) = [[ K (e, w)pu(d2)iCdw).

We refer to [100, 105], and [57], Lecture 11, for the more detailed definition and discussion
of the GFF. We remark that GFF can be identified with a random element of a certain Sobolev
space (this is in parallel with the Brownian motion, which is first defined in terms of its
covariance, and then recast as a random continuous function).

Let us also specialize the definition of the Gaussian free field to two types of signed mea-
sures . First, if u is absolutely continuous and has (signed) density w(x +iy) (and similarly
for 1), then (302) becomes

[ [ [ ] ke +ivz+ipue +inac +i ey aids.

Second, if w is supported on a curve y and has density p(z) along this curve (and similarly
for 1), then (302) becomes

/ﬁK(Z,w)M(z)ﬂ(Z)Idzlldwl-
yJvy

PROPOSITION 6.14. The asymptotic covariance (295) in Corollary 6.9 can be rewritten,
using Definitions 6.12 and 6.13, as

/x,-e[lti /xjez;tj K (R, %), %)) £ () fi 06) dx;j dx;
(303)
B /J/ 2 K (wi, w) - [fj (<)X (w) dw; ] - [ fi (x(w))x (wi) dw ],



1846 V. GORIN AND J. HUANG

Yt Yo wd — wt

f be(liquid) b (liquidﬁ
. J

F1G. 10. The action of w0 > w! map on the contours of integration in the situation when the liquid region has
two segments.

where Ly in the second formula is the liquid region at time t, as in (232); X' (w;) dw; in the
second formula should be understood as the directional derivative of x(w;) along the y;, curve
multiplied by |dw;|; the equivalence of two forms in (303) is by change of variables.

PROOF. We assume t; <t; throughout the proof and recall that (295) reads
1
(304) _Eﬁ i Bu; O [log(w; —w)]Fi(w(ti, wi))Fj(w(t;, w;))dw; dw;.
i vbj

We deform the contour C; into y;; U 3, and deform the contour C; into ) T Un in (304); the
involved contours are schematically shown in Figure 10. Let us explain that this deformation
is possible and does not change the value on the integral. Because as t grows, the points
w' move up (recall (225)) until they reach the real axis, and the curves ¥, 7, are disjoint by
Lemma 6.11; y4; is situated below ;. In other words, the union of the simple closed contours

% U, 1s inside the union of the simple contours of y1; U, , matching the same configuration

for C; and C;. Hence, the factor 9y, 0y i log(w; —w;) = remains nonsingular in the

(wi —le)2
deformation and does not create any residues.

For the remaining two factors F;(-) and F;(-), we use the fact that w(t, wo) is a holomor-
phic function of wq outside y1 U 4. This fact follows from Lemma 5.16: the Lemma gives
holomorphicity in the lower half-plane; conjugating, we also get holomorphicity in the up-
per half-plane, and applying the reflection principle, we get holomorphicity on the real axis
outside y; U y, cf. Figure 10.

We conclude that no poles are encountered in the deformation and transform (304) into

(305) ——f yg w; [In(w; — wi)]F(wti, w)) Fj(w(t;, w;)) dw; dw;.
U I Uiy

Note that w(t;, w;) = w(t;, w;) is real on the integration contour and so is F; (w(t;, w;)) (be-
cause f; and F; were required to be real on the real line). Similarly, F;(w(t;, w;)) is real.
Hence, F; and F; factors do not change when we conjugate the variables. Therefore, differ-
entiating the logarithm explicitly, splitting (305) into four integrals, corresponding to upper
and lower half-plane parts of w; and w; contours and recombining, we get an alternative
expression,

_L/ / ( dwidwj _ du_)idwj _ dwidu_)j du_)idu_Jj )
7 0 (w; — wj)2 (w; — wj)2 (w; — ﬁ)j)z (w; — lI)j)2
x Fi (by, (x(wi))) Fj (by, (x(w}))),

where we also identified by, (x(w;)) = w(t;, w;) and b, (x(w;)) = w(t;, w;). We change the
variables x; = x(w;), Xx; = x(w;); notice that w; = Q(t;,x;) and w; = Q(t;, x;), and then
integrate by parts in x; and in x; to get

b Q(tz,Xz Q(tj,Xj) Q(ti,xi) Q(tj’xfj|
o /Et /z:: [Q(tz,xz)—sz(t,,x,) Qb x0) — oty xy) ) 0D

(306)
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Note that there are no additional terms in the integration by parts, because w; is real at the
end-points of connected components of y; and w; is real at the end-points of connected
components of y;. (307) matches (303). [

We have now collected all ingredients of Theorem 1.11 and can state its precise form.

THEOREM 6.15. Consider the limit regime (10), and assume that we are in the real
or imaginary case. Fix k € Z~q times 0 <t <th <--- <ty < T and k real functions
S1(x), ..., fi(x) such that f;(x) = 0x[F (by (x))] for a real-analytic function F. Then the
random vector
k

(\/_/r(tl fix)(h lt,-,e_lx)—E[h(s_lt,-,e_lx)])dx)

converges in the sense of moments to a centered Gaussian vector with covariance of ith and
jth components, given by

(308) / f [ 1 'Q(tlaxl) Q(t;,x;)

X €Ly, IX; eLg 27T Qt, %) — Q(tj,Xj)
where Ly = {X|(t, X) € L(P)} is the section of the liquid region at time t, as in (232), and Q2 is
the bijection of Lemmas 1.9 and 6.11.

i=1

]fj(Xj)fi(Xi)de dx;,

Q. x)—Q; x,)
Qt x)—Q(t,
GFF in H, given by (23) or (302) with the map Q(t, X), (308) is the covariance of the pair-
ings with Q—pullback of the Gaussian free field, as claimed in Theorem 1.11. By integrating
the result of Theorem 6.15 in t—direction, we can also extend the convergence statement to
pairings of GFF with real test-functions f(,x) of the form f(t,x) = d,[F (1, by(x))], where
F is analytic in x—variable and continuous in t—variable.

REMARK 6.16. Since ——1 n| | is the composition of the covariance of

REMARK 6.17.  The functions of the form f(x) = dx[F (by, (x))] with real-analytic F(-)
are dense in the space of all continuous function on [1(t), r(t)] equipped with the uniform
convergence topology; hence, these test—functions are sufficient to uniquely determine the
limiting Gaussian field.

PROOF OF THEOREM 6.15. This is combination of Corollary 6.9 with Proposition 6.14.
0

APPENDIX: PROOFS OF CLAIMS IN SECTION 3

PROOF OF CLAIM 3.4. We recall from [101], [83], Chapter VI: (7.14), (6.11), and Sec-
tion 10, and [94], (2.3), that

i FOi—y)fxi —xjp1—0) F(x+1)

I<i<j<n FOi—xjp1=0) fxi —y))’ Flo= F'x+6)’

F(yi—yj+0) TOG—1))
ummer[y N ]
F'yi—yj)) TOG—-i+1)
Plugging (309) into (50) and ignoring the factors which do not depend on y, we get

1—[ L(yi —xj+0)0(x; —y;j +0)
F(yi—xj41—0+ Dl —yj+1)°

Jau(1;0) =
(309)

I<i<j<n

(310)  P(ylx) o [ i —y;))

i<j 1<i<j<n
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This finishes the proof of (51). In the following we show that (310) is a special case of (27).
We recall the general form of the transition probability (27),

n

1
PO =—— ] (b(y,-)—b<y,->)1'[[w<y,->

Z(X) i j<n i1
(311) 1_[ ; 1_[ ;]
£el(x) b(€) = b(yi) fel(x) b(y;) —b(l)
0>y t<y;

Let us take b(z) = z in (311). The second factor becomes []; - j(yi — ;). For the product
over £ > y; in the third factor in (311), we have

n nl x i—1 Xj
1T c-w=T1l TT ¢-wT T <z—yi>}
i=1 teL(x) i=1Le=y;+1 j=1l=x;4140
{>y;
(312) ]i[_r( +1)’ﬁ I(xj -y +1)
= Xi — Vi
i=1L l l j=1 F(Xj+1 — i +9)
n T —y;+1
—T[rei-yi+0 ] M
j=1 1<i<jn L 0 =Y +0)

where we exchanged the roles of i and j in the last equality. Similarly, for the £ < y; factor,
we have

n n yi—1 i+1 Xj
IT 1] vi-0= [T =01 TI (yl-—@}
i=1¢el(x) i=1Ll=x;11+60 j=ntl=xj11+0

E<yi

(313)

Il

I'(yi —xig1 —0+1)
L Jﬂ»l F(yl _xj)

L F(yi—x,-+1—9+1)}

Il
—

F'y;—xijx1—60+1)
i —x+) | ylr ks :
0 1<i<j<n (Vi = Xj+1)

I
=

Plugging (312) and (313) into (311), we get P(y|x) is proportional to

- T(xi —y;j + DT (i —xj41)
[1 o=y [l P —yj+ D —xj41—0+1)

I<i<j<n I<i<j<n

n .
« l_[ w(y;) ’
oy P = yi + 0T (yi — xpy1)
which simplifies to (310) if w(z) =T'(x; —z+0)T"'(z — xp41). U

PROOF OF CLAIM 3.10. The evaluation of the Macdonald polynomial under the princi-
ple specialization p = (1,1, ..., ") is explicit (see [83], Chapter VI, (6.11)),

0w )»,'—)»jtj—i; fj_i+1;
(314) Pl(l’t’”‘,t}’l—l;q’t)=t2i:1(l—1))\i 1_[ (zA_)L. _ 1q)00 ( __ Q)oo’
i<j=n (" oo (V715 @)oo




DYNAMICAL LOOP EQUATION 1849

forhA=x1>x2...>2 X%, >0; P.(p;q,t) =0if A,,41 > 0. We further use the w,, ,, automor-
phism of the algebra of symmetric functions A, defined on the power sums by

uk

k—11—
Wy, (k) = (—1) kPk

1—
As shown in [83], Chapter VI, Section 7,

Wrg (P (5 1.9)) = Qaju(- g, 1),

where A" and u’ are transposed Young diagrams A and u, respectively. Hence, with p’ being
the specialization 81 = a, as in (61), we have

Oyp(Br=a;q,t) =Py plar=ast,q).
The latter specialization of the skew P—function in one variable is [83], Chapter VI, (7.14");
in the notations there, it is a™~1*lyy, (1, q) = alxl*lullﬂi/ﬂ(q, t) with an additional re-
quirement that u’ < A”. The latter is the same as requiring
(315) Ai=wpi+e, e€€{0,1},1<i=<n.

The final formula is

OvuBr=a;q,0)=a* M TT 1(e; =0,¢; =1)
i<j<n
(1_qui—ujtj—i—l)(l_qm—uj—ltj—i+l)
(1 — ghi=Hiti=iy(1 — gri—ri=lgj=i)

Let us also rewrite (314) in terms of p and e, using (315),

P(l,t,..., 1" g, 1)
(q,ui—ﬂj‘*‘ei—ejtj_i;q)oo (l‘j_i+l§CI)oo
(qhi—Hitei=ejrji—itl. gy o (771 @)oo

— XL = Dpi 30 = Dei I

i<j<n

=IZ?=1(I.—1),LL,' l_[ [ (qMI M]tj Q)oo (tj l+1’q)ool’z l(l 1)61
(@M M= oo (775 @)oo

i<j<n

1— qﬂi—uj—ltj—i

X (1(8,’ =0, €j = 1)

1 — gri—mi—lpj—i+l

1_quf—ujtj—i+1
+1(e;=1,e; =0) I ghi i + 1(e; Iej)>j|.

Combining the last two formulas together, we convert (60) into

P(A|p) o M=l 2 = De;

l_qll'z —jpj—i—l
(316) XH[I(el—O ¢ = D= i

i<j

— ghi—mjpj—i+l
F1e =1, eJ_O) q

qﬂz —Hjpi—i +1(el:el)]

with additional requirement (315). Setting t = ¢? and encoding the Young diagrams
p and A as particle systems x € Wy and x + e € W), we rewrite the transition
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probability (316)

. _ Xi—xj+0(ei—ej) xi+0e; _  xj+0e;
ST SUNCITE o Bl A e TT4 q
P(x + e|x) oc ai=1“it>i= I T x a®i=1 1‘[ prg—

i<j i<j

which is a special case of (4), with b(z) =¢%, ¢ (z) =1,and ¢ (z) =a. O

PROOF OF CLAIM 3.12. Using [83], Chapter VI, (7.14’), and notations (59), we have
Pl/lt(tn; q, t)

(317) :tn(\)~|—|ll«|)f(1)n 1_[ f(q’“‘i_’“‘fzf_") 1_[ f(q)»,-—)\jﬂtj_i)

e T I
i<j<n i<jen @O f (@ T

Plugging (317) and (314) and setting t = ¢, we rewrite the transition probability in Defini-
tion 3.9 as

Lo T . Py O = xj41)
P(ylx) oc g~ Li=1(r=i+1Dyi 1 —gYi—Yi | | q J
(ylx) ocq (=) Fg(i —xj414+1-0)

(318) i<j=n i<j=<n
y Lyxi —yj+0)
Ly —yj+1)7

which matches (65). In the following we show that (318) is a special case of (27), with
b(z) = g—*. We recall the transition probability (27)

n

1
POy =—— ] (b(y»—b(y,-))]‘[[w(y,-)

Z(x) I<i<j=n i=1
(319) . | . 1 ]
veLin PO = DG g ) DOV = DO
£>yi €<yl

We take b(z) = ¢~ in (319). The second factor becomes

[T —bo)) =1 =g ) =[]0 —¢")g™

i<j i<j i<j
(320) )
— 1_[(1 _ qyi—Yj) Hq_(n_l)yi'
i<j i

For the last product in (319), we have

[T (@ —b00) TT (G —b®)

LelL(x) Lell(x)
£>y; L<y;
(321) o L
l_q Vi l_qyt _ .
(I 50 ) (e T1 o)
elL(x) q teL(x) q elL(x) LeL(x)

£>y; l<yi £>yi l<yi
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We transform the first factor in the right-hand side of (321) as

(5 )

imi\emy1 174 5 t=x; 40 4
(322) [Ty -y + 0 T L2t =2+ D

= _X'—y‘

i\ =i Fa(je1 +60 = y0)

n Ty (i —y; + 1
=T[r,(x1 —yi+6) l_[ M’
. LT (xi—yi+6)
i=l I<i<j<n = 4% Vi

where in the last identity we swapped i and j. We also transform the second factor in (321),

n yi—1 l_qy,-—ei+1 Xj (1—¢g%~%
(I e il )

t=xin+0 9 jenle=x; 40 —4q

- (i —xj — 0+ 1)
(323) = H(Fq(Yi —xip =0+ 1) J] )
i=l j=it1 Ly (i —xj)

1—[ Fq(yi_xj+1_(9+1)
Cy(vi —xj41)

—.

Fq(yi — Xp+1)

i=1 I<i<j<n

Finally, we transform the last factor in the right-hand side of (321),

n

(T ¢ IT a)

i=1 “lel(x) 2eL(x)
€>y,' €<y,-
X i1 X y;—1 ) X
(324) = q_ - (Z/:yiﬂ 3o Z‘=Xj+1 1o O~ Xiz (ZZI:XHI +0 it i Z‘=)‘j+1 +0 Y1)

o g Zi=1 O+ /2= X0, i i =g 1 —(n=iF1)0+n—i)
— g~ T OF/24yi (= (=i DO+n—i=1/2))

Combining (320), (321), (322) (323), and (324), we rewrite (319) as

10 -] Py(xi —y; +0)  Tq(i —xj41)
Fq(xi —Yj + 1) Fq(yi —Xj+1 — 0+ 1)

i<j i<j
; 2o
5 ﬁ q—H(n—z—i-l)y,qy,- /2 yz(xn+1+1/2)w(yl.)
i=1 l—‘q(xl —yi+ G)Fq Vi — Xn+1)
which matches (65) with w(z), as in (66). [

PROOF OF CLAIM 3.17. We recall the parameters s = q" and the coefficients (73),

w(wy—nn L0671 Jus g, DCR /154, 1)
CR(u; g, 1)CY(s2qt /u; q., 1)

. s T VA
1_q)ni+]—1t )\j l+3s2 l—q)” Jt)\j i+1

Ui i gt s) = (u/n)M= 1w

(325) x ] — ——
dpen 1 —quimitlgTh o S — gt TR T G2

Vo= WA
i JTH
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1 — qxi—j+1tk’,«—i 1 — qx,»+jt2—k’j—is2
x 12— =i 2 T L
Gpen 1 =g/ =" 008" i jpen 1 —gHimIet
j=Hj rjFH
Cg(x;q,t)= l_[ (1—¢g/~ ! ’x):l_[(tl ’x;q)m.
@, j)ep i>1

We take u = t"T! and s = t"/totitrt3/qt and recall 1" /1ot 1213 /gt = q”/z. We have

(/) M=l )= Q) (NI =n(h)
(326)

- q—9(2i(n—(i—1))yi—2f(n—(i—l))xz')

and

CO(u/t;q.1) CO(t": q.1) C(q":q.1)

CO(s%qt/usq.1)  Co(q"Ht7:q,1) — CY(q "+ q,1)

(327)

_ﬁFq(Mi+(n—i+l)9) T,w+1—(m+i—1)8)
T Ty =i+ 1) Ty+1—(+i— D6+ u)

_ ﬁ Ly(vi +n0)ly(v+1—-m+i—1)0)
i1 Tg(n =i+ DOT,(yi +v+ 1 —nb)
In the following we simplify the products in W)Ei/)ﬂ (u;q,t,s). For the first product term in
(325),

. / . . .
1 —q)‘i+]_1t_)\j_l+3sz Aitj—lp—k—i+3g2

l—g
l_[ 1:[ 1_[ 1 — qﬂi—j'i‘ltk—i

. I __;
Qe 1— in*JHt“J’ !

(i.j)er
!/ I, —
RjHj hj=mj=k
kil —k—i+3 2
(328) =1_[ H L4 4—?+1 k—i -
. =ik 1— qﬂz JT+1t

M1 H1ST<mg

1—[ Coi +ye +v+OT (i — e+ 1
i Do (i + X1 + 0420000 (v — e =0+ 1)

For the second product term in (325),

1_[ 1 —q)”f_jt)\;_i—‘_l 1_[ 1_[ 1 _qxi—jtk—i+l
L il — i) —k—i+22
Ger 1 —qritie™t T2 N | Qe I—qtit s
quép.j )Lj:k,,uj:kfl
e k—it1
329 1T 1 s
— it —k—it
A \Zizk 1 qu Jt Ky
P H1=<j<Ag

g Lo =y +0)(yi +ye +1+4v)
Ly(xi —xx+ g (i +xx +1+0v)°

i<k
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For the third product term in (325), we have

8 1 — ghimH1A T | — gri—i+lgk=i
g =i o it —1g2—k—i2
G.)en 1 —qgriti=l7 12 7 G.hen I —gh ! §
i hj=wi=k
(330) B B Ll A
o 1 — griti—1p2—k=ig2
k 1<i<k,
M1 1= <mg

i l_[ Fq(xi — Xp41 — 0 + 1)Fq(yi + X1 +v+60)
Cy(xi =y + DT (i + y +v) '

i<k
Finally, for the last product term in (325), we have

—

. ]
1 — qri—ighi =i+l

bk (2K hitj1—k—i g2

o e
- f l_q,u,i—jtk—l'-i-l

(i;j)ect , (i,j)eu/
)»jyéuj Aj:k-%—l#j:k
At l—k—i 2
(3D -1 N i
) 1 _ q,lLi—_]tk—l-f‘l
k 1<i<k

M1 =i <A
. Ly (i —xk+)Tg (X + X1 + 1 4+v)
1<i<k LaOi = YD) (i + Y1 + 1+ 0)

Putting (326), (327), (328), (329), (330), and (331) all together, we get the following expres-
sion for the transition probability (74):

P(ylx)

ﬁ [q—9(2f<n—<i—1))yi—zi(n—(i—l))xn Lg Qi +nOlg 1= (47— 1)9)}
1 Ty (n—i+ DO, (i + v+ 1 —nb)

Coxi +ye+v+0)e(yi —ye+ 1)

X
izken Lo (i + Xia1 +20 + )T (i — X1 — 0 + 1)
I Ty — vk + Ty (yi + ye + 14 v)
i<k<n+1 Lgxi —xx +0)g(yi +xx + 1+ v)

332 I Lg(xi = xg41 — 0+ DU (yi + xg41 +v+6)
Cy(xi =y + DTy (yi + yi +v)

i<k<n

% 1—[ Fq(yi - xk—l—l)rq(xi +xkr1+1+0)
Cy(i — ks DT (i + ye1 +14+v)

i<k<n

I0'e 1_[ (1_qyz'—yk) 1_[ Uy (vi = xk41)Ug (xi — yk +0)
Ly —ye + DTg(yi —xk41 =0 + 1)

1<i<k<n 1<i<k<n

n n+l . n

x 1_[ (1 _qyi+yk+v)|:1—[ 1—[ Fq(yl +xrtv +9):| quez?:l(nf(ifl))yi.
1<i<k<n izt TaOitxe+1+0) |75

This finishes the proof of (75). In the following we check that (75) is a special case of (27),
with b(z) = ¢~ % + ¢“T. We notice that the difference factorizes

b(z1) — b(zz) = q—m +q11+v _ q—zz — qzz+v — (q—m _ q—zz)(l _ qzl+zz+v)'
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We recall the transition probability (27)

n

1
]P’(y|x)27x) [T @o)—-b0))) H[w(y')gl;!)m

I<i<j<n i=1
£>y;
(333)
1 550
vty PO = b(O)
L<yi
With b(z) = g% + ¢*t?, the first product becomes
(334) [1eG) —bGp)=[Tg™" —q7)(1 = g7 ™™).
i<j i<j
For the denominators in (333), we have
[T @@ —bG) [T GG —bw@)
Lell(x) £ell(x)
£>y; f<yi
= [T @ =g =) JT (7" =g )1 =g )
(335) Lel(x) Lell(x)
£>y; L<yi
o 1—[ _y l—[ (q—y,— _ q—Z) 1_[ (1 _ q€+y,-+v).
Lel(x) EeIL(x) Lel\(y;)
£>y; £<yi

The first two products on the right-hand side of (335) are computed in (321), (322), (323),
and (324). For the last product term on the right-hand side of (335), we have

H 1_[ Z-I—y,—i—v)

i= 1KEIL\{yl}
Z+yi+v)

1—[ H@e]L(l - Z+y,+v) ﬁ J 11—16 x,+1+0(1 -

2)’1+U qz)’t'H)
i=1
(336)

ﬁ 1 ﬁ Cy(vi+xj+v+1)
i=1 1 - qz)’i‘H) j=1 Fq(yi +Xj+1 +v +9)

n n+l

T,i+xj+v+1) ﬁ Ly(yi+x1+v+06)

H 2y1+v ll_[l]l_[l Pg(yi+xj+v+60) . TqQi+xns1 +v+1)

Combining (336) with transformations of (335) from the previous proof, we rewrite (333) as

l_[ (1 —g¥ %) l_[ (1_qyi+yj+v)

I<i<j<n 1<i<j<n

1—[ Lyxi —yj+0) Ly(yi —xj+1)
Coxi —yj+ D Tq(yi —xj1—60+1)

I<i<j=n

n n+l

» HH Ly(vi+x;+v+06)
Co(vi+xj+v+1)

i=1j=1

Ty (i + Xnt1 +v+ 1) g~ Li(=i+D0yi g 3;/2 yz(xn+1+1/2)w(yi)]

zl;[1|: Fq(yi +x14+v+06) Fq(xl — Vi +9)Fq(y,‘ — Xn+1)
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which matches (332) if

Fyz+x1+v+0)
Pg(z+xns1 v+ 1)

w(z) =g~ PO HIL, (6 — 24 0)Ty (@ = x041)
This finishes the proof of Claim 3.17. [J

PROOF OF THEOREM 3.19. Let us do some simplifications in W)Ei/)u of Theorem 3.16 in
the ¢ =t case. We additionally set t>"#t11,13 = p. Note that if )Jj = [L/J-, then (i, j) € A is
equivalent to (i, j) € p. On the other hand, if (i, j) € A/, then necessarily )\/j #* p/j. Hence,

l_[ T YA
i w—i i1 =i

G pen L —qrti=itlghi™ ;" 1 —griti=1g7"i™" p

1 / ’

A= iy

« ] 4

1 _q)\i+jq—k}—ip 1 _q)»i—jq)‘;‘_i+1

. I v
)»i—j-l-lq)hj ! 1_q)»l+jq )‘J lp

. : _ /._- . ,'_' 1
ppen 1 =g =1g7 M p e 1 —qri=ighi ™t
)L.//':/’L/j )L/];é/,L/j

—j A—i+1 i+ Wi
= [T (=g g™ (1 —g" g™ p)
(i,j)er
1
X ) - o
G pen (1= gHi=IF1g" ™ (1 — griti=lg™ ™ p)
! 1

X

=i i Wi
G perpu L =gt ti=1g i p i hexu 1 —qritig i " p

We now simplify the last line. Note that since p < A and (i, j) € A/, we have )Jj =i and
n; =i — 1. Hence, we get

A 1 Ai 1
I 11 gty LI gt

i Lj=ui+1 =i+l
:1_[ Z(Aﬁﬂi) 2 1+ —2i
; =1 l_q i ]q p
(@** D pr @)oo

(> =D+ pg) oo

Let us now rewrite the branching rule for Koornwinder polynomials at g =¢.

LEMMA A.18. Consider Koornwinder polynomials with t = q, to =r - t 1. Define
the quasi-branching coefficient through

1 —n— —n—
K"V, xr g g qr g7 1, 0, 13)
_ZWX/ K(”) xl’axn,q’qsrq_n’t17t25t3)
L<A

Then we have

- _ gn+1(X) ’ﬁl[ - 1— q2()»i—i)+nrt1t2l‘3i|
T e 3 1 — g2 rnnt
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where g, (1) is

(N~ My (/) Cutrn /q)Crn/g)Curs/q) - D
(337) Tt @)
(g2t @)oo

i>1

PROOF. We denote g2 tgt1 1213 = p. Comparing with Theorem 3.16, we have

. : k) ( g, b, 1)
@) [ n+l1. -1 2\q9.49,9 r-q 1,12,13

Unw="u@ " 549:9.9 /P)- .
/l" X/IL( \/_) kﬁ(q,q,q"ﬂ”'q_n3t17t2’t3)

Using the above simplifications for wfl))ﬂ, the last expression is

g"M=n )

qnlul—n(u)
—1— R g | i =M=
5 CRpa™™MCYg™ Ty (1 — g g" ™ H = g*itig™i " p)
C(pa™ "M@ D [T jrep (1 — qHi=i+1gH i) (1 — griti=lg ™™ p)

200 —i)+1

o (q P q)oo
i (@D prg) e

L /Mg Q@ HGen /) G/ /q)
(r/q)~ g CY (g CYrtr/a)CY(r12/)CR(r13/q)
8 [, jyen(l — ghi— It g T — gt )
Ma.pea(l =g =g D1 = ghtig™ ™ p)
_q" T Qg™ (M R /) CRra /) CR (i3 /9)

— qUDIRECY (pg=1=m) (r) 7L CY (rty /) CY.(r1a /) CY (r13 /q)
2(Ai—i)+1

L TT4 Pi9)x
D (@ D g) oo

with all C? being evaluated at (-; ¢, ¢). It remains to note that

p :q”_lrt1t2t3. U

Here is_a restatement of Lemma A.18: using the notation (337), we define a symmetric
function Ky (xg, x3, ..., x,) through

(n) —n
~ K, (xt,....x5;q9,q;r - L, 1, L
Rty xa, o ) 1= 5 (x1 ny 4,957 - q 1,0 3)‘
gn(p)
(It still depends on ¢, r, t1, t2, t3, but we are hiding this dependence.) Then we have

n41 _2(hi—i)tn

~ 1 rtiit ~
Ky (x1,x2, ..., X0, 7g ") = Z[H[q_A’ 1 12 31|]K,L(x1,xz,...,xn).

i 1 — g 2itnrtnt

Let us now match to the notations of Theorem 3.19. For that we transform the weight
arising in branching of n (rather than n 4 1) variable polynomial

. _ )»i-i-n—zl—i — 1 -

(338) g 1 — g2Gi=Dn=lpy gy VTIDIG riintgtit DR
_ o —2i+tn—1 - n-0/2—i _ 1 "

1 q rtiit3 Jrtihtzg / it fatag D2
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Denoting x; = A; + % —iando = q_l rt1 13 and removing the A;—independent normal-
ization, we get the weight

1

ogti '

oq™ —
We are now ready to finish the proof of Theorem 3.19. We compute

n K (0 kg1 1
(339 X (e )

F=A O A <Ay k=1i=1 oq”i

which differs from the left-hand side of (77) by allowing k = n. Using Lemma A.18 recur-
rently for n — 1, n — 2, ..., adopting the notation o = ¢~ !\/rfif>13, and transforming the
weights as in (338), the sum (339) evaluates to

n k
ktl_; 1
[H [[{os™ - —)}
(340) k=1i=1 oq
y K,(L")(rq_l,rq_ v g g, g g7 1, 1, 1)
gn(A) '

For the principal specialization of Koornwinder polynomials, we use another formula from
(991,

K)En+1)(t0’ fot, ... 00t"; q,t; 10, 11, 12, 13)

= (tot")~

Al n () CY™™ "oty 1" 101, 11013 ., 1)
Cy (t; 9, )C (1 totiatz/q; g, 1)

where CS is as in Theorem 3.16 and

@i, j)er
[ @ we g @t g
1=iz @ xq) I<i<j<l (ghT*it2=i=ix; q)’
Cy (x;q,1):= l_[ (1 _q)ti*jt)u/j—ix)
@i, j)er

=I1 (x; 9) I1 (@4 M X q)

]<l<l (q Itl l'x q) ]<l<_]<[ (q )\]tj_l_lx’q)
Hence, (340) becomes

n k
T T e
ogq z !

k=1i=1

Cx(q”)CA(rt1/q)CA(rtz/q)Cx(rts/q)
Cy(q:9,9)Cy (0q" 59, 9)

1 (q—21+n+2 2. q)oo

CRODCRr11/9)CRr12/q)CR(r13/q) - DM T (g2Hi=D4H202: )

X (r)l)‘|
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n k 0/ .n
kel 1 _ Ci (@)
= []‘[ ]‘[((,q e i)}q nlA| gn () Y

oq' - Cy @9, 9Cy (02" 15 q,9)

1 . (q—2i+n+10.2;q)oo
CRe?) i) (@Dt Hlo2 g)o

z kil 1 _
- []‘[ ﬂ(oq i i) g~

k=1i=1 oq 2~
x J] (=" igi=) (1 —o2ghthitn=i=ith)
I<i<j<n

5 n |:(qk[+n—i+l;q)oo (Uzq_2i+n+2;Q)oo (UZqZ()»,‘—i)-H’L-Fl;q)OO
il (@ Do (@2@?H=DHH2:g) o (02T )0

(¢'"q"; ),
(0% q)x,}'
It remains to transform the last formula. First, let us simplify the factor in [T}"_;,
@ ) (02072 g) o
(@0 (02g2H=0HH2 g) o

(02g*H 0t gy (@' g D

G341) (@2q% T g)0e (0211 q),
_ @ e (077 g)oa (1 — o2g20irentl)
(4 @)oo (029" oo
1 — g2g2i—DHn+l

(@G Dn-i (02 T @i
Next, let us modify the [T;_, ]_[le factor,

n k
|:1_[ H(qu%]_i — k;*‘—z):| = (_a)—n("+l)/2 l_[ (1 _quk+1—2i)

k=1i=1 oq 2 1<i<k<n

(342)
n
— (_O,)—n(n+l)/2 l_[(o_qu—l ’ q)n_i+1-
i=1
We observe a nice cancellation between g-Pochammer symbols involving ¢ in the last two
formulas. Finally, we rewrite the remaining factors,

—n|A|+n(A Ai—Ai j—i 2 Ai+Aj+n—i—j+1
g "R TT (1 =gt Mg ™) (1 = o?ghithitnmim
I<i<j<n
— qZ}’:l(i—l—n)M
% 1_[ (1 . q)»,‘—)»j-i-j—l' . O,Zq)»,‘-i-)»j-i-n—i—j—l-l _|_0_2q2)\,'+n—2i+1)
I<i<j<n

— qZ?zl(i—l—n))\i

(343) < 1 g%

I<i<j<n
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nl Lt - +1 ot
e AR Yl t w L L e

x (q o°q q

" n+l
=[]0 z)]q—m

i=1

-l 2 hi—iitl —ay—udl 2 aj—j+ul
X l_[ (q t 2 40 q™ 2 qJ J —o°q™ JT2 )
I<i<j<n

It remains to multiply (341), (342), (343) and divide by [] l_l(aqkﬁk;l_i — 7;\-+1k —+—) to
oq’t 2 !
get the result. [J
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