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Abstract— This paper proposes an approach to mitigate
epidemic spread in a population of strategic agents by
encouraging safer behaviors through carefully designed re-
wards. These rewards, which adapt to the evolving state of
the epidemic, are ascribed by a dynamic payoff mechanism
we seek to design. We use a modified SIRS model to track
how the epidemic progresses in response to the agents’
strategic choices. By employing perturbed best response
evolutionary dynamics to model the population’s strategic
behavior, we extend previous related work so as to allow
for noise in the agents’ perceptions of the rewards and
intrinsic costs of the available strategies. Central to our
approach is the use of system-theoretic methods and pas-
sivity concepts to obtain a Lyapunov function, ensuring the
global asymptotic stability of an endemic equilibrium with
minimized infection prevalence under budget constraints.
We leverage the Lyapunov function to analyze how the
epidemic’s spread rate is influenced by the time scale of
the payoff mechanism’s dynamics. Additionally, we derive
anytime upper bounds on both the infectious fraction of
the population and the instantaneous cost a social planner
must incur to control the spread, allowing us to quantify the
trade-off between peak infection prevalence and the cor-
responding cost. For a class of one-parameter perturbed
best response models, we propose a method to learn the
model’s parameter from data.

Index Terms— Epidemic; Evolutionary Dynamics; Lya-
punov Stability; Population Games.

[. INTRODUCTION

Recent studies [1], [2] have used system-theoretic methods
to obtain dynamic rewards promoting safer behaviors during
an epidemic, aiming to lessen infection prevalence in a large
population. The results in [1], [2] apply to a wide range of
strategic decision-making behaviors but assume that the agents
have precise knowledge of the rewards and costs of the avail-
able strategies. Unlike these studies, here we accept that the
agents’ choices are based on rough estimates of the strategies’
net rewards (rewards minus intrinsic costs for adopting the
strategies), leading us to explore the so-called Perturbed Best
Response (PBR) rules to capture the unavoidable noise in the
agents’ perceptions.
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Our work stands on two pillars: First, we use a modified
susceptible-infectious-recovered-susceptible (SIRS) epidemic
model [3] to track disease spread. The agents’ strategic choices
affect the infection rate denoted as B(¢). The agents choose
from a range of strategies {1,---,n}, n > 2, each affecting
B(t). The strategies’ net rewards, calculated by rewards minus
intrinsic costs, guide the decisions the agents make. This
decision-making is described by an evolutionary dynamics
model, which assumes that the agents can review and change
their strategies over time according to a PBR rule [4], [5]
(see §I-B). Second, we seek to design a payoff mechanism for
assigning rewards that nudge the population’s choices towards
safer strategies reducing infection rates, with the constraint
of keeping rewards affordable in the long run. The payoff
mechanism’s state is coupled to the epidemic model’s state,
creating what we call an Epidemic Population Game (EPG)
(see SI-B).

The design methods proposed in [1], [2] are not suitable
for our context, as they assume the absence of noise. While
our approach also builds on system-theoretic passivity as in
[1], [2], it requires substantial modifications to the stability
proofs and the characterization of the set of endemic equilibria
with minimized infection prevalence, which here depends on
the noise distribution. For an important subset of PBR rules,
which we will describe later, this distribution is governed by a
single parameter that can be learned from data. Moreover, we
establish local exponential stability for a representative class
of PBR dynamics. Additionally, we explore the impact of the
time scale governing the dynamics of the payoff mechanism on
the upper bound of the infected population. By incorporating
this time scale parameter into the design, it becomes an
additional lever that a social planner can adjust to mitigate
the spread of the endemic.

A. Evolutionary Dynamics Model

Each agent follows one strategy at a time, which it can
revise repeatedly. A payoff vector p(¢) in R™ whose entries
quantify the net rewards of the available strategies influences
the revision process. Typically, the agents are more likely to
choose strategies with higher payoffs. Namely, we define

p(t) =r(t) — c(1(1)), )

where I(t) represents the infectious portion of the population,
(L)) = (aa(I®),- - ,cn(I(t))) is a vector whose (-th entry
ce(I(®)) is the inherent cost of the ¢-th strategy, which depends
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continuously on I(¢) and decrease as I(t) increases, and r(¢) =
(ri(t),- -+ ,rp(t)) is a reward vector meant to incentivize the
adoption of safer (costlier) strategies, where 7,(t) is the ¢-th
strategy’s reward.

Rather than focusing on what each strategy may represent
(see [1, Remark 1]), in our framework we assume that a vector
[3 in RZ, is given whose ¢-th entry ﬂ[ quantifies the effect of
the ¢-th strategy towards B(t) according to

B = f'z@), t>0, )

where x(t) is the so-called population state taking values in
the standard simplex X defined below and whose ¢-th entry
x(t) represents the proportion of the population adopting the
{-th strategy at time ¢.

Xe={ze0,1]" | Xl zi=1}.

Following the standard approach in [6, §4.1.2], the fol-
lowing Evolutionary Dynamics Model (EDM) governs the
dynamics of z(¢) in the large-population limit:

() = V(x@t),pt), t=>0, (EDMa)
where the i-th component of V is specified as
Vi(a(t),p)) := =25, i) Tij(2(1), p(t))
outflow switching from strategy 4
+2 20 Tji(x@),p)) . (EDMb)

inflow switching to strategy %

A Lipschitz continuous map 7 : X x R™ — [0,1]"*"
is referred to as the learning rule (or revision protocol).
Specifically, given the current state x(t) and the payoff vector
p(t), Tji(x(t), p(t)) represents the probability that an agent will
switch from its current strategy j to strategy ¢ when given the
opportunity. As discussed in [6, Part II] and [7, §13.3-13.5],
which provide an in-depth exploration of various learning
rules, the opportunity for strategy revision for each agent is
modeled by an i.i.d. Poisson process.

B. PBR Learning Rule and Epidemic Population Game

In contrast to earlier work in [1], [2], [8], here we adopt
the class of PBR learning rules [4], [5] as a way to incorpo-
rate noise in the agents’ perceived payoffs. Specifically, we
consider

ji = Ci(p) == i + v > ;
Tji(z,p) = Ci(p) P(p +o 1??3’2(19””))
VJE{l, ,TL}, (4)
where vy, - ,v, are random variables admitting a positive
joint probability density function over R"™. In the following
example, we discuss a learning rule that has been widely

studied in the literature.
Example 1: The logit learning rule [5] is specified as

C ep i / 13
i(p) S 4)
where 1 > 0 quantifies the noise intensity. Namely, vy, - -+ , vy,

are i.i.d. random variables characterized by P(v; < () =

e C/u—¢ . . ..
e ¢ , where ( is Euler’s constant. In the noise-free limit

as u tends to zero, C' will tend to the best response learning
rule.
According to [4], we can represent the choice function as'

C(p) = (C1(p), -+ ,Cn(p)) = argmax(z'p—Q(2)), (6)
z€int(X)
where @ : int(X) — R is called the admissible payoff

perturbation, which is twice continuously differentiable and
satisfies the following conditions:

FV2Q(2)2 >0, z€ X, 2 € TX\ {0} (7a)
hm ||VQ( )||]2 = o0, where z,, = 11313 Zi, (7b)

Zmin—>

where TX is the tangent space of X. The logit learning rule
is obtained via the perturbation function () defined as Q(x) =
pwy i @i na,, with g > 0.

When (EDM) is defined by the choice function (6), we refer
to it as the PBR EDM. Note that when the PBR EDM reaches
its equilibrium state, i.e., V(x*,p*) = 0, the population state
x* satisfies z* = C(p*).

We adopt the EPG formalism from [1] as follows.

Ity = (Bw)(1—I(t) — Rw) — o) I(1) (EPGa)
R(t) = vI(t) — wR(t) (EPGb)
q(t) = G(I(t), R(t), z(t), q(t)) (EPGc)

r(t) = H(I(t), R(t), 2(t), q(1)), (EPGd)

where I(t), R(t), and S(t) := 1 — I(t) — R(t) take values in
[0,1] and represent the proportions of the population which
are infectious, have recovered, and are susceptible to infection
at time t, respectively. Here, (EPGa,b) is a normalized SIRS
model with o := v + 6 and w := 1) + 0, where ~ and ) denote
the daily recovery rate and the daily rate at which recovered
individuals become susceptible (due to waning immunity), re-
spectively, and 6 is the daily birth rate. Additionally, (EPGc,d)
is a payoff mechanism we seek to design, where r(t) appears
in (1) and q(t) belongs to R™ with m > 1.

C. Problem Formulation and Paper Structure

We order the entries of 3 and ¢(I) as follows:

,6_);‘ < B;'J,_l and Cl(I) > Ci+1(I), 1€ {1, s ,n—l}, Ie [O, 1].
Henceforth, 3 and ¢ : [0,1] — R" satisfying the conditions
above are assumed given. We will use ¢(I) defined below
to specify cost constraints because for a planner seeking to
promote the i-th strategy it suffices to offer incentives to offset
the differential ¢;([).
GI) =) —c,(I), i€ {l,---,n}, T€[0,1]. (8)
Definition 1: Given a cost budget ¢* > 0, the optimal
endemic transmission rate 5* is determined as the minimum

ISince @ satisfies (7), according to the analysis presented in [4], the
maximization in (6) admits a unique solution.
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value of the following constrained optimization problem:

_ min 8 )
BE(o,Bn),rERL ,1€[0,1]

subject to r'C(r — ¢(I)) < ¢
B=pBC(r—&I)
I=n(l-0/B),

where C is the choice function defined in (6).

Note that at the optimal solution (8*,r*, I'*) for (9), C(r*—
¢(I*)) represents the population state at the equilibrium of the
PBR EDM, where the infectious population I* is minimized
while satisfying the budget constraint r*'C/(r* — &(I*)) < c*.
Additionally, we can infer that the optimal endemic transmis-
sion rate 3* decreases as the cost budget ¢* increases, implying
that with a higher c*, the planner can further reduce I*.
Throughout the paper, we assume that an average transmission
rate less than or equal to ¢ is considered too costly for a social
planner to sustain. Therefore, we focus on scenarios where the
minimum £* is greater than o.

Main Problem: We seek to obtain Lipschitz continuous G
and H for which the following hold for any I(0) in (0, 1],
R(0) in [0,1 — I(0)], £(0) in X, and ¢(0) in R™:?

Jlim (I, R, B)(t) = (I, R", "), (P1)
limsup 7’ ()z(t) < c*, (P2)
t—o00

where, from Picard’s Theorem, {(I, R, xz,q)(t) | ¢ > 0} is the
unique solution of the initial value problem for the closed-
loop model formed by (EDM) and (EPG). Here, the nontrivial
endemic equilibrium for (EPGa,b) is:

IMi=n(l—g), B =1 -n)- %) n:= 5

We will seek G and H for which a Lyapunov function

for the closed-loop model exists. We will do so not only to
establish (P1) but, crucially, also to leverage the Lyapunov
function to obtain anytime upper bounds for I(¢). This is
relevant because, as has been pointed out in studies [9], [10]
employing B(t) as a control variable, I(t) tends to significantly
overshoot its endemic equilibrium 7* when 1(0) < I*, unless
the control policy prevents it.
Paper Structure: After the introduction, in §II we outline
motivation for our work and provide a brief overview of related
work. The paper’s main section is §III where we describe
G and H that constitute a solution to our Main Problem
and present Theorem 1 and Corollary 1 stating the precise
conditions under which (P1)-(P2) are guaranteed globally for
the chosen G and H along with a method to select key
parameters. In §III, we also discuss convergence rate, present
an example, and explain how to construct anytime upper
bounds for the prevalence of infections and how to learn from
data the noise parameter specifying a class of choice functions
when it is unknown a priori. In §IV, we illustrate our methods
via simulation for two scenarios.

2In our main results, specifically Corollary 1, the design of (EPGc) and
(EPGd) guarantees that r(t) converges to r*, as defined by the social planner
in (9). It is important to note that r* is a vector with non-negative elements.

1. MOTIVATION AND COMPARATIVE LITERATURE REVIEW

In this work, we investigate agent decision-making in epi-
demic processes where the agents’ strategy selection is deter-
mined by PBR models. Our study is motivated by prevalent
empirical observations, as exemplified in [11], which indicate
that the Nash equilibrium is not an accurate predictor of
human decision-making processes. We provide a review of
prior studies on epidemic models and PBR models.

There are a number of recent studies that investigated the
problem of managing an epidemic using control theory: di
Lauro et al. [12] and Sontag [10] studied the problem of identi-
fying the optimal timing for non-pharmaceutical interventions
(NPIs), e.g., quarantine and lockdowns, to minimize the peak
infections. Al-Radhawi et al. [13] examined the problem of
tuning NPIs to regulate infection rates as an adaptive control
problem and investigated the stability of disease-free and
endemic steady states. Godara et al. [9] studied the problem of
controlling the infection rate to minimize the total cost till herd
immunity is attained as an optimal control problem subject to
a constraint on the fraction of infectious population. But, these
studies did not consider the strategic decision-making.

Several recent studies employed game theory, including
evolutionary or population games, to study epidemic processes
with strategic agents [14]-[20]. For instance, [14] studied the
effect of risk perception on whether individuals choose to self-
quarantine or not, and how increased perceived risks could
lead to multiple infection peaks. Khazaei et al. [20] adopted
the SEIR epidemic model with the replicator dynamics to
study the interplay between the underlying epidemic state and
the behavioral response of a single population. They showed
that as the disease prevalence changes over time, the level of
public cooperation varies as well in response, which results in
oscillations of infection level.

The dynamics of epidemic processes on networks have
been studied extensively, e.g., [3], [21]-[24]. Other studies
also considered epidemics with multiple populations [25],
[26]; each population represents a group of similar agents, a
community or a geographic area (e.g., a city). The interactions
among populations are often modeled using a graph, in which
edge weights indicate the contact or interactions rates across
different populations. We refer an interested reader to [3], [21]
for a comprehensive literature survey. Considering multiple
populations complicates the analysis of epidemic models, even
without modeling agents’ strategic interactions and leads to
richer dynamics [25]. The impact of asymptomatic infections
over complex networks has also been studied, along with
seasonal transmission rate changes, e.g., a high tourist season
or the start of a new school year [27].

Kuniya and Muroya [26] studied a multi-group SIS model
with population migration and established global convergence
to the endemic equilibrium when the basic reproduction num-
ber exceeds one, and to the disease free equilibrium otherwise.
These studies, however, assume fixed transmission rates that
do not depend on the strategies chosen by the agents in
different populations.

The authors of [1], [2] introduced a new framework that
combines the strategic decision-making process of agents
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(evolutionary dynamics) and a compartmental epidemic model
(SIRS model) for a single population. This framework allowed
them to design a dynamic payoff mechanism that ensures
the convergence to an endemic equilibrium where the disease
transmission rate is minimized subject to a budget constraint.
A key contribution of these studies is that they provide anytime
bounds on the peak infection, which are universal and hold for
any protocol that meets certain assumptions. The framework
was extended to two-population scenarios in [8]. However,
these studies only considered learning rules that satisfy Nash
stationarity. Although many learning rules are Nash stationary
(e.g., impartial pairwise protocol), there are some well-known
learning rules that are not Nash stationary (e.g., imitation and
PBR dynamics).

Here, we extend the framework proposed in [1], [2] to
study PBR dynamics in epidemic population games. The PBR
model (often referred to as the better response model), which
is rooted in bounded rationality and accounts for random noise
in the payoff mechanism, has been extensively investigated in
the economics literature [28]—[34]. An earlier work relevant
to the perturbed decision-making is [30] which presents a
game formulation with randomly perturbed payoffs in finite-
agent game settings. The mathematical analysis presented in
the paper provides a rigorous approach to identifying the
equilibrium, referred to as the Bayesian equilibrium [35], of
such a game with perturbed payoffs.

Rosenthal [31] discussed the limitations of the Nash equi-
librium in predicting outcomes of empirical studies in non-
cooperative games. Motivated by such limitations, the author
proposed a one-parameter better response model to capture
the key characteristics in human decision-making: humans are
equally likely to choose strategies that are equally effective.
The study also provided concrete examples to illustrate the
distinction between the equilibrium determined by the model
and that of Nash’s.

McKelvey and Palfrey [32] introduced a quantal choice
model that includes the logit protocol as its special case and
analyzed its equilibrium, referred to as the quantal response
equilibrium (QRE). By examining data from various human
decision-making experiments, they illustrated that QRE for
the logit learning rule consistently provides a better prediction
across these experiments compared to the Nash equilibrium.
Additionally, the study reports variability in the selection of the
optimal model parameter during the analysis of experimental
data, indicating the need for developing a parameter estimation
method. More in-depth treatment of the logit learning rule
is presented in [29]. The authors explained why the Nash’s
approach to defining an equilibrium, which relies only on
the signs of payoff differences, falls short in predicting the
outcomes of the experiments adopted from [36].

Other related studies include [33] which presents a model
that captures the noise in agent decision-making to study the
robustness of the stochastic stability. [34] introduces the idea
of stochastic potential for a coordination game, which adds
an effort cost to an ordinary potential function of the game,
and draws the connection between the equilibrium maximizing
the stochastic potential and the logit equilibrium. Using exper-
imental data, the authors claim that such equilibrium is a better

predictor of the experiment outcomes than that of Nash’s.

I1l. A SOLUTION TO MAIN PROBLEM
Recall the state equation of the PBR EDM given by

B(t) = V(x(t),p(t)

= argmax(2'p(t) — Q(2)) — z(®),
z€int(X)

(PBR EDM)

where the payoff vector p(¢) is defined by the reward r(¢) and
the intrinsic cost function ¢ : [0,1] — RZ, as in (1) and
(8). We adopt the notion of §-passivity from [37] to analyze
the stability of (PBR EDM) when it is interconnected with
(EPG). (PBR EDM) is §-passive in that there is a continuously
differentiable function S : X x R™ — R>( given by

S(z,p) = Zé{}j@;&)(%p - Q(2)) — («'p—Q(x)), (10
which satisfies
V., S(z,p)V(x,p) + V,S(x,p)u < u'V(z,p),
VreX,peR", ueR" (11)

Note that V/,S(z,p)V(x,p) < 0 holds for all z € X, p € R",
and S(z,p) = 0 if and only if V(x,p) = 0. We refer to S as
the §-storage function of (PBR EDM).

Following the similar idea as in [1], we define G and H as
follows.

G(I,R,x,q) = /i((j—[) +n(InI —Inl)+v*(3 - B)

+lj(R1%)(1nR)> (12a)
H(I,R,z,q) = qf + 7+ &(I) — &1I), (12b)

where I = n(1—0/B), I =n(1—0/B), R = (1-n)(1—0/B),
B = f'z, and ) = w/(w + 7). The constant x represents
the time scale of the dynamics for ¢(¢), and its effect on
the convergence of I(¢) is discussed in §III-A. The constants
B € (o, ﬁn) and 7 € RZ, are the endemic transmission
rate and stationary reward vector when ¢(t) vanishes as t
tends to infinity, respectively. These are design parameters of
(EPG). The variables I and R constitute the equilibrium state
of (EPGa) and (EPGb), and are considered as the reference
endemic variables. From this perspective, the parameter v can
be interpreted as the weight that determines the importance of
the current transmission rate B attaining the desired value /3
compared to (I, R) attaining (I, R).

The following are remarks on the choice of G and H.

Remark 1: According to the dynamics for ¢ defined in
(12), q is a signal adjusted by the social planner to control
the portion qg in the reward vector (12b). Specifically, when
q < 0, the reward vector incentivizes more effective strategies
— those associated with lower values of ﬁ_; Additionally, G
in (12a) is defined such that % < 0 holds. As a result,
when agents switch to strategies that increase the average
transmission rate (i.e., B(t) > 0), the value of G would
decrease. If this trend persists, it will further lower the value
of q(t), encouraging agents to adopt more effective strategies.
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Furthermore, using Lemma 2 (in Appendix B), we can infer
that B(t) > o, Vt > 0, provided that B(0) > o

If we want to ensure that the planner is offering rewards
(non-negative incentives) to the population, the design of H
can be modified in the following way.

H(I,R,z,q) = qB + 7+ ¢(I) — &)

— min (g8 + 7 + &(I) — &(I)1.

1<i<n (13)

Since adding an equal value to each entry of the payoff vector
p does not affect the results of this work, we use (12b) for
concise presentation, unless otherwise specified.

A. Optimal Design of ¥, 3

We begin by presenting the main convergence results.

Theorem 1: Consider the closed-loop model consisting of
(EPG) and (PBR EDM), with the parameters B € (o, En) and
7 € RY, given. Suppose B(t) > Buin, Vt > 0 holds for some
B> Buin > o then the following statements hold:

D) limy_o0 g(t) = G and lims_, o B(t) = 5, where G is a
unique solution to 3 = 3'C(q8 + ¥ — &(I)) with I =
n(1—a/p), and

2) limyoo I(t) = n(l— a/ﬁ) limy 00 R(t) =
o/B), and lim;_, oo 2(t) (qﬁ +7—¢(I)).

Proposition 1: When C in (PBR EDM) is the logit learning

rule (5) and v in (EPGo) is sufficiently small, the closed-loop
model, consisting of (EPG) and (PBR EDM), achieves local
exponential stability.

The proofs are provided in Appendices B and C.

(T=n)(1—

Remark 2: The assumption B(t) > By, Vt > 0 is imposed
to ensure that the term In () — lnI ) in (12a) converges to
zero as does I(t)— I(t) . Note that if 61 > o, this assumption is
satisfied with By, = 61 In cases where 61 < o and B(0) >
Bhin, the requirement can be strictly enforced by redefining
the reward vector r(t) as

o) — qmmﬂ + 7+ e(I0) = e(I)  if B(t)=Buin» () < Gmin
OB +7+e(Iw) — &) otherwise,

where qmi, is selected to satisfy B, = E’ C(qming + 7 —
é(I)) < B, and By, can be chosen arbitrarily close to o.

In light of Theorem 1, the budget constraint (P2) can be
expressed as (g8 + 7)'C(qB + 7 — &(I)) < ¢* where ¢* is
the cost budget, and ¢ is the limit of ¢(t) for given 7 and }.
Consider the optimal choice 7 = 7* and = 3*, where 7* and
(B* are part of the optimal solution to (9). In this case, we can
conclude that § = 0 and thus, r*'C(r* — &(I*)) represents the
average cost that the social planner needs to spend to maintain
the optimal transmission rate 5* when the closed-loop model
reaches equilibrium. As a corollary of Theorem 1, we can
show that with 7 = r* and 8 = §*, the reward vector 7(t)
converges to r*, and the transmission rate B(t) converges to
the minimum (£* that satisfies the budget constraint.

Corollary 1: Suppose 7 and 3 are determined as the optimal
solution to (9): 7 = r* and = f* = g’C(r* —¢&(I*)). For the
feedback interconnection of (EPG) and (PBR EDM), assume

that B(t) > B, Vt > 0, where 8* > B, > o. Then, the
following hold:

1) limy o, B(t) = %, and
2) limy_s o r(t) = r* while satisfying 7*'C/(r* — &(I*)) <
c*.

Remark 3: The following are remarks regarding Theorem 1
and Corollary 1.

1) For the planner to compute r* and * using (9), the
knowledge of the choice function C' is essential. In §III-
C, we consider a scenario where C' is initially unknown
to the planner. In such cases, C' must be estimated based
on data gathered over time from the agents’ strategy
selections.

2) The proof of Theorem 1 adopts the Lyapunov stabil-
ity technique which, in conjunction with Corollary 1,
implies that the infectious population I(¢) converges to
I*. In other words, the reward mechanism defined by
(EPGc,d) asymptotically attains the minimum achievable
infectious population while asymptotically satisfying the
given budget constraint.

3) The higher the value of x, in (12a), the faster the
dynamics of g(t). Consequently, with large «, the planner
can more quickly adjust g(¢) to control the spread of the
epidemic. To see this, consider the Lyapunov function
S (Z,R,B), defined in (27), and used to establish the
convergence results in Theorem 1. Here, Z and R are
given as Z = BI and R = BR, respectively. The
following conditions hold:

(L),
d.s
T(I(t)v R(t)7 B(t)) =

—(Z) —Z)* —

R@),Bt) =0 = It)=0

—kTIG(I(), R(t), (1), q()) B(2)

Y (R(t) — R®)2.
v

We explain how large x facilitates the reduction
of L (Z(t),R(t),B(t)), thereby slowing the growth
of the infectious population I(¢), particularly
when I (t) > 0. To achieve this, the planner can
incentivize agents to adopt strategies that minimize
the upper bound —r G(I(t), R(t),x(t),q(t))B(t)
of LX(Z(t),R(t),B(t)), which directly depends

on q(t) When k is  sufficiently large,
kTIG(I(t), R(t), 2(t), q(t)) < 0 leads to a
rapid decrease in (1), Which in turn reduces
B = flargmax.cu (@p0) — Q(2) — B
by  driving ﬁ'argmaxzeini(x)(zp(t) - Q2))

towards its lower bound [;, as indicated by
Lemma 2 in Appendix B. Conversely, when
kIG(I(t), R(t),x(t),q(t)) > 0, the variable gq(t)
increases rapidly, leading to an increase in B(t) as
g arg Max, cing(x) (2'p(t) — Q(2)) moves towards its
upper bound E,L.
The following example illustrates the convergence result of
Corollary 1.
Example 2: Consider that (PBR EDM) is defined by the
logit learning rule with 4 = 1 and is interconnected with
(EPG), where v = 0.1 (infectiousness period ~ 10 days), o =
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Fig. 1: Simulation results for Example 2 illustrating (a) the
infectious fraction (¢) of the population with respect to /* and
(b) the average cost 7’(¢)x(t), evaluated with different values
of k for (12a).

v, w = 0.005 (immunity period ~ 200 days), and v = 3. With
the transmission rates § = (0.15,0.19), intrinsic cost ¢(I) =
(0.2038 — 0.21,0), and budget ¢* = 0.15, we obtain r* =
(0.287,0) and * = 0.1691 from (9) under which z(t) and
(I(t), R(t)) converge to z* = C(r* — &(I*)) = (0.522,0.478)
and (I*, R*) ~ (0.019, 0.389), respectively.
Using the initial condition z(0) = (1,0), I(0) = 0.0158,
R(O) = 0.3170, and ¢q(0) = 0, Fig. 1 illustrates the ratio
(t)/I* and the instantaneous average cost 7’(t)x(t) with
Varymg values of x in (EPGc). We can observe that I(¢)/I*
converges to 1 in Fig. la, indicating that the infectious
population I(t) approaches the endemic equilibrium I*, and
r’/(t)x(t) converges to ¢*, marked by the dotted horizontal line
in Fig. 1b. In addition, as we can observe from the figure,
increasing x will reduce the overshoot in I(t)/I* (see Fig. 1a)
at the expense of larger instantaneous cost (see Fig. 1b).

B. Anytime Bound

We establish an anytime bound on the infectious fraction
I(t) of the population. By following the same arguments as in
[1, §4], we proceed with defining

mo(ae) =T tsup{I|.7(Z,R,B) < o},

(14)

where Z = BI, R = BR, I = n(1 — ¢/B) for fixed 3 €
(0,5n), and .7 (Z, R, B) is the Lyapunov function defined in
(27). The value 7, (o) represents the upper bound of I(t)/1,
where 7,,(0) = 1 and « is determined by the initial condition
(1(0), R(0), q(0), z(0)) of the closed-loop model. Specifically,
a, is given by a, = k= 18(x(0), p(0)) + 7 (Z(0), R(0), B(0)),
where S(z, p) is the §-storage function of (PBR EDM) defined
in (10).

To be more specific, according to (28), the function
kIS (z(t), p(t) + L (Z(t), R(t), B(t)) is decreasing in t and,
hence, it holds that

F(L(), R(1), B(t)) < v, Wt > 0. (15)

From (14), we can establish that I(t) < I7,(c,) holds for all
t > 0. Additionally, note that the constant «,, decreases as
increases, as does the upper bound T 7y (), as observed in
Fig. la.

Now, to evaluate how the choice of the parameters 7 and
B affects the anytime bound, consider that the state of the
closed-loop model, consisting of (EPG) and (PBR EDM),

starts from the endemic equilibrium resulting from a prior
use of (EPG) with 7° and (°, respectively, as the stationary
reward vector and endemic transmission rate. Hence, 1(0) =
1(0) = 1(1 — 0/B(0)) and R(0) = R(0) = (1 —n)(1 — o /B(0))
hold. Suppose the social planner adopts 7 and 3 as the revised
stationary reward vector and target endemic transmission rate
respectlvely Note that in this case, B(0) = (°, p =

)3 + 7 — &), and .#(Z(0), R(0), B(0 )) = v2ﬁ2/2 hold,
where I=n(l—0/B) and B = °— 3. Also, we can evaluate
the -storage function S of (PBR EDM) at t = 0 as

S(x(0), p(0) = Errﬁgzcx)(z’(q(mﬁ +7—¢(I) — Q(2))
— (@' (0)(q(0)F + 7 — &(I)) — Q(x(0)))
= max (¢ (q0)F +7 —&(I)) - Q(2))
z€int(X)
— max_(2'(q0)F +1° — &(I°)) — Q(2))
z€int(X)

—a'(0) (F — &) — (r° — &(I1°)))

where I° = n(1 — o //3°). To derive the latter equality, we use
the fact that before the revision to 7 and 3, the state was at the
previous endemic equilibrium. Consequently, S(xz(0) q(O)g +
r° — ¢(I°)) = 0 holds. With fixed r° and 3°, we can express
S(x(0),p(0)) as a continuous function Bs(F, B) of 7 and f3
satisfying Bs(0,0) = 0, where 7 = r° — 7.3

In conjunction with (14) and (15), by selecting «,, =
K18(2(0), p(0)) + Z(Z(0),R(0), B(0)) = £ 'Bs(F,f3) +
v2[32/2, we can establish the anytime bound on I(#) as

~'Bs(, B) + v* 5% /2),

Therefore, the bound (17) indicates how much the infectious
fraction I(t) exceeds its target value I = n(1 — o/3) when
the planner revises the stationary reward vector and endemic
transmission rate to 7 and /3, respectively. Additionally, (17)
highlights how the choice of « and v influences the overshoot
of I(t).

Using a similar analysis, we can establish an anytime bound
on the instantaneous average reward 7/ (t)x(t) as follows:

sup { (p + &(1))'z | k1S (z,p) + (T, R, B) < e},

(16)

Ity < Imy(k ve>0. (17

where p = ¢f +7 —é&(I), B= 'z, T=BI, R =BR, [ =
n(l—o/B), and o, = £~ 18(2(0), p(0)) +-(Z(0), R(0), B(0)).

C. Learning One-Parameter Choice Function C*

In §III-A and §III-B, we discussed computing the optimal
stationary reward vector r* and endemic transmission rate 5*
using the minimization (9), and establishing the anytime bound
(17). To solve the minimization and compute the bound, the
planner needs to know the choice function C, which dictates
how agents in the population revise their strategies. In this
section, we discuss a scenario wherein the planner needs to
estimate C.

We focus on a class of one-parameter choice functions,
motivated by empirical studies [31], [34] demonstrating the

3The function Bg is continuous since max,, ¢ (x) (2" (q(0)B+1)—Q(2))
is differentiable in 7 [4] and 7 — &(I) — (r° — &(I°)) is continuous in 7 and

B.
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predictive power of such a class of models.*
express C' as

To proceed, we

C(p) = C"(p) = argmax(z'p — nQ(2)), (18)
z€int(X)
where @ : int(X) — R is a known deterministic payoff

perturbation whereas ¢ > 0 is an unknown parameter that
needs to be estimated. The parameter u quantifies the level
of the perturbation. To see this, according to (4), recall that
the choice function is given as C!(p) P(pi + vi >
maxi<j<n(pj + v;)), where vy, --- v, are random variables
associated with the deterministic perturbation 1Q. By defining
Cl(p) = P(p; + v; > maxi<j<n(p; + ¥j)), we can establish
that v, = pv;, Vi € {1,---,n}, where ¥y, ---,0, are
random variables associated with ). Consequently, ;1 can be
interpreted as the scaling factor for v;. Hence, the larger
the parameter p is, the greater the noise is in the agent
decision making. The assumption that @ is known implies
that the planner knows the joint probability density function
of oy, - - -

In the following lemma, we examine an important property
of the choice function C* that is useful in the estimation of
e

Lemma 1: Let C'* be a one-parameter choice function (18).
For any given r € RZ, and &(I) € RZ, associated with
fixed I, where not all entries of r — &(I) are identical,
(r—¢é(I)) CH(r —¢&(I)) is a decreasing function of .

The proof is provided in Appendix D. Consequently, the
choice function C* satisfies (r — &(I))'C*(r — &(I)) = (r —
¢(I))' CH(r — ¢(I)) if and only if 4 = p holds. Hence, when
(r,C*(r — ¢(I))) is given as data for the estimation of p, the
social planner can learn unique u. In what follows, we discuss
how the planner can devise a parameter estimation scheme
based on Lemma 1 and then use it in conjunction with (EPG)
to determine r(t) for the population.

At the beginning of a pandemic, a social planner, who
is initially unaware of the parameter p, can employ (EPG)
with an initial selection of 7 and 3 to curb the spread of the
pandemic. Simultaneously, the planner can collect data on the
agents’ strategy selections to estimate . For data collection,
we consider a survey method in which randomly selected
agents are asked which strategies they would choose given a
fixed reward vector r, which may differ from 7 used in (EPG).
Note that each agent’s response represents a specific strategy
randomly drawn from the probability distribution C*(r—é&(1)).
The following proposition outlines the method for calculating
probabilistic upper and lower bounds of p using the survey
data.

Proposition 2: Let r = 7+ ¢&(1) represent the reward vector
used in the survey, where I denotes the current infectious
population and 7 is a vector that satisfies the condition:

.

19)

max 7; — min 7; = 2.
1<i<n 1<i<n

#Also, as explained in Appendix A, the choice of probability distribution
for the noise in (4) does not substantially impact the outcomes of (EPG).
This observation highlights that the one-parameter choice functions would be
effective models in studying epidemic population games.

Let {¢x 35, C {e1, -+ ,e,} represent the strategy selections
of agents based on the probability distribution C*(r — (1)),
where the standard basis vector e; corresponds to the selection
of strategy ¢. Given a positive constant e, compute pz, and py
satisfying

(20a)
(20b)

FOR () = £ S e
7'CHU(F) = sz 1P — e
We can establish the following probabilistic bounds on p:

P(pr <p<py)>1-1/EK. 1)

The proof is provided in Appendix E. Once enough data
has been collected to estimate p with the required accuracy,
the planner can optimize the choice of 7 and 3 using (9).
Specifically, with a sufficiently large number of data points K,
a small enough ¢ can be chosen to minimize the gap between
the lower bound .z, and upper bound gy, while maintaining
a desired confidence level of 1 — 1/€2K.

During this parameter learning phase, since the planner
does not know the actual value of u, it can be difficult to
predict the limit g of ¢(¢t) and ensure that the budget constraint
(@B +7)CH(GB + 7 — &(I)) < ¢* is satisfied. To address this
issue, using the bounds on y, we explain how the planner can
estimate an upper bound on (g5 + 7)'C*(gB + 7 — &(I)) and
use the bound to meet the budget requirement.

Suppose p belongs to [uir,, pu]. Then, the upper bound on
(g8 + 7)CH(gB + 7 — &)) can be derived as

(G(u)B+7) CH(GuB+7—&I), (22

max

pLSpSpu
where g(u) is a solution, which depends on p, to g =
B'er(q(p)B + 7 — &(I)). 1deally, we want the evaluation of
(22) to be computationally tractable so that the planner can
assess the upper bound (22) over a wide range of 7, B and
select the one that minimizes the endemic transmission rate (3
subject to the budget constraint.

In the following proposition, we derive technical conditions
under which the upper bound (22) can be computed using a
single run of Newton’s method. For this purpose, given 3, we
fix 7 = &(I) with I = (1 —0¢/3) and assume & (I)C(0) < c*

Proposition 3: Suppose p lies within the interval [,uL7 uU]
and 3 satisfies 3 < 3'C(0). For fixed 3, the average stationary
cost (g5 + 7)'C*(gB + ¥ — &(I)) is upper bounded by

NUA(Bfgn) + 6/<I_) arg maX(Z/()‘5> 7@(2))
z€int(X)

(23)

The parameter A is a negative real number satisfying
B 6/ argmax, cing X)( ()‘5) Q( ))’ where

3 arg max(2’ (A\G) — Q(z))
z€int(X)
is an increasing function of A.

The proof is provided in Appendix F. By Proposition 3,
the unique solution A in (23) can be found using Newton’s
method. Based on the results stated in the proposition, the
planner can compute an appropriate [ as follows: Starting
from 3 = 3’ C1(0), which incurs the average stationary cost
of &(I)C1(0) < c*, the planner can repeatedly assess (23) as
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Fig. 2: Plots (a)—(c) illustrate how the cost upper bound (23) varies depending on 3 for each fixed y: (a) uy = 1, (b) py = 2,
and (¢) py = 5. The red circle indicates the optimal endemic transmission rate 5* = 0.1691 and the budget ¢* = 0.15. Plot
(d) depicts the smallest [y under which the cost upper bound does not exceed the budget ¢* = 0.15 for uy € [1,5], ie.,

Bain = min{3 > 0| py A(B—Fn) + & (1) arg max., iy (' (M) — Q(2)) < c*}.

it decreases the value of 3 until it finds the lowest 5 whose
associated bound (23) satisfies the budget constraint.

Fig. 2 illustrates how the upper bound (23) varies depending
on the values of iy and 8. The choice function is assumed to
be logit with parameter ;1 = 1, and the parameters 3, ¢é(I), and
c* are given by 3= (0.15,0.19), é(I) = (0.2038 — 0.21,0),
and ¢* = 0.15, respectively. From the plots in Fig. 2, we
observe that as the bound on p becomes loose, so does the
estimated upper bound of the average stationary cost for the
given budget. In particular, we can see from Fig. 2a that if the
upper bound of p is tight, i.e., uy = p, then so is the bound
(23) for the given c* = 0.15.

IV. SIMULATIONS

We now present simulations that illustrate our main results.
In particular, we use a deployment scenario, detailed below,
to demonstrate how the parameter learning approach for the
choice function, along with the upper bound of the average
stationary cost (as discussed in §III-C), can be applied by the
planner to infer the parameter p of the choice function and to
determine appropriate 7, 3 for (EPG).

1) At the beginning of a pandemic, given a budget of c*
and a known upper bound of pu, the planner computes
the minimum S such that the corresponding cost upper
bound (23) satisfies the budget constraint with # = &(I),
where I = n(1 —o/p).
By surveying randomly selected agents on their strategy
choices with the reward vector r = 7 + ¢é(I), where 7
is a constant vector and I denotes the current infectious
population, the planner computes the sample mean of the
survey outcomes. Using Proposition 2, it then estimates
the upper and lower bounds of p for a given confidence
level.
After estimating the value of p satisfying any required
accuracy and confidence level, the planner computes
the optimal solution r*,3* for (9) and revises 7,/
accordingly. Using the revised 7,3 and estimated g,
the planner can establish the anytime bound on the
infectious population I(t) based on (14).

Consider that the agents adopt the logit learning rule with
1 =1 and the parameters of (EPG) are given by 0 = v = 0.1,
w = 0.005, k = 1, and v = 3. With the transmission rates
3 = (0.15,0.19), intrinsic cost ¢(I) = (0.2038 — 0.21,0), and
budget ¢* = 1, we obtain r* ~ (1.3248,0) and B* ~ 0.1598

2)

3)

from (9) under which I(t) converges to I* ~ 0.0178. To define
initial conditions for (EPG) and (PBR EDM), we assume that
the majority of the agents use the costlier strategy at ¢t = 0,
i.e., (0) = (0.997,0.003), and I(0) = 0.0159, R(0) = 0.318,
and ¢(0) = 0.

Suppose that the planner is aware of the range (0, 5] for the
parameter p, but not its exact value. By following the method
explained in Proposition 3, the planner selects # = &(I) and
B = 0.167 under which the upper bound (23) satisfies the
budget constraint. The planner utilizes (21) with € = 0.05 to
establish the lower and upper bounds of ;1 and to determine the
number of data points required to achieve a confidence level
of 0.95 as it gathers poll data from 1,000 randomly selected
agents every 30 days. Let %g 240 be the day on which
the estimated p satisfies the estimation accuracy requirement.
Once it does, the planner computes the estimate of p based on
the collected poll data, and the parameters 7, 3 are updated
using the solution r*, 5* to (9). We consider the following two
scenarios for the update of 7, B

In Scenario 1, the planner assigns 7 = r* and 3 = 3* on the
day top, whereas in Scenario 2, the planner selects B = 3* on
the day tg and gradually changes 7 toward r*. To implement
the second scenario, after the day ¢, the planner evaluates

a=S(z®),pt) + L (Z(t), R(t), B(t)),
t =t + 30,%0 + 60, - - -

at every 30 days and updates  to the value that is closest to
r* while ensuring that « remains below 0.0004. According to
(14), this corresponds to a 15% overshoot in I(t)/I*. Fig. 3
illustrates the simulation results for the two scenarios. As
depicted in Fig. 3a, the overshoot in the ratio I(t)/I* is
smaller when the parameters 7, 3 are judiciously tuned after
to using the anytime bound (14). But, this reduction in the
second overshoot, which appears after g, requires penalizing
the population (i.e., negative rewards) as can be observed
in Fig. 3b. Thus, maintaining non-negative rewards would
demand increasing the rewards according to (13).

V. CONCLUSIONS AND FUTURE RESEARCH PLANS

We studied the problem of designing a dynamic payoff
mechanism in epidemic population games. Unlike existing
studies, such as [1], [2], our work analyzes the dynamics
underlying the games where the agents’ decision making is
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Fig. 3: Simulation results for Scenario 1 and Scenario 2
illustrating (a) the infectious fraction I(¢t) of the population
with respect to I* and (b) the average cost r'(t)x(t), where
the parameters 7, 3 of (EPG) are updated using the optimal
r*, f* beginning from the day ¢y = 240, as indicated by the
green dotted vertical line.

subject to perturbation. We adopted (PBR EDM) to formal-
ize this perturbed decision-making process and established
stability of the feedback interconnection between (EPG) and
(PBR EDM). Notably, our main results demonstrate the global
convergence of the average transmission rate to its achievable
minimum, subject to the budget constraint, thereby minimizing
the infectious population in the long run. Additionally, we es-
tablished an anytime bound on the infectious population using
the Lyapunov stability method. We also discussed scenarios
where the social planner needs to estimate the parameter of
the agents’ learning rule. As a direction for future research,
we plan to analyze the transient behavior of the average
cost trajectory. In the current study, we focused on designing
(EPG) for the minimization of the average transmission rate
while satisfying the asymptotic budget constraint. However,
this consideration does not provide sufficient insight into the
variation of the transient average cost.
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L & Lcjglilf,yc We provide a three-part proof in which we establish

ol g s Lm0 [#(0)]|2 = limioo [1() = 1(1)] = limy—soo |R()
10 135 - Gumbel R(@)| = 0 in Part 2 and llrrlt_><>O q(t) = q and limy_, oo B(t) =
08 - (3 in Part 3, where ¢ is a unique solution to 3 = B’C(qﬁ +

0 200 ;:y“s 600 800 e e 7 — &(I)). Consequently, in conjunction with limy_, . ||2(t)

ays = - . .
Clg)f+7—¢é(1))|l2 = limi— o0 ||E(2)]|]2 = 0, we can conclude
(@) (b) that the two statements of the theorem are valid.

Fig. 4: The ratio I(t)/I* for (EPG) evaluated with different
noise distributions for the choice function (4). The square area
highlighted in (a) is presented at an enlarged scale in (b).

[37] S. Park, N. C. Martins, J. S. Shamma, From population games to
payoff dynamics models: A passivity-based approac, in: 2019 IEEE 58th
Conference on Decision and Control (CDC), 2019, pp. 6584-6601.

ACKNOWLEDGEMENT

The authors would like to thank the anonymous reviewers
for their constructive comments that led to substantial im-
provements in the paper.

APPENDIX

A. Evaluation of (EPG) under Different Learning Rules
for (PBR EDM)

Fig. 4 depicts the infectious fraction of the population
when the probability distributions of the random variables
v1,- -+, vy for (4) are defined by the Cauchy, logistic, Laplace,
normal, and generalized extreme value (Gumbel) distributions.
From the figure, we can observe that the trajectory of the
infectious fraction does not vary substantially, even when the
choice function is defined by different noise distributions.

B. Proof of Theorem 1

To prove the theorem, we first introduce the following
lemma.
Lemma 2: The function 3'C(qf + 7 — &(I)) is increasing
with respect to q.
Proof: To proceed, we establish that 8 6’ C(qﬁ + 7 —
&(I)) > 0, Yq € R. Note that

a—qE’C(q5+ 7 — (1))

= L F g max((aF + 7 — (D)) - Q=)
4  zcint(X)

= ﬂ/Vp argmax(2'p — Q(z))
z€int(X)

| Jew
p=qf+7—&(

By the same arguments used in the proof of [4, Theorem 2.1],
we conclude that

3"V, argmax(2'p — Q(z )yp e C(I)6>O (25)

z€int(X)

Therefore, 5'C(qf + ¥ — &(I)) is an increasing function of ¢
satisfying

Jlim FC(f +7 —aD) =5 (26a)
Jim  F'C(qf +7— (1)) = B (26b)

Part 1. Z(t), Z(t) are strictly positive for all t > 0: Adopting
the same Lyapunov function . from [1], we can state

ST, R, B)
@D+ imis LRoR2+ LB p2
=Z-D)+ nf‘*‘%( - )+3( — )
= (@ 9B~ ) + (B~ o) B2

2
+ 5 (R=(=n)(B=0)? + T (B=P2 @)
where we use Z = BI = n(B—o) and R = BR = (1—7)(B—

o). Note that using (EPG) and (PBR EDM), we can derive the
following relation.

d
17
dts(x(t),p(t)) +

= Kk IVLS(2(0), p0)V(z(t), p(t))
— (T - Iw)* - %(R(t) —R®)* <0,

d
ay(z(t%R(t%B(t))

(28)

which implies, since S and . are non-negative functions, .7
is a bounded function — both below and above. In conjunction
with the fact that 7 = (B — o) > n(Bmin — o) > 0, we
conclude that Z(¢) is strictly positive for all ¢ > 0, ie.,
there is § > 0 for which Z(¢t) > 4§, Vt > 0 holds. Other-
wise, n(B(t) — o) ln% tends to infinity and so does
(L), R(t), B(t)) as Z(t) approaches zero, which contradicts
the fact that . is a bounded function.

We remark that from (EPGc) and the definition of the
mapping G, since both Z(¢) and Z(t) are strictly positive for
all t > 0 and also upper bounded according to their respective
definitions, we can infer that ¢(¢) is bounded.

Part 2. It holds that lim;_, o ||2(t)]|2 = limy—seo |1(¢)

I )] = limy— o0 | R(2) R(t)| = 0: For notational convenience,
let us define

§ B . T 1 -
Y(Z,R,B)_(I—I)+Ilnf+%(R—R). (29)

Note that 0 < .(Z, R, B) < .(Z, R, B). According to (28)
and (29), we can derive
kIS (), p(t)) + Y(I(t) Rt), B(t)) — «
< k7ES(z), pt)) + L (T(2) ,'R(t),B(t)) -

t
:/ (Ii_1V;S(JZ(T) p(r
0

— (T(r) - L()? - %(Rm

)V (x(7), p(7))
—R(m)?)dr, ¥Vt >0, (30)

where a = k~1S(2(0), p(0)) + % (Z(0), R(0), B(0)). We claim
that

Jim (5718 (w0, p0) + S (Z0, R, B1)) =0,  (31)
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which implies

Jim S(x(t),p) =

lim |I(t) — I(t)| < lim 7‘1 ~ I =0
t—00 t—o0 6

i - < lim — —R@)| =0.
Jm [R() — Rl < lim A \R(t) Rt =0

Furthermore, according to the analysis used in [4, Theo-
rem 2.1],

ZVQ(y) = i'r < y = argmax(z'r — Q(z)) (32)

z€int(X)

holds for all » € R"™, y € int(X), and Z € TX. Let y(t) =
y(2'p(t) — Q(2)). Then, we can derive

(y(&) — z(t)' VQ(y(t))
—(Qy®) — Q(z(1)))-

Therefore, by the strict convexity (7a) of @ and (33),
limy_yoo S(z(t), p(t)) = 0 implies that lim;_, . ||Z(t)]|2 = 0.

In what follows, we justify the claim. Let us define the
following set O:

argmax; cing(x
S(x (1), p(t)) =
(33)

0, = {t > 0‘ S(x(t), pt)) + S (T(t), R(t), B(t)) > g}
Since S and .7 are differentiable, O, is an open set and can
be represented as an infinite union of disjoint open intervals,

ie., Oc = U2, I; where I; = (a;, b;) is an open interval. Note

that
RS (w(ai), p(a)) + 7 (T(ai), Ras), Bla)) = 5. (34)
The J-storage function of (PBR EDM) satisfies
S(x,p) =y'p—Qy) — (2'p — Q(x))
=p'(y—2) — (Qly) — Q(x))
(1)
< (p—VQ(x))(y —x)
= —V,S(z,p)V(z,p), (35)

where y = arg max_ ¢y (x) (2'p — Q(2)). For (i), we use the
convexity (7a) of @ to establish Q(y)—Q(z) > V'Q(z)(y—x).
Also, by Part 1, since I,f are strictly positive, i.e., there is
¢ > 0 for which Z, 7 > 0 holds, we can find a positive constant
k satisfying the inequality given by

. .. T
MI-I]2(Z-1)+Iinz. (36)

For instance, (36) holds with & defined as

InZ —InZ

k=1+n(3 i
n(Bn o

— 0) max
I,1>5

Consequently, by (35) and (36), for every ¢ € O, there is
a constant §. > 0 for which
KIS (2, p) V(1) p®))

—(Z) —I)? = =(R) — R(t))? < =6.. (37)

w
Y

Since k71S(z(t),p(t)) + j(I(t),R(t),B(t)) is a non-
negative function of ¢, from (30) and (37), we can derive

—« S/ (KilngS(x(-r) p(r
0

— (T(r) — T(n)? = %(Rm

< /@ (k7 'VLS(2(r), p(r)

€

— (T(r) - L(m)? - %(Rm
S _5E£(©€)7

)V(x(r), p(7))

— R(r))?) dr
)V (2(r), p(r))

- R()?)dr
(38)

where L£(0.) is the Lebesgue measure of Q. Therefore,
the set O, has finite Lebesgue measure which implies that
lim;_, o0 |b; — a;| = 0.

To complete the proof of the claim, we argue that for every
€ > 0, there is T, > 0 for which it holds that

kIS(z(t), p(t) + S (T(t), R

®),B@®) <€ ¥Vt >T.. (39)

If the argument does not hold, then for some ¢ > 0, we can
find an infinite subset J of N for which

max (k1S (@0, po) + 7 (T, R0, B®)) Z ¢ (40)

tel;

holds for all j in J, where I; = [a;,b;] is the closure of the
open subset [; = (a;,b;) of O. Let ; be a time instant in I,
attaining max, g, (v~ S(2 (1), p(1) + 7 (Z(1), R(1), B(1))). We
can derive the following relation.

KIS (2(5), p(E)) + L (Z(E), R(E;), B(E;))
“18(x(a)), p(a) — L (L(ay), Rlay), Blay))

t y
— [ 5 (518 p) + ST, R, Be) dr

t; . . B
< / 21 lallé) 21l lle) 2 + B) dr 1)

J

To obtain (i), we use (28) and the definition of .. Since both
< and z are bounded, we can find a constant M for which the
following inequality holds.

KIS (2(E), p(E)) + L (T(E), R(E,), B(E))

— k1S (x(ay), plag)) — L (L(az), Riay),
S M(EJ - aj).

B(a;))
42)

On the other hand, since lim; ;o [t; — a;| < limj_o0 |bj —
a;| = 0, for sufficiently large index j in J, we have that

KIS (2(5), p(E)) + L (Z(E), R(E,), B(E;))

_ o €

< K78 (@(a), play) + L (Ta), Riay), Blag) + 5 = €,

which contradicts (40). This completes Part 2.
Part 3. It holds that lim;_, . q(t t)=4q and lim;_, o

Since p(t) = r(t) — ¢(I(

B(t) = B:

#) = q(t)3 +7 — &(I), we can re-write
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12
q(t) = k0?2 (B — FC(gw)5 + 7 — &)
+w0? (B Clq)F + 7 — &) — Bw) + w(I(t) — I(t)) + rp(In I (1) — In I (1)) + n@(R(t) —Rw)(1—n—R@) 43)
ze(t)
Ij(t) -n(B—0) —n(B-0) 0 7 (1 - %) %E’ i
R(t) _ 07 —w 0 0 . R(t) 44
Q(t) fzfa va(l —n) 0 %‘; (/3%0 + (1;77) ) 3 HUQﬁ, Sj(t) 44)
() 0 0 d _1, (1)
iw\ [B-0) —nB-0) 0 1(1-9) 3 i
Ry | _ g —w 0 0o R )
q(t) 7% F-wm 0 -t (B%a + ) — w2 %(t) ’
B(t) 0 0 g'd -1 (t)
=A
where I(t) = I(t)—1I, R(t) = R(t)—R, §(t) = q(t)—q, Z(t) = x(t)—F, B(t) = F'&(t), and d = (dy - -- d,)’ with d; = Z;(5;—3

det(A — XI) = \*

+(1+w+nB-0) A+ <w+(n+w)(ﬁ—0)+5d<5; (_77

(I—n)
B-o g

) +m2>>v

o2 2
+<w(6—0)+n(w+7](ﬂ—0))6dv + Bd _ig—ﬁ-n(ﬁ )Bdﬁ2 (’y)>)\+nﬂdw( —o)w?=0. (46)

B2 B

(EPGc) as in (43). By Part 2, we observe that
. /
t1i>m ( C(q(t)ﬁ +7—é(I)) — B(t)) hm Bt
lim |I(t) — (t)\ =0
t—o00
lim |R(t) — R(t)| =
t—00
which, in conjunction with the fact that maxyz 3 In i:lznz >
0 is finite, imply that lim;_, o, €(t) = 0, where €(¢) is defined in
(43). Hence, if ¢(t) goes to g, satistying 3 = E/C(q’g—o—?? én)),
as t tends to infinity, then we can infer that lim;_, o B(t) =
FC(gh+7 —I) =
Usmg Lemma 2, we can infer that there is ¢ for which
3= E’C(Q§+f—é(f)) holds and together with lim;_, o €(t) =
0 q(t) converges to g as ¢ tends to infinity. In particular, if
B = B'C(r — &I)) then ¢ = 0. This completes the proof. m

C. Proof of Proposition 1

We first prove the Lyapunov stability of the closed-loop
model. To this end, we show that

k1S(x,p) + S (Z,R,B) =0 (47)
holds if and only if
I=1 (48a)
R=R (48b)
q=q (48c¢)
=1z, (48d)

hold, where = C(gf 4 — &(I)). Since the “if” part directly
follows from the definitions of & and .#, we discuss the proof
of the “only if” part.

Egs. (48a) and (48b) follow from the definition of .&. Also,
from the definition of ., we can infer that B = /5. Recall
that, by the strict convexity (7a) of @ and (33), S(x,p) =0
implies C(qf + 7 — &(I)) = x. Consequently, by the fact
that 5'C(¢B + ¥ — &1)) is an increasing function of ¢ as
shown in Lemma 2, we can infer that (48c) and (48d) hold.
As verified in the proof of Theorem 1, dt( k1S (2 (1), p(t)) +

S (Z(t), R(t), B(t))) < 0 holds along the solution trajectory of
the closed-loop model. Therefore, we conclude that the closed-
loop model is Lyapunov stable. Additionally, in conjunction
with the results of Theorem 1, we further conclude that the
closed-loop model is asymptotically stable.

By linearizing the closed-loop model around (I, R,q,Z),
we can derive (44). Note that all eigenvalues of (44) have
negative real parts if the reduced model (45) also exhibits
this property. To conclude local exponential stability, given
the model’s asymptotic stability, it is sufficient to show that
(45) does not have any eigenvalues on the imaginary axis.

Consider the characteristic polynomial (46) for (45). When
v = 0, (46) has one solution at the origin, and we claim that the
remaining three non-zero solutions are not on the imaginary
axis. Conversely, when v > 0, (46) has no solution at the
origin. Since the solutions of (46) continuously depend on
v, we conclude that all the eigenvalues of (45) are off the
imaginary axis for small v > 0. To prove the claim, consider
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A = jb, where b is a nonzero real number. By substituting
A = jb in (46) with v = 0, we obtain the following two
equations:

2
b= <W+(77+w)(ﬂ—a)+§’dm2 <_77+(1_77)> )

p2A\B-0
(49a)
_ _ ., 2
(I+w+n(B—0)b*=wB—0)+wl d%ﬁia
_ L ko2 (1=n)?
+ (B - a)ﬁ’d%ﬂ. (49b)
Note that E’ d > 0. However, from (49a), we can infer that
_ _ . 2
(1+w+n(670))b2 > w(f — o) +wﬂ’d%620
3 o ko2 (1—n)?
_ d—-—1
+n(B—0)B EER

which contradicts (49b). Consequently, we conclude no eigen-
values lie on the imaginary axis. m

D. Proof of Lemma 1
Noting that

(r—&(I))'CH(r —&(I))
= (r—¢&(I)) argmax(\2' (r—¢&(I))—Q(2)),

z€int(X)
where \ = ;fl, the proof of this lemma is similar to that of
Lemma 2. We omit details for brevity. m

E. Proof of Proposition 2

With » = 7 + ¢(I), let R be a discrete random variable
whose probability is defined as P(R = 7;) = C!(7). Note
that E[R] = #CH#(7) holds. After surveying K randomly
selected agents, using the answers collected, we can compute
K realizations {R(®}K_ of R with R(®) = #¢;. Then, by
applying Chebyshev’s inequality, we can establish

1
P ([EIRI - £ TI, R

where, to establish the inequality, we use (19) and Popoviciu’s
inequality. The inequality (50) explains how to find both an
upper and a lower bounds of 7/C*(7) using the sample mean,
with an arbitrarily high level of confidence. Consequently,
using Lemma 1, we can compute bounds pr, g on p as in
(20), leading to (21). m

< e) >1-1/K,  (50)

F. Proof of Proposition 3

Since the budget constraint (P2) stated in Main Problem is
relevant only when the limit of reward r(¢) has all non-negative
entries, as explained in Remark 1, we proceed with using (13)
for the definition of H in (EPGd). According to Theorem 1,
with 7 = &(I), q(t) converges to ¢ for which 3 = 5'C*(gJ)
holds and, hence, r(¢) converges to cjg +é(I).

By defining A\ = ~1q, we can express

B = B'CH(gh) = f argmax(z'(\F) — Q(2)).

z€int(X)

&1y

By the same argument used in the proof of Lemma I,
3 arg MAX,, it (x) (z/(AB) — Q(2)) is an increasing function
of \. Also, if 3 satisfies 3 < 5'C1(0) then it holds that A < 0
and ¢ < 0.

When (EPG) and (PBR EDM) reach their equilibrium state,
the planner would spend

(@B + (1) — Bn1) arg max(='(aB) — pQ(2))

z€int(X)
= pA(B — fn) + & (D argmax(z'(A3) — Q(2)),  (52)
z€int(X)
which is upper bounded by
puA(B = Bp) + & (I) argmax(z'(A\F) — Q(2)).  (53)

z€int(X)

This completes the proof. m
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