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Abstract—We present an on-chip trainable neuron circuit. Our
proposed circuit aims at bio-inspired spike-based time-dependent
data computation for training spiking neural networks (SNN). The
thresholds of neurons can be increased or decreased depending on
the desired application-specific spike generation rate. This mech-
anism is scalable and provides us with a flexible circuit structure
design. We simulated the trainable neuron structure under differ-
ent operating scenarios with thermal noise included. The circuits
are designed and optimized for the MIT LL SFQ5ee fabrication
process. For a 16-input neuron with four different threshold values,
all of the circuit parameter margins are above 20% (±10%) with
a 3G sample per second throughput.

Index Terms—Adjustable neuron, on-chip training, SFQ, spi-
king neural network.

I. INTRODUCTION

N
EUROMORPHIC computing is the foundation of deep

learning and artificial intelligence (AI) that draws inspira-

tion from the structure and functioning of the human brain [1].

Deep neural networks (DNNs) have proven to be an excellent

model for learning systems. However, the training of such

networks can be cumbersome. One class of DNNs, known as

the Spiking neural networks (SNN), are similar in function to

the biological brain regarding their learning style and use of

discrete spikes for information transfer between neurons [2], [3].

A class of superconductor circuits, single flux quantum (SFQ)

logic [4], [5], also uses discrete spike-like pulses for computing.

Therefore, it achieves with orders of magnitude lower power and

higher speed than state-of-the-art CMOS. Hence, SFQ is a good

candidate for implementing SNN architecture.

Traditional Artificial Neural Networks (ANN) primarily rely

on continuous-valued activation to perform neuromorphic com-

puting. However, the human brain, comprising billions of inter-

connected neurons communicating through synapses, employs

discrete spikes or pulses for communication [6]. SNN adopts
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a more brain-like approach by adopting pulsed communica-

tion. These spiking pulses encode the timing and frequency

of neuronal activation, allowing for more biologically plausi-

ble computations [7]. One remarkable aspect of neuromorphic

computing is its event-driven processing methodology. Unlike

conventional computing systems that process data continu-

ously, neuromorphic systems respond exclusively to significant

changes or events in the input data. This event-driven approach

significantly reduces overall computation time, resulting in ex-

ceptional energy efficiency. Despite these advantages [8], [9],

SNN training[10], [11], especially on-chip, remains a challenge.

Reference [12] shows a useful resource for SNN training called

snnTorch, an extension of the PyTorch framework. On-chip

training of SNNs yields lower accuracy than ANNs due to its

forward learning approach.

The neuron is the core part of neural networks [13]. A neuron

circuit includes an accumulator and a threshold unit called soma.

When the summation of the inputs exceeds the threshold value,

the neuron fires and generates an SFQ pulse; otherwise, the

neuron remains silent as described in (1). There are several works

implementing neuron circuit design with superconductors, pri-

marily focused on inference applications[14], [15]. However,

on-chip trainability, especially for SNN, is an important feature

that needs to be developed.

Oi =

{

1,
∑

N

k=1
wk × xk ≥ Ti

0,
∑

N

k=1
wk × xk < Ti

(1)

where the wk is the weight parameter, xk denotes the input

value of the ith neuron, and Ti is the neuron’s threshold value.

Depending on the application, the threshold value can vary and

take different values. Neurons become more or less sensitive to

inputs based on their threshold value. In conventional SNNs, the

threshold value is kept constant, which can limit network perfor-

mance. However, adapting the threshold value can substantially

enhance SNN’s accuracy [16].

Adjusting a neuron’s threshold value provides many bene-

fits [17], [18], such as flexibility and adaptability to the network.

Different stages in a neural network may require different thresh-

olds for varying signal sensitivity. By adjusting the threshold

value of individual neurons, neurons within the same layers, or

neurons within the same kernels, the network’s behavior can be

finely tuned to specific input patterns. Diehl et al. [19] claim that

an adaptive membrane threshold mechanism must be employed

to prevent single neurons from dominating the response pattern.
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Fig. 1. Neuron Circuit Block Diagram with TAU, TU, and arbiter. The TA
has increment and decrement pins that adjust the load value. The arbiter then
applies this load value with the input signals to the TU, generating the output.
Each output triggers the TAU to reload the data to the arbiter.

The authors increased the accuracy of the proposed architecture

from 93% to 95%.

Zhong et al. [20] shows the occurrence of overfitting can be

effectively suppressed by using an adaptive threshold. The adap-

tive threshold reduces the number of excitation pulses. Hence,

it is advantageous when optimizing the energy consumption

of the chip. The authors report 96% accuracy on the MNIST

dataset. Shaban et al. [21] propose an adaptive threshold neuron

method with fast convergence, high accuracy, and flexibility.

They reached 96.1% accuracy on the SMIST dataset. Chen

et al. [22] claim that the ratio of threshold to weights (RTTW),

the balance between weight and threshold values, affects the

accuracy. With the adaptive threshold method, they achieved

93.93% accuracy. Having appropriate threshold values can en-

able the reduction of unnecessary computations, leading to lower

dynamic power consumption of the neural network on the chip.

There are several SFQ-based spiking element implementa-

tions. [23], [24], [25]. The works presented in [26] and [27]

mainly focus on the characteristics of superconductor spiking

neurons. In [28], fan-in and fan-out limitations of the Spiking

Neural Network were studied. Also, [29], [30] demonstrates

bio-inspired neuron implementations based on nanowires.

This work introduces a novel feature for SNNs: adjustable

neuron thresholds. These thresholds can be modified individu-

ally during training or for specific inference networks, ensuring

high-margin values. This structure also allows neurons to handle

excitatory and inhibitory inputs while changing the load value

of the neuron. The adjustable threshold structure has a footprint

of 120 × 90 µm2 for the Threshold Adjustment Unit (TAU)

and 60 × 30 µm2 for each Threshold Unit (TU). The threshold

adjustment time is only 40 ps due to the circuit’s synchronous

nature.

II. METHODOLOGY

The proposed neuron circuit consists of TAU, TU, and Arbiter

as seen in in Fig. 1. TU determines the uppermost achievable

threshold value, a significant parameter in the system which is

an even number. The TAU loads the initial data depending on

the desired threshold value and changes the ground state of the

TU. This operation is akin to introducing a bias level into a

system. The TAU has the increment and decrement inputs and

generates the load data for changing the TU’s internal states and

the system’s threshold value. The Arbiter unit merges the load

Fig. 2. Schematic of single TU unit.(L1 = 2.098 pH, L2 = 2.1967 pH,
L3 = 1.11 pH, L4 = 1.51 pH, L5 = 5.45 pH, L6 = 2.23 pH, L7 = 2.11 pH,
L8 = 1.3 pH, L9 = 4.26 pH, L10 = 1.58 pH, L11 = 1.4 pH, L12 = 2.47 pH,
L13 = 3.25 pH, J1 = 181 µA, J2 = 104 µA, J3 = 97 µA, J4 = 200 µA,
J5 = 106 µA, J6 = 98 µA, J7 = 149 µA, J8 = 100 µA, J9= 100 µA,
J10 = 100 µA, J11 = 219 µA, R1 = 16.94 Ω, R2 = 14.33 Ω, R3 = 27.54 Ω,
R4 = 14.046 Ω).

data from the TAU and the input data. Essentially, the Arbiter unit

combines the load and input data and subsequently conveys this

combined information to the set input of the TU. The distinctive

characteristic of the Arbiter is its capacity to merge data without

causing any loss of SFQ pulses, addressing a critical concern in

the system’s performance and reliability.

The adjusted threshold value is calculated as follows: Ad-

justed_Threshold = Max_Threshold − Load. The hardware

determines the Maximum Threshold Value, and the Load Value

comes from the TAU. If the purpose is to change the threshold

values layer by layer or kernel by kernel, then the increment

and decrement pins of the neurons in the same layer can be

connected.

III. CIRCUIT IMPLEMENTATIONS

A. Thresholding Unit

TU operates asynchronously; hence, it has high-speed char-

acteristics. The structure employed for thresholding is based on

Toggle Flip Flop (TFF). TFF acts as a frequency divider and has

two states: S1 and S2. The idle state is S1, and the input changes

the state from S1 to S2. When the next input comes, it toggles

back to the S1 state. The state machine is set to S1 whenever

the reset arrives. TFFs are cascadable, and adding each TFF

results in twice the frequency division. A single TFF suffices for

implementing a threshold of 2, while two TFFs are utilized for

achieving a threshold of 4, and so on. Thanks to its asynchronous

nature, the throughput is limited by the TFF recovery time, which

is over 100 GHz. The schematic of one TU is given in Fig. 2. The

circuit has Set and Reset inputs. L3-JJ2-JJ7-L10-L9-L8-JJ5-L7

creates a loop, and when an input pulse comes from the Set input,

it will be stored in the loop but won’t generate any output pulse.

Upon receiving the second pulse, the current starts flowing on

L4 and triggers output junctions; this causes an output at the

output port. However, when the Reset signal comes, the pulse
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Fig. 3. Threshold unit cascading structure. The threshold unit consists of a
series of RTFFs. Adding one RTFF increases the maximum threshold by two.

Fig. 4. Simulations result of a TU with one RTFF, which means the threshold
value of two.

Fig. 5. Simulations result of a TU with two RTFF, which means the threshold
value of four.

will enter the superconductor loop and delete the stored current.

The circuit has 11 JJs, and its critical margin is measured as 55%

by using qCS (quantum Cell Studio) [31] with the optimization

techniques in [32]. In simulation and optimization, our chosen

tools include JSIM [33], a well-established simulator, and qCS,

an optimizer tool that utilizes JSIM as its simulation engine. The

latter has been developed as part of the ColdFlux/SuperTools

project [34]. The block diagram of the TU and its cascading

structure is given in Fig. 3. The reset signal is the same for

all TUs. TU was implemented for threshold values of 2 and 4.

Simulation results for these values are shown in Figs. 4 and 5,

respectively.

From simulation results, we observe that a neuron with a

threshold value of ‘2’ fires only if the input equals two or more.

Similarly, a neuron with a threshold of ‘4’ fires when the input

equals or exceeds four. The reset signal puts the circuits in the

ground state.

B. Threshold Adjustment Unit

TAU is responsible for initializing the threshold level by

loading a predetermined number of pulses in TU. While the

TU hardware determines the maximum threshold, TAU allows

Fig. 6. State Machine of TAU. When the circuit is in an Idle state, the clock
signal generates no output, whereas the decrement signal maintains the idle state.
Each increment signal advances the machine to a higher state; progressively more
SFQ pulses are generated until the last state is reached.

Fig. 7. Schematic of TAU. The schematic of the memory unit is given here.
The complete circuit mechanism, including MCG (Multiple Clock Generator)
and Local Feedback Wiring, is available in [35]. (L1 = 1.89 pH, L2 = 7.36 pH,
L3 = 2.14 pH, L4 = 2.33 pH, L5 = 4.10 pH, L6 = 3.91 pH, L7 =1.73 pH,
L8 = 0.66 pH, L9 = 1.71 pH, L10 = 0.45 pH, L11 = 1.84 pH, J1 = 382 µA,
J2 = 311 µA, J3 = 365 µA, J4 = 341 µA, J5 = 274 µA, J6 = 158 µA,
J7 = 256 µA, J8 = 230 µA, J9= 263 µA, J10 = 372 µA, J11 = 270 µA,
R1 = 5.42 Ω, R2 = 7.59 Ω, R3 = 10.34 Ω, R4 = 8.67 Ω, R5 = 9.17 Ω.).

the neuron to have any threshold between 0 and the TU limit.

Therefore, this essential component necessitates the storage of

multiple SFQ pulses to facilitate the initial data-loading process

into the thresholding unit. Furthermore, it requires the data to be

provided in a sequential manner. To address these requirements,

we employ a multifluxon non-destructive read-out (M-NDRO)

circuit.

The proposed M-NDRO unit in [35] can store up to 3 SFQ

pulses, offering dedicated increment, decrement, clock, and

output ports. Notably, the data stored within the M-NDRO cell

remains undisturbed until the increment or decrement signal

arrives. The state machine of the TAU is given in Fig. 6. It

has four states whereby the increment and decrement signals

cause state transitions. When the clock signal arrives, the state

machine generates an SFQ pulse in LOAD 1, 2 SFQ pulses in

LOAD 2, and 3 SFQ pulses in LOAD 3. Fig. 7 demonstrates

the memory unit used in TAU. The memory unit has the storage

loop of JJ1-L2-L6-JJ6-JJ7. The loop storage increases with the

pulses from the load increment port and decreases with the pulses

from the decrement port. The mechanism of the M-NDRO and

all circuit components (Local Feedback Wiring, Multiple Clock

Generator Unit, etc.) were discussed in detail in [35]. The critical

margin is measured as 20% (±10%) by qCS. The limiting part

of the TAU is the storage loop, which needs to store up to 3 SFQ

pulses. Therefore, the margin is limited to the loop’s L and Ic
parameters.

Since the circuit has a non-destructive structure, for each

threshold value one load operation is sufficient. This attribute
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Fig. 8. Simulation result of a TAU demonstrates the increment and decrement
function. With the Incr signal, the number of SFQ pulses at each clock increases.
The Decr signal will reduce the generated pulses at clock signal arrival.

Fig. 9. Arbiter block diagram shows the lossless CBU, which merges the
Load and input and sends them to the set signal. When two pulses arrive in a
short timing window, the CBU generates just one pulse; however, in that case,
asynchronous AND will generate a pulse and apply it to the output.

ensures data preservation for each received clock signal, enhanc-

ing the efficiency and reliability of the storage mechanism. The

circuit loads the initializing data sequentially, which is required

by TU. The simulation result of TAU is shown in Fig. 8. The

maximum storage capability of TAU limits the data load. Here,

since the M-NDRO can store up to 3 SFQ pulses, the maximum

value of the load data is 3. The maximum storage value can be

increased by using multiple parallel M-NDRO blocks if needed.

C. Arbiter Circuit

We have designed a novel Arbiter circuit to mitigate the risk of

data loss upon precise timing specifications. The block diagram

of this circuit is shown in Fig. 9. In this configuration, when

both the load data and the input data arrive within a specific

time window, the CBU generates one pulse, while concurrently,

the asynchronous AND cell yields the other pulse. Subsequently,

these two pulses can be combined with the delayed version of

the AND cell’s output, generating the set data for the TAU. The

delay value depends on the maximum number of input pulses and

may be adjusted for the input window. This order of the pulses

and data flow safeguards against potential data loss, enhancing

the reliability and robustness of the system.

IV. SIMULATION AND RESULTS

Circuit simulations were performed under different scenarios

to observe the circuit’s functionality. In the first simulation

reported in Fig. 10, the threshold value is changed from four

to three and then switched back to four again. There is no load

value in the first two clock cycles, so the threshold value is set

Fig. 10. Simulation result for threshold values four and three. The default
value is four. With an incoming Incr pulse, the threshold value becomes three,
and with the Decr pulse, the threshold value goes back to four.

Fig. 11. Simulation result for threshold values two and one.

to its maximum value of four. Therefore, after four SFQ pulses

in the first cycle, the neuron fires and generates an SFQ pulse.

In the second clock cycle, three SFQ pulses arrive at the TU

but cannot exceed the threshold value, so there is no output.

Before the third clock cycle, the increment signal generates a

load pulse, dropping the threshold to three. Therefore, three

input pulses cause an output in the neuron. In the next cycle,

the decrement signal arrives and eliminates the load, bringing

the threshold value back to four again. In the second simulation

shown in Fig. 11, the threshold change is observed from two to

one and back to two again. At the first clock cycle, the threshold

value of the circuit has the maximum threshold value of four.

Hence, giving two SFQ pulses from the input port doesn’t trigger

the neuron. Before the 2nd clock cycle, two SFQ pulses were

given to the increment port to generate two load pulses. After

the clock signal, it loads the data and sets the threshold value

as two. Because of this, after the second clock signal, an SFQ

pulse is generated. At the 4th clock, another increment signal

adjusts the neuron’s threshold again. It changes the TAU state

to LOAD3 and inserts 3 SFQ pulses into the TU. Therefore,

the threshold value is set to 1 at this point. One SFQ pulse is

enough to trigger the neuron. When the decrement signal arrives,

it changes the TAU state from LOAD3 to LOAD2 and again

sets the threshold as two. As seen from the simulations, the

proposed circuit supports changing the neuron’s threshold value

repeatedly. In this case, each threshold change takes 40 ps. The

simulations adjust the threshold multiple times to observe the
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Fig. 12. TAU implementation scenarios. a) Individual TAU for each neuron:
increases the flexibility but bulky, b) One TAU block for each kernel size of 3:
decreases TAU count and area compared with a, c) One TAU block for each
layer: decreases the area, can be used for reconfiguring layers on hardware for
inference implementations.

TABLE I
COMPARISON OF MNIST DATASET MAPPING WITH DIFFERENT LAYER

THRESHOLDS

different scenarios. However, only one initial threshold should

be enough for the inference neural network implementations.

Three different usages of TAU unit is given in Fig. 12.

Enabling the trainability of individual neurons requires sep-

arate TAU, TU, and Arbiter units for each neuron. This will

increase the cost of hardware and in bigger networks will result

in more resources than necessary. Instead of tuning threshold val-

ues for individual neurons, we suggest modifying thresholds for

network layers as in Fig. 12(c) or specific kernels/ blocks shown

in Fig. 12(b), collectively. Establishing threshold domains for

specific neurons would require only one TAU for a group of

neurons. Additionally, employing one threshold unit per layer

offers the advantage of flexible threshold reconfiguration at the

layer level that can be realized inference due to high speed.

This approach will reduce hardware overhead and the accuracy

gain from this method is comparable with modifying individual

neurons. The inference change of thresholds can also be utilized

for resource reuse in large networks [36].

To demonstrate the applicability of the proposed method, we

chose the MNIST dataset and applied one TAU per layer. We

implemented an inference SNN with three hidden layers using

snnTorch [12]. To study the effect, we chose two structures with

different fanins, changed the threshold in each layer, and calcu-

lated the accuracy. As a result, we observed notable variations

in the network performance shown in Table I. In addition to the

practical advantages of reducing hardware overhead and enhanc-

ing flexibility, these findings also underscore the role of neuron

Fig. 13. Multi flux storage Unit Layout of TAU (Multiflux-NDRO). The cell
size is 60 × 60 µm2 and is compatible with our existing cell library.

thresholds at each layer and suggest that the refinement and

optimization of neuron thresholds in neuromorphic architectures

improves accuracy.

Furthermore, the standard cells, including wiring, logic, and

memory cells, are already fabricated and tested. Currently,

the layout design of Multiflux-NDRO is completed using the

MIT LL SFQ5ee process. The layout of the M-NDRO stor-

age part is given in Fig. 13. After verifying the TAU lay-

out, we are planning to fabricate and test the complete on-

chip trainable circuit individually and in a small network,

where we can test a small dataset, e.g., Iris, using adjustable

thresholds [14].

V. CONCLUSION

We presented an on-chip trainable neuron design for spiking

neural networks, where the threshold values of the neuron circuit

can be increased or decreased at inference, depending on the spe-

cific network or its applications. The different units’ parameters

needed for realizing the circuit with comprehensive simulation

results were provided. The threshold adjustment time is 40 ps,

and the overall circuit’s margins after optimization is ±10%.

The circuit is scalable and can support adjusting the threshold

of a single neuron or multiple neurons at the same time, which

increasing the accuracy of the system.
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