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Abstract—The hope of allowing programmers to more freely
express themselves has led to a proliferation of program synthesis
techniques. These tools automatically derive implementations from
high-level specifications of user intent. These specifications may
take the form of logical formulas, demonstrations, or input-output
examples. Synthesizers guarantee that when synthesis is successful,
the implementation satisfies the specification. However, they pro-
vide no additional information regarding how the implementation
works or the manner in which the specification is realized.
As a result, they remain algorithmic black boxes which are
prone to producing unidiomatic code with procedurally generated
identifier names, like x1, x2, etc. As a result, complicated
implementations produced by modern program synthesizers are
becoming increasingly hard to understand.

One solution to this comprehensibility problem is to produce
meaningful identifier names for its variables, functions, etc.
While large language models (LLMs) suggest a simple way to
obtain human-readable names, our experiments reveal that LLMs
frequently produce nonsensical or misleading names when applied
to code emitted by program synthesizers.

In this paper, we develop an approach to reliably augment
the implementation with explanatory names: We recover fine-
grained input-output data from the synthesis algorithm to enhance
the prompt supplied to the LLM and use a combination of a
program verifier and a second language model to validate the
proposed names before presenting them to the user. Together,
these techniques improve the accuracy of the proposed names
from 24% to 79%. A two-phase user study indicates that users
significantly prefer the names produced by our technique, and
that the proposed names greatly help users in understanding
synthesized implementations.

Index Terms—Program synthesis, function name generation,
large language models, inter-LLM validation

I. INTRODUCTION

The last twenty years have seen an explosion of work in
program synthesis [1], [2] with the hope of aiding programmers
to freely express their intent. This work has been targeted
both towards the underlying algorithms [3]-[9], and their
applications [10]-[18].

However, there has been comparatively less attention given
to the problem of helping users understand this synthesized
code. Synthesizers frequently produce unidiomatic code, and
do not provide intuitive identifier names, comments, or other
hints to help the user understand how the implementation
works. In our user study, we asked 18 student programmers
to examine four programs produced by DreamCoder [19], a
recent state-of-the-art program synthesizer, and discovered that

the participants only received an average score of 23% when
asked simple questions about these programs.

Although there is research on requesting additional guidance
from the user during the synthesis process, this has primarily
been oriented either towards accelerating the synthesis process
itself [20], or in reducing the number of examples needed to
identify the target program [21]. Notably, these approaches do
not directly help the user in understanding how the program
works and whether it accurately realizes their intent.

We contend that the unintuitive code produced by many
program synthesizers reduces users’ confidence in using the
code, and inhibits the impact of program synthesis technologies.
Our focus in this paper is on generating explanatory names for
intermediate functions in synthesized code, with the ultimate
goal of improving user understanding of code.

Recent breakthroughs in large language models [22]-[26]
suggest their possible application to our problem. Unfortunately,
as we will see in Section IV, implementations produced by
program synthesizers are unidiomatic, leading to poor quality
names being suggested by the language model / backend tool.
This issue also affects state-of-the-art systems for automatically
deriving function names [27]-[29].

Our primary contribution is a novel two-step technique to
obtain candidate function names from a first LLM, and use a
combination of a second LLM and a program verifier to validate
these generated names before presenting them to the user. In
our user study, names produced by our technique increased the
average score of participants from 23% to 81% when asked
questions about the code. Across a set of 144 implementations
produced by DreamCoder containing names written by a human
expert, our system produced names with an accuracy of 79%
compared to the baseline (LLM only) accuracy of 24%.

In a second study, we asked another group of 18 programmers
to rate names produced by different name generation algorithms
on a five-point Likert scale. Participants strongly prefered
names produced by our system with 76% of responses marking
these names as appropriate, while only 2% responses found
the names generated by the baseline LLM to be appropriate.

This paper is an example of how generative Al can be
combined with formal techniques in programmer assistance
tools. By generating explanatory names for functions in
synthesized programs, we hope to help users understand
automatically generated code, and thereby improve the adoption
of program synthesis technology.



def g2 (x2):
def g21(x21):
def g22(x22):
return x21 < x22
return len(list(filter(g22, x2))) == 0
return list (filter(g2l, x2))[0]

def gl(x1):
def gll(x1l1l):
def gl2(x12):
def gl3(x13):
return x12 > x13
return x11 > len(list(filter(gl3,
return g2 (list(filter(gl2, x1)))
return gll

x1)))

def f(x1):
def f1(x11):
return gl (x1l) (x11 + 1)
return list (map(fl, range(len(xl))))

Fig. 1: Program produced by DreamCoder to sort a list of
numbers. The top-level function is f. Equation 1 is an excerpt
of the specification given to the synthesizer. We transliterated
this program into Python from the original lambda-expression
which may be found in the supplementary material.

II. OVERVIEW AND MOTIVATING EXAMPLE

Consider a user who wants a program that sorts a list of
numbers. They may describe their intent using input-output
examples such as the following:

ey

They may then realize this intent using any of a number of
inductive program synthesizers [7], [30]-[32].

In this paper, for the sake of concreteness, we focus on
programs synthesized using DreamCoder [19]. Synthesis using
DreamCoder runs in two phases: in the first (offline) phase, the
system uses a corpus of synthesis tasks to construct a library
of reusable components (i.e., functions) which it then uses
to more rapidly discharge the provided specification in the
subsequent (online) synthesis phase.

We adapt the specification in Equation 1 from Figure 1B
of [19]. In response, it produces a lambda term which may
be transliterated into the Python code of Figure 1. Notice that
the program uses non-trivial language features such as higher-
order functions and that its subroutines have uninformative
sequentially-generated names (such as g1, g2, ...). It is
therefore difficult to understand how the program works, or
even confirm that it always sorts the provided list of numbers.

We also remark that the top-level auxiliary functions, g1

and g2, correspond to reusable components discovered by
DreamCoder from the training data. Because the synthesizer
concluded that they are useful across a range of tasks, it appears
plausible that they perform some high-level conceptually salient
operations over lists. Several recent program synthesizers,
including Babble [33], Enumo [34] and Stitch [35], similarly
learn libraries of reusable components / rewrite rules.

f(te, 2, 7, 11)=11, 2, 7, 9.

Upon reflecting on this program, one may conclude that
invoking the function gl (1) (n) produces the n-th smallest
element of the list 1, and that the function g2 returns the
largest element of the list x2 that it accepts as input. In
fact, in the original example of [19], the authors manually
add expository comments describing the behavior of these
intermediate functions. In this section, we provide an overview
of our system NOMNOM: it accepts as input a specification-
implementation pair (¢, f) such that f satisfies ¢, and uses
an LLM to algorithmically produce names for each subroutine
g that appears in f.

A. The Baseline LLM

As a baseline, one may request an LLM, such as one from
the GPT family, to provide a name for each function g in
question. Each prompt includes the body and type of the
function ¢ : 7" being named, and (recursively) any auxiliary
functions in the call graph rooted at g. We provide the baseline
prompt templates in the supplementary material.

However, when using GPT-3.5,! it fails to produce appro-
priate names for any of the functions in Figure 1. As an
example, it suggests the name “largestSmallestIndices”
for the top-level function f, and “findNearestNumber” and
“getFirstItemMinThanArgumentValue” for the functions
gl and g2 respectively.

This is unsurprising, because the program in Figure 1 is
unidiomatic Python code. If one were to replace the function
bodies for g1 and g2 with the more conventional:
def gl(1):

def gll(n):

return sorted(l) [n]
return gll

and
def g2(1):

return max (1)
respectively, then the system produces accurate names for each
function: get_sorted_values for the top-level function f,
and get_nth_sorted_element and calculateMax for gl
and g2 respectively.

The poor performance of baseline name suggestion tech-
niques is not limited to LLMs: as we will see in Section IV,
even Code2Vec [27], a state-of-the-art graph embedding-based
name generation tool, produces poor quality names when
applied to such unidiomatic code.

As we observe in our user study in Section V, nonsensical
and misleading names massively inhibit program comprehen-
sion, and diminish the user’s confidence in future synthesized
code. In this context, the central problems that we consider in
this paper are: (a) How do we provide additional information to
the LLM in order to guide it towards better-chosen names? And
(b) can we validate the names produced by the system before
presenting them to the user? We will describe our solution to
these problems in the rest of this section.

IFor consistency with the user study, which was done with GPT-3.5, we
will use this model throughout the paper. Informal experiments indicate that
similar results would be obtained even with newer language models.



B. Prompt Expansion Using Subspecifications

Recall that our computational problem is to produce a name
for each subroutine g that appears in the implementation f.
The first part of our solution involves providing additional
information to the language model about the role of g in the
operation of f. For example, one might conceptually extend
the function g2 with instructions to log its execution:

def g2 (x2):

ans = list(filter(g2l, x2))[0]

print (£f'g2 ({x2}) = {ans}’) # Instrumentation

return ans
Note that the original specification is in the form of input-output
examples which can be mechanically evaluated to confirm
that the implementation satisfies the spec. Upon testing the
implementation with the logging code enabled, one finds that:

g2([11) =1, 2

g2(12, 11)=2, 3)
g2(12, 7, 11)=7, and @)
g2(19, 2, 7, 11)=9. 5)

These observations immediately suggest that the function g2
is computing the largest element of the list that it takes as
input. While this does not provide conclusive proof, careful
reading of the code confirms this hypothesis. In addition,
one may conclude that any function g2’ which satisfies
Equations 2-5, regardless of whether or not it is otherwise
semantically equivalent to g2, can be substituted into the
original implementation of Figure 1 without affecting the fact
that f satisfies the global specification, Equation 1.

This motivates us to extend the prompt supplied to the LLM
with local input-output behavior of the function g being named.
For example, for the function g2, we use the extended prompt
shown in Figure 2.

With new information of this kind, the LLM is able to choose
a more appropriate name for g2: findLargestElement. It
also manages to recover the intent of the top-level function, f,
for which it suggests the name sortList. In our experiments
in Section IV, when applied to the list processing benchmarks
solved by DreamCoder, providing logs of input-output behavior
measurably improves the accuracy of names suggested by the
LLM from 24% to 60% respectively.

Note 11.1. The behavior of the function g2, as described by
Equations 2-5, is closely related to the concept of subspecifica-
tions recently introduced by [36]. The major difference is that
while subspecifications are necessary and sufficient conditions
that characterize alternative implementations, monitoring input-
output behavior merely provides sufficient conditions: there
might conceivably be alternative implementations g2’ that
violate Equations 2—-5 but which would nevertheless result in
the global specification, Equation 1 being satisfied. Regardless,
we will adopt their terminology, and refer to these input-output
logs as the subspecifications of individual subroutines.

The primary technical difficulty in formalizing and obtaining
these subspecs is the presence of higher-order functions. For

The implementation satisfies the specification. Choose
a meaningful name for the function “g2 (x: List[
int])-> int™:
Specification:
g2([11) =1,
g2(12, 11)=2,
92(12, 7, 11)=7, and
g2(19, 2, 7, 11)=09.
Implementation:
def g2 (x2):
def g2l (x21):
def g22(x22):
return x21 < x22
return len(list(filter (g22, x2)))==
return list (filter (g2l, x2))[0]

Fig. 2: Example prompt for name generation when extended
with local input-output subspecifications. We provide all prompt
templates in Appendix B.

example, naively instrumenting the function g1 would produce
outputs of the form:

g1(19, 2, 7, 11)=<function gll at 0x...>.

This output arises from the difficulty in serializing closures
and higher-order functions. Our solution in Section III-A
will involve a new specially designed interpreter to recover
subspecifications for higher-order functions, yielding the result:

g1(19, 2, 7, 11)(1)=1, (6)
g1(re, 2, 7, 11)(2) =2, @)
g1(19, 2, 7, 11)(3)=7, and 8)
g1(r9, 2, 7, 11)(4) =9, )

which immediately suggests that evaluating g1 (1) (n) pro-
duces the n-th smallest element of the list 1.

Unfortunately, even with this new information, in the run
we consulted while writing this paper, the language model
still suggested incorrect names for g1 (the suggested name is
“genNextGreater-Value”) and the other subroutines in the
implementation. Note however that responses from language
models are inherently stochastic, so a subsequent run might
not exactly reproduce these observations. In fact, our final
implementation in NOMNOM makes productive use of this
non-determinism.

C. Algorithmic Sanity Checks

Our next insight is that when a function is appropriately
named, that name can be used to substantially recover the origi-
nal implementation. For example, recall that GPT-3.5 suggested
the name findLargestElement for the function g2. Given
this proposed function name and its type, we can request a



second language model to reproduce the corresponding function,
to which it responds:

def findLargestElement (x: List[int]):

maxValue = 0
for val in x:
if maxValue < val:
maxValue = val
return maxValue

Observe that this resynthesized implementation, g2’ =
findLargestElement, is not semantically equivalent to the
original function g2. In particular, it does not fail on empty
inputs and it also assumes that the list does not contain any
negative numbers. Despite these differences, observe that g2’
continues to satisfy the same subspecification in Equations 2-5.
It can therefore be substituted into the larger implementation
of Figure 1 without affecting overall correctness, i.e., Equa-
tion 1. This suggests that findLargestElement is indeed an
appropriate name for the subroutine g2.

Conversely, recall that with the extended prompt of
Section II-B, the language model suggested the name
GenNextGreaterValue for gl. Once again, we might ask the
LLM to produce an alternative implementation of a function
with this name, and type List[int] -> Callable[[int],

int]. We provide a listing of its output in the supplementary
material. Unsurprisingly, the implementation does not satisfy
the subspecification corresponding to g1, i.e., Equations 6-9.

Although such checks do not guarantee the appropriateness
of names, they at least confirm some degree of internal
consistency. This gives us a mechanism to detect and filter
out inappropriate names. In fact, in the run we consulted
while writing this paper, this algorithmic sanity check provides
support for the proposed names findLargestElement and
sortList for the functions g2 and f respectively. It also
successfully refuted the spurious name suggestions for the
remaining functions in the implementation.

Overall, in our experiments in Section IV, this further boosts
the accuracy of the name suggestions from 60% to 82%
respectively. On the other hand, notice that this technique is
essentially a censor that filters out inappropriate names, whose
use reduces the response rate from 97% to 42% respectively.
One of the final optimizations in our system, NOMNOM, is
a technique to exploit the non-determinism in LLM outputs
and regenerate names upon failure of the sanity check. This
manages to recover the drop in response rate from 42% to
72%, albeit with a slight decrease in accuracy from 82% to
79% respectively.

Note 11.2. Given the extensive use of LLMs in our approach,
the reader might wonder whether: (a) it might be possible to
directly use the language model to synthesize code, and com-
pletely bypass the use of the underlying program synthesizer,
and (b) whether the alternative implementation g’ produced
by the language model might somehow be more idiomatic
and appropriate for presentation to the user. While this is
certainly possible, this approach would sacrifice guarantees
inherited from the underlying synthesizer, including that the
implementation f satisfies the provided input-output examples.

Examples, E Implementation, f
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Fig. 3: Overall architecture of NOMNOM. We begin with a
specification-implementation pair, (F, f), and a subroutine g of
interest. The system alternates between querying a first LLM to
obtain proposals w for g and validating w by resynthesizing an
alternative implementation ¢’ using a second language model.

In addition, many synthesis tasks are formulated in the
context of a target DSL, and there is no guarantee that an
implementation produced by a language model would follow
the syntactic constraints of the target DSL.

We describe the overall architecture of NOMNOM in Figure 3.
We describe its underlying algorithms in the next section.

III. ALGORITHMIC NAME SYNTHESIS

We devote this section to describing our algorithm and
some optimizations. The user starts by providing a set of
input-output examples, E = {(i1,01), (i2,02),..., (in,0n)}.
These examples may be drawn from integers, Boolean values,
and lists of values. Upon successful synthesis, DreamCoder
returns a program f which satisfies the specification F, i.e.,
for all (i,0) € E, f(i) = o. We indicate this by writing
f e E. The implementations produced by DreamCoder
are expressed as lambda-terms, examples of which may be
found in the supplementary material. Given this specification-
implementation pair, our system proposes meaningful names
for each subroutine g appearing in f. We present the top-level
procedure in Algorithm 1.

We begin by performing a best-effort analysis of the program,
and associate each sub-expression ¢ of the program with a type
t:T. In addition, while presenting these programs to the user
and to the language model, we freely alternate between their
representations as lambda-terms and as programs expressed
in a restricted subset of Python. For example, we present the

lambda-term (lambda (x) (cons (+ x 1) (cons (+ x 2)
nil))) to users as follows, inventing placeholder identifiers
as needed:
def f(x):

return [ x + 1, x + 2 ]



Algorithm 1 NoMNOM(E, f,g). Given a set of input-output
examples E = {(i1,01), (i2,02),...,(in,0,)}, implementa-
tion f = F, and a subroutine g of f, produces a name w for
g.

1) Compute the local subspecification for g, E; =

{(igh Ogl)v (iQQa OgZ)v s }
2) Repeat until retries are exhausted:

a) (PE.) Request a name w for g by supplying its type
g + T and the subspecification F, and by using the
prompt template from Figure 8b.

b) Request an alternative implementation ¢’ : T of a
function named w by using the prompt template from
Figure 8c.

¢) (PE+SC.) Substitute the new implementation ¢’ into
f-If f[g'/g] = E, then return the name w.

3) Report failure.

We now discuss the two principal elements of the algorithm,
namely prompt expansion using subspecifications and the
subsequent algorithmic sanity checks.

A. Prompt Expansion Using Subspecifications

As discussed in Section II-B, obtaining the local input-output
examples F, for prompt expansion is conceptually simple: one
can place instrumentation code at appropriate points inside the
function body, and log the inputs and outputs being sent into
and produced by the function g currently being named. The
hope is that the local input-output behavior provides clues to
the overall purpose of g that is not apparent from its function
body. However, this procedure is tricky because of the presence
of higher-order functions. In particular, the function g might
either itself take a function (closure) as input, or produce
a closure as output, or possibly even both. Our solution is
a custom interpreter that can print (serialize) closures. We
provide additional details in Appendix A.

B. Algorithmic Sanity Checks

The names proposed by the LLM in response to the query in
Step 2a are sometimes directly embedded in the original source
code, or are presented with some other decoratory text, such
as “Name: «name»”. We have devised a set of simple extractor
routines and regular expressions that detect these patterns and
appropriately extract the proposed name. We hope to simplify
this process by using structured prompting techniques in future
versions of the system [37].

We then forward the proposed name w and the type T of the
subroutine g being named to a second language model using the
prompt template from Figure 8c. We interpret the response from
the LLM as an alternative implementation g’ of the original
subroutine g. This step might fail either because the response
from the LLM is not a syntactically well-formed program,
or if it fails to have the desired type 7', or if substituting it
into the surrounding implementation compromises the overall
correctness specification, f[g'/g] # E. In any of these cases,
we reject the name w being proposed in response to the naming

query in Step 2a. Note that we only generate names for top-
level subroutines, so we do not have to consider the possibility
of variable capture. This assumption greatly simplifies our
implementation.

Finally, if f[¢’/g] = E, then we certify the name w as
having passed the sanity check.

C. Optimizations

Finally, our implementation in NOMNOM includes two
optimizations which increase the overall response rate of the
system without losing accuracy.

a) Retries: It turns out that the algorithmic sanity checks
of Section III-B are very effective in discovering inconsisten-
cies between functions and their proposed names. Filtering
names using this heuristic therefore massively improves the
accuracy of the naming algorithm. Unfortunately, this accuracy
improvement is accompanied by a corresponding drop in the
number of queries successfully answered, as we will see in
Section IV. The non-deterministic responses generated by
language models provide an easy approach to mitigate this drop.
When a proposed name fails the sanity check, we repeatedly
retry (with a limit of 20 attempts) until the check succeeds,
leading to the outermost loop in Algorithm 1.

b) Bottom-up name generation: Finally, there are certain
functions which prove to be difficult to name even after multiple
independent queries. One example is the following function f:

def f(x1):
return a2 (x1) (5)
def a2 (x2):
def a2l (x21):
def a22(x22):
return x22>0
return a22 (countOccurrences (x2) (x21))
return a2l

Observe first that calling the function a2 (1) (n) tests the
output of countOccurrences to determine whether the value
n occurs in the list 1. It therefore follows that calling the top-
level function f(l) checks whether the provided list contains
an occurrence of the number 5.

The last optimization in NOMNOM facilitates this reasoning
process by iteratively finding names for higher-level functions
only after all lower-level functions, i.e., those reachable from
it in the call graph have been successfully named.” In our
experiments, this turns out to cause a slight increase in the
response rate of the system, including for the function f above.
This optimization has a flavor similar to emerging techniques
for prompting language models such as scratchpads and chain-
of-thought reasoning [38], [39].

IV. EXPERIMENTAL EVALUATION

Our implementation of NOMNOM uses text-davinci
-003 as our backend language model. We use the default
language model settings for name generation, and only change

Note that the concepts learned by DreamCoder naturally have a hierarchical
structure in the form of a DAG.



max_tokens to 1,000 for the reverse code generation pass.
Our evaluation focuses on the following research questions:

RQ1. How effective is our system in producing well-chosen
names for subroutines?

RQ2. How frequently does the system produce suggestions
for subroutine names?

RQ3. How many queries does the system require in order to
propose these names?

a) Benchmarks: Our evaluation dataset started with
155 specifications involving list processing programs which
were synthesized by DreamCoder.®> Each of these specifications
was associated with a name, indicating the user’s intent, and
a varying number of implementations (from 1 to 16). Upon
manually inspecting these implementations, we discovered
that 3 of them did not satisfy the stated user intent, and
8 implementations which we were unable to explain. We
eliminated these programs, and chose the largest remaining
implementation for each specification, which left us with a
dataset consisting of 144 specification-implementation pairs
and which consisted of a total of 344 subroutines. We manually
provided reference names for each of these subroutines. The
appropriateness of these names was subsequently validated by
a visiting student researcher who was not among the authors
of this paper.

b) Baselines: In addition to the baseline LLM and our
algorithmic variants, we also evaluated the performance of
Code2Vec [27]. Because Code2Vec works with Java code, we

translated each of the benchmark programs into Java by hand.

We will include these implementations in our artifact.

A. RQI: Effectiveness of Explanations

In order to measure the effectiveness of NOMNOM in
producing evocative function names, we ran five variants of our
algorithm across the subroutines in our evaluation dataset. We
then compared the algorithmically produced function names to
our reference names and computed the Jaro similarity between
the two [41], [42]. We declared the proposed name to be
appropriate if this similarity measure exceeded 0.7. Finally, in
order to estimate the variability of the overall procedure, we
ran each algorithm five times for each subroutine. We present
our observations in Figure 4.

Notice the consistent improvement in accuracy as we
incorporate algorithmic improvements from a baseline score of
24% to the final value of 79%. One example of a successfully
named function is the following:

def a2 (x2):
def a2l (x21):
def a22(x22):
return x2[x22]
return list (map(a22,
return a2l

range (x21)))
Evaluating the function a2 (1) (n) returns the first n elements
of the list 1. Only the last two algorithms consistently suggest

ﬁMenamuijobs/list_hard_test_ellisk_ZOl9702715
T11.43.28 from the DreamCoder artifact [40].
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Fig. 4: Effectiveness of the algorithmic variants. PE indicates
prompt expansion with local input-output subspecifications,
PE +SC indicates the subsequent algorithmic sanity check,
(PE+SC) ¢ indicates the version which repeatedly retries
upon failure, and NOMNOM indicates our final system with
bottom-up name generation. The bars represent the median of
five independent executions.

names such as getFirstNItems, selectFirstElements
, etc., while PE and PE+SC occasionally produce appro-
priate names. On the other hand, without any additional
information, the baseline LLM suggests the misleading name,
transformList.

Also, observe that Code2Vec generates poor quality names:
this is because our benchmarks make heavy use of higher-order
functions, resulting in unidiomatic Java code. In many cases,
in the absence of an alternative, the system simply regurgitates
the original placeholder function name, £1, £2, etc.

One concern with our evaluation methodology might involve
the validity of the reference names. Of the 40 proposed function
names polled in our user study, we only observed 3 names
which we thought were appropriate (with sufficiently high
Jaro similarity to the reference), but for which the average
score of the users was “Neutral” or less. Conversely, we
did observe situations where we marked a proposed name
as inappropriate, even though users subsequently thought
otherwise. One example is the following function c2:

def c2(x3):
def ¢31(x31):
def c32(x32):
return x32==x31
return len(list (filter (c32,
return c31

x3)))

Evaluating the function c2 (1) (k) counts the number
of occurrences of k in 1. Our reference name was
countOccurrencesOfK, while (PE+SC) C suggested the
name countElementsMatchingValue, which we rejected
based on an insufficient Jaro similarity to the reference name.

B. RQ2: Response Rate of Tools

Although the algorithmic sanity check, PE + SC, signifi-
cantly improves the accuracy of the overall algorithm, one
concern is that suppressing responses from the LLM might lead
to the overall system answering a smaller number of queries.



TABLE I: Confusion matrix from one run of PE+SC. We
compare the suggested names to our reference names and
declare a match when the Jaro similarity exceeds 0.7.

Reference Filter Approves Filter Rejects
Match 122 / 344 78 / 344
Mismatch 25/ 344 119 / 344

We therefore measured the response rate of the system, and
we include this data in Figure 4.

First, observe that providing additional information to the
language model, i.e., going from the baseline algorithm to one
with prompt expansion, PE, modestly increases the overall
response rate from 82% to 97% respectively. The real benefit
of prompt expansion comes from the massive increase in the
number of queries correctly answered, Acc x RR, from 19%
to 58%.

Next, we observe that the greater accuracy of PE + SC is
accompanied by a corresponding drop in response rate from
97% to 42% respectively. Indeed, it is not possible for a filtering
pass to increase the total number of queries which are correctly
answered, so that the product, Acc x RR, actually experiences
a drop upon its application. We also provide the confusion
matrix from one run of PE+SC in Table I. The overall F1
score of the filter turns out to be 0.70, so better filter designs
is an important direction of future work.

Lastly, the figure also confirms the need for the final two
algorithmic variants, (PE+SC) ¢ and NOMNOM: By giving
the system multiple opportunities to produce an internally
consistent response, they somewhat restore the response rate
and provide modest increases in the product measure from
33% to 56% and 59% respectively.

Note IV.1. We repeated this experiment using the more recent
gpt-4-0125-preview as the backend language model. The
accuracy and the response rate of the baseline increased to 38%
and 100% respectively, while the accuracy and the response rate
of our final tool NOMNOM were 77% and 81% respectively.

C. RQ3: Number of LLM Queries Used

Finally, we measured the number of LLM queries needed
by the different algorithmic variants to name each function.
We list these statistics in Table II. Both the baseline approach
and the variant with prompt expansion, PE, require just one
LLM query to produce their response, while the version with
algorithmic sanity checks enabled, PE + SC, needs two queries:
the first to produce a name suggestion and the second to reverse-
synthesize the subroutine body. On the other hand, the last
two variants, with retries enabled, need to make additional
queries when the first query either fails to elicit a response or
receives a response which fails validation. Note that we report
the median number of queries in Table II as the average is
skewed by subroutines for which we hit the limit of 20 retries
and eventually fail to produce a name.

While we did not explicitly track the time needed to name
each subroutine or the cumulative cost of LLM queries, the

TABLE II: Number of LLM queries needed by the algorithmic
variants to name each subroutine. We report the median over
five independent runs. The last 2 algorithms have higher query
amounts because of failures listed in Section III.

Algorithm Num Queries

Baseline
PE
PE +SC
(PE+SC) C
NoMNOM

BN -

statistics in Table II provide some guidance. Note that the time
needed to name each subroutine is dominated by the response
time from the OpenAl servers, and depends on numerous
other factors such as load on the LLM implementation.
In our experience, the most resource-intensive algorithms,
(PE+SC) C and NOMNOM, produce responses within 5—
10 seconds for each subroutine.

V. USER STUDY

To determine whether names help users in understanding
the outputs of program synthesis tools, we conducted two user
studies to answer the following questions:

RQ4. Do names help users in inferring the top-level purpose
of each subroutine?

RQS. Do names help users in understanding subroutines and
the relationships between them?

RQ6. How do user preferences vary among the names pro-
duced by different algorithmic variants?

a) Farticipant selection: After IRB approval, we recruited
36 students who were familiar with Python from the engineering
schools (Computer Science, Electrical Engineering, Mechanical
Engineering, and Materials Science departments) of 7 promi-
nent U.S. and Canadian universities. These participants had
different levels of experience in programming and were a mix
of undergraduate, Masters’, and Ph.D. students. We posit that
the variation in experience is representative of users of program
synthesizers. We randomly divided the 36 participants into two
groups with 18 participants for each user study.

A. Tasks and Study Structure

Before each user study, we had a short screening quiz asking
participants to write a Python program that computes the sum
of the elements in a list. Disregarding minor syntactic errors,
all participants passed the screening quiz. We then showed
participants a short video describing the tasks they needed to
complete, and a brief introduction to aspects of the Python
language that would be heavily used, including higher-order
functions and some syntactic quirks. After the study was
complete, we had a short discussion with each participant.
During the discussion, participants gave their feedback about
which aspects of the study they found easy or difficult, and
their experience while answering questions. The study materials
may be found in Appendices C and D.
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Fig. 5: Process followed for Study 1. 18 participants examined
four programs with names either produced by the baseline
LLM or by NoMNOM. We counterbalanced the study so each
participant attempted two questions with names produced by
the baseline, and the remaining two with names produced by
our tool. Three domain experts independently graded their
responses, and we report their average scores in Figure 6.

Graders

a) Study 1: Explanations: We chose four programs
from the larger dataset of 144 implementations produced
by DreamCoder with no mutual overlap in the subroutines
used. In the first study, we asked participants to examine
these programs and explain how they worked. We first asked
participants to explain what each subroutine did, and then we
asked them to walk us through the execution of the program on
a specific input. We conducted the study in one of two randomly
chosen conditions, with names suggested either by the baseline
language model, or our final bottom-up name synthesizer,
NoMNoOM. We ensured that each participant attempted two
tasks with names from the baseline approach, and the remaining
two tasks with names from our system. In every case, the names
were directly embedded inside the program.

For the first class of questions (i.e., what each subroutine
did), we awarded responses with grades depending on whether
it adequately captured the high-level goal of the function.
For the second class of questions (i.e., walking us through
an execution), we assessed whether participants accurately
described how each function made use of the auxiliary functions
that it called. Three domain experts independently provided
these grades, and we present the average scores of participants
for each question and condition in Figure 6.

b) Study 2: Preferences: The second study consisted of
four tasks in which we presented users with a program and
asked them to rate their preferences among different suggestions
for function names on a five-point Likert scale (“Inappropriate”,
“somewhat inappropriate”, “neutral’, “somewhat appropriate”,
“appropriate”). We used the same programs as in the previous
study. All participants undertook this study in the same

condition, and had access to local subspecs for each subroutine.

We measure the distribution of their responses in Figure 7.

B. RQ4: Understanding What Functions Do

We first measured the impact of the proposed function
names on users’ understanding of the top-level purpose of each
function, and the effect of the different naming algorithms on
this understanding. From Figure 6b, we observe that names
suggested by our tool unambiguously help users in determining
the purpose of each function.

Notice that for a majority of questions, all responses from
participants looking at names from the baseline LLM were
incorrect. We discovered that for the 12 subroutines in question,
the baseline algorithm never suggested an appropriate name:
four of its suggestions were nonsensical, and eight name
suggestions were actually misleading.

By our estimate, all participants critically examined the pro-
grams shown to them. When faced with misleading names, they
responded in a few different ways: one subset of participants
chose to skip the question, another group of participants sensed
a mismatch but chose to trust the stated names anyway, while
the last subset disregarded the stated names upon discovering
their inappropriateness and attempted to manually recover the
function specification. In any case, apart from the program
in Task 3, they were uniformly unable to discover the true
purpose of the corresponding functions.

In contrast, all names produced by the final algorithm
were appropriate, leading to massively higher accuracies when
participants encountered questions in this condition.

C. RQ5: Understanding How They Work

Our next question involved determining the effect of names
on users’ understanding of how functions work. In particular,
we asked users to walk us through an execution of the program,
and focused on whether they were able to articulate the
relationships among the various subroutines, i.e., why and
how a particular subroutine called another.

These measurements correspond to the last question for each
task in Figure 6b. Similar to RQ4, we concluded that partici-
pants have a much easier time understanding synthesized code
when functions are appropriately named. During the post-study
debrief, participants reported being surprised by “unnatural”
code, and complained that the programs realize simple user
intentions in complicated ways. In addition, even when they
had well-chosen function names, effort was needed to confirm
their understanding and frame their responses to the questions
asked. When they were unable to definitively understand the
code, some participants chose to guess functional relationships
based on their names, while others opted to skip the question
rather than make tentative predictions.

Anecdotally, we also found a cascading effect in users’
understanding as they went higher up in the call graph towards
the top-level functions: i.e., if they were unable to explain how
a function f5 used an auxiliary function f3 which was called
in its body, then they were often also unable to determine the
working of a higher-level function f; which in turn called fo.

D. RQ6: Distribution of User Preferences

In our final research question, we measured how user
preferences varied among names produced by different naming
algorithms. See Figure 7. From the figure, it is clear that
the progressive algorithmic improvements that we discussed
in this paper result in names that are well-liked by users.
If we assign numerical values to these user preferences
on a 0 (“Inappropriate”)-1 (“Appropriate”) scale, then the
average score of names produced by the baseline LLM is 0.11,
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Fig. 7: Distribution of participant preferences among names
suggested by different algorithms (Study 2). The numbers
in parentheses indicate the total number of user responses
collected for the corresponding naming algorithm.

while the average score of names produced by NOMNOM is
0.89. Furthermore, response rates show a similar trend as in
Section IV, with PE + SC producing the fewest suggestions.
Anecdotally, participants who undertook this study (Study 2)
found it easier to indicate their preferences, as compared to
participants who had to provide more detailed accounts of how
the implementations worked (Study 1). Recall that we included
the local input-output subspecifications as part of this study:
most participants made their judgments by simply checking for
compatibility between the proposed names and the subspecs.

VI. LIMITATIONS AND DISCUSSION

We now discuss some limitations of our approach and the
evaluation methodology employed in this paper.

The first concern is whether function names are sufficient to
help programmers understand the synthesized implementation.
How programmers choose identifier names [43], [44], and their
effect on program comprehension [45] has been the subject
of extensive research. Despite some research indicating other-
wise [46], there is broad agreement that good variable names
are important [47]. This is consistent with our observations in

Section V, where programmers are able to better understand
code with appropriately chosen function names.

We might instead have asked the language model to produce
explanations in the form of longer free-form comments: Note
that our thesis in Section III-B is that well-chosen function
names can be used to recover semantically equivalent implemen-
tations, and can thereby be subject to experimental falsification.
The experimental validation of free-form comments, whether
produced by a language model or a human programmer, is an
important challenge for future work.

An interesting related question in this context is how the
system would respond to project-specific naming conventions,
requiring, for example, the use of Hungarian notation or camel-
case identifiers. An easy solution is for the programmer to
adapt the function name as they see fit. A second solution
might be to extend the LM1 prompt to ensure that function
names follow the necessary conventions. A final option is to
also validate the appropriateness of suggested identifiers as
part of the sanity check procedure.

The reader may also be concerned about our choice of
DreamCoder as the background synthesizer. First, we note
that DreamCoder is an example of a larger family of library
learning tools [19], [33], [35], [48] which aim to learn libraries
of reusable components within a domain specific language.
Furthermore, name generation using subspecifications and
sanity checks is more broadly applicable to other program
synthesizers. For example, consider the following program
generated by A\? [30]:
def gl(xl):

def gll(x1ll):

def gl2(x121, x122):
return x121 or (x122 < x11)

return functools.reduce(gl2, x1, False)
return list (filter(gll, x1))
def f£(x1):
return list (map(gl, x1))

Simulating our technique by hand, we derived the names
removelnnerSmallest and removeSmallestElement for
the functions £ and g1 respectively. More generally, systems



such as NomNom might be useful both to obtain more idiomatic
code from program synthesizers, and as interactive mechanisms
to help users understand code. Conversely, it would be an
interesting question to see whether ideas similar to ours can
be used to more reliably synthesize code using LLMs.

Another concern involves the brittleness of LLM outputs in
response to minor changes in the provided prompt. While this
cannot be completely mitigated, we hope that the full text of
prompts provided in the supplementary material will at least
partially address issues with reproducibility.

One might also object to human-written reference names
being used for evaluation in Section IV. To mitigate this
concern, we had our reference names cross-verified by another
student programmer not among the authors of this paper.

A final concern involves potential biases in our choice
of participants for the user study in Section V. Are these
participants representative of actual users of program synthe-
sis tools? While we attempted to mitigate this concern by
drawing broadly from graduate and undergraduate students
across engineering schools of various prominent American and
Canadian universities, conducting a larger study with working
programmers is an important direction of future work.

VII. RELATED WORK

a) Comprehension of Synthesized Programs: While pro-
gram synthesizers are meant to realize logical correctness
specifications, their output is rarely easy to understand. This
obscurity partly stems from the use of procedurally generated
identifier names (v1, v2, £1, £2, etc.) in synthesized code.

Human programmers use different practices to make code
comprehensible, such as by writing detailed comments [49],
using meaningful names and identifiers [50], or maintaining
documentation of their rationale. Of these approaches, the use
of meaningful names has been found to make a significant
contribution to improve the comprehensibility [47]. This is
intuitive, as 70% of source code consists of identifiers [45].
Thus, the lack of meaningful names in synthesized code
inhibits understanding. Although the automatic generation
of meaningful function and variable names is a well-studied
problem in software engineering: see [51] for a survey, and
Code2Vec [27] and JSNice [28] for prominent examples. Still,
the unintuitive nature of automatically generated programs
makes it challenging to apply existing techniques.

Researchers have investigated the nature of comprehensible
code [52], and studied techniques to help improve compre-
hension like program debugging [53], [54], slicing [55], [56],
automatic summarization [57], and user-guided program syn-
thesis [58]. However, none of these techniques have been used
to generate names for synthesized programs. [36] introduced
subspecs to allow programmers to reason about individual parts
of synthesized code. Our paper investigates how subspecs can
be used to help LLMs produce meaningful identifier names.

b) Large Language Models in Program Synthesis: LLMs
have been shown to be surprisingly capable of generating code
from natural language specifications of programmer intent [25].
Such LLMs also have the potential to improve the explainability

of code by augmenting it with natural language explanations.
However, these large language models do not understand
program semantics, and offer no guarantees about quality and
accuracy of the suggested code or explanations.

To provide guarantees with LLMs, researchers have sug-
gested using LLMs as a complementary approach to formal
methods which can guarantee accuracy and adherence to
specifications. For example, Jigsaw [59] is a program synthesis
tool that augments LLMs with post-processing steps based on
program analysis and synthesis techniques, NLX [60] marries
pre-trained natural language models and component-based
program synthesis for multi-modal program inference. In this
paper, we follow this approach of combining program synthesis
and LLMs to augment synthesized programs with explanatory
names that help users understand the intent of the code.

c) Prompting: The effective use of LLMs depends on
carefully chosen prompts: Researchers have investigated various
prompting techniques like LLM programming [37] which
is a combination of text prompting and scripting, chain-of-
thought prompting [39] which uses a series of intermediate
reasoning steps to perform complex reasoning, and probabilistic
inference paradigm [61] which probabilistically reasons over
sets of objects using LLMs. While researchers have investigated
these approaches to improve the accuracy of language models,
it is not evident how to use these techniques to justify the
appropriateness of names for program elements.

In this paper, we discuss two novel prompting approaches
to improve the accuracy of explanatory names generated by
LLMs for synthesized programs. First, we expand the prompt
using subspecifications by recovering input-output data from
the synthesis algorithm. Second, we conduct sanity check of
the algorithm by using another language model to validate the
proposed explanations.

VIII. CONCLUSION

In this paper, we showed how to use a large language
model (LLM) to annotate automatically synthesized code
with meaningful names. Our procedure principally relies on
a combination of two relatively simple techniques: first, by
including additional information about the implementation as
part of the prompt, and next, by validating the proposed names
with an algorithmic sanity check. Both experiments and a user
study show the effectiveness of our technique in producing
well-chosen function names. Our research contributes to the
emerging body of work on combining language models with
formal reasoning techniques. In future, we hope to extend these
ideas to automatically produce free-form comments, and also
potentially techniques that confirm the validity of comments,
identifiers and other natural language artifacts in code.

The artifact supporting the claims in this paper may be
downloaded from https://doi.org/10.5281/zenodo.12682854.
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APPENDIX
A. Algorithmic Name Synthesis

We now describe our custom interpreter that can compute
subspecifications in the presence of higher-order functions.
First, our interpreter includes a mechanism to print (serialize)
closures. Thus, for example, the subspecification of g1 in the
following program:
def gl (h):

return h(3)

def f1(x):
return gl (lambda y: x + vy)

given the global input-output example f1(2) =5 is given by:
gl(lambda y: 2 + y)=5.

Notice that this constraint is satisfied by the original subroutine
gl, but is also satisfied by other implementations, including by
the constant-valued function g1’ = lambda y: 5. Furthermore,
it is safe to use any such new implementation g1’ instead of
the previous implementation g1.

Next, we consider the case when subroutines themselves
return closures. Consider, for example, the subroutine g2 in
the following program:
def g2(x):

def h(y): return x + vy

return h
def fa(x):

return g2 (x) (3)

With the global input-output example f»(2) = 5, the subrou-
tine g2 is invoked with the input x = 2. If we instrument
the return value of g2 as before, we would observe that
g2(2) = lambda y: 2 + y. Notice that, given an alternative
implementation g2’, it is conceptually difficult to compare
closures for equality.

We instead use the following procedure. Say we wish to
produce the subspec for a function g which itself produces
a closure as output. In this case, given the original argu-
ment xi, we wrap the closure g(x;) in a monitor object
m1 = ([x1],9(x1)). We incorporate successive arguments
to mq, say xg, x3, ..., xj, resulting in the monitor object
mg = ([x1,%2,--+,xk],9(x1)(x2) () (x)). When the clo-
sure finally reduces to a ground value, the monitor m = (I, v)
prints the sequence of function arguments [ and the finally
produced ground value v, which are then included as part of
the subspecification E.

In the example above, recall that the global specification
was f2(2) = 5. Querying the subspecification for g2 initially
results in the monitor object my = ([2], lambda y: 2 + y).
Further evaluation using this monitor object produces the final
subspec g2(2)(3) = 5. We can show that:

Lemma A.1. Let E be a set of input-output examples, and
f & E be a conformant implementation. Let g be a subroutine in
f, with local input-output subspecification E,. Pick a function
g' such that g’ = Eq. Then f[g'/g] E E.



Choose a meaningful name for the function "Name and Type": The implementation satisfies the specification. Choose a

meaningful name for the function "Name and Type":
Code

Specification

Code

(@) (b)

Write a function named "Name and Type":

(©

Fig. 8: Prompt templates utilized in the generation of names and code using the LLMs. Figure 8a is utilized to generate names

for the baseline, while Figure 8b is employed to generate names for our algorithms. Additionally, Figure 8c is employed to
generate programs for our filtering technique.

(lambda
(map (lambda
# (lambda
(lambda
# (lambda
(car (filter $0 (lambda
(empty? (filter $1 (lambda
(gt? $0 $1))))))))
(filter $1 (lambda
(gt? $1 (length (filter $2 (lambda
(gt? $1 $0)))))))))
$1 (+ 1 $0)))

(range (length $0)))

Fig. 9: Sorting a list of numbers. The corresponding Python program is in Figure 13.

B. Prompt Templates
Figure 8 displays the prompt templates utilized in the generation of names and code using the LLMs.
C. Implementation Listings

We list the lambda-expressions emitted by DreamCoder in Figures 9-12 and our corresponding transliterated Python programs

for all examples and user study tasks in Figures 13-16. Note that the lambda-expressions use de Bruijn indices [62], [63],
thereby eliminating variable names.

(lambda (# (lambda (lambda ((lambda (gt? $0 0))

(# (lambda (lambda (length (# (lambda (lambda (# (lambda (lambda
(fold $1 empty

(lambda (lambda (fold ($2 $1 range) $0

(lambda (lambda (cons $3 $2))))))))
$1 (lambda (lambda (if ($2 $1) $3 empty)))))) $1

(lambda (eqg? $0 $1)))))) $0 $1))))
(+ (+ (+1 (+1 1)) 1) 1)
$0)

Fig. 10: Checking if a list has 5. The corresponding Python program is in Figure 14.

(lambda (cdr (

# (lambda (lambda (map (lambda (index $0 $2)) (range $0))))
(map (lambda $0) $0) (+ 1 (+ 1 1)))))

Fig. 11: Getting second and third elements of a list. The corresponding Python program is in Figure 15.



(lambda (fold $0 (# (map (lambda (mod (+ $0 1) (+ 1 (+ 1 1))»))) empty)
(lambda (lambda (# (lambda (lambda (fold $1 (cons $0 empty)
(lambda (lambda (cons $1 $0)))))) $0 $1))))

Fig. 12: Reversing a list. The corresponding Python program is in Figure 16.

def a3(x3):
def a31(x31):
def a32(x32):
return x31 < x32

return len(list (filter (a32, x3)))==0

return list (filter (a31l, x3))[0]
def a2 (x2):
def a2l (x21):
def a22(x22):
def az23(x23):
return x22>x23
return x21>len(list (filter (a23, x2)))
return a3 (list (filter (a22, x2)))
return a2l
def al(x1l):

def all(x11):
return a2 (x1l) (x11+1)
return list (map(all, range(len(xl))))

Fig. 13: Sorting a list of numbers.

D. User Study Tasks
Figure III includes all names generated by all algorithms used in two user studies.

TABLE III: The generated names used in two user studies. In the first user study, we only used names generated by the baseline
and NOMNOM. In the second user study, we asked participants to rate the names generated by the baseline, PE, PE + SC,
(PE+SC) C, and NOMNOM. We omitted the names produced by Code2Vec because they were uniformly uninformative.

Function Code2Vec Baseline PE PE+SC (PE+SC)C NomNom
Tl.a3 a3 foldFuncComposer appendListFunc
Tla2 a2 addModuloThree getScaledX21Value modulo_plus_one modulo_plus_one addOneModThree
TlLal al reverseOrderList reverseList reverseMapping reverseList
T2.a3 a3 getLowestUnused Value getMaxElement getMaxElement getLargestElement
T2.a2 a2 getHighestValueInList getNthElementInList getOrderedElement
T2.al al findMaxElementIndex findMaxElementIndex sortList sortList
T3.a2 a2 transformList getFirstXElements getFirstNItems
T3.al al extractNextTwoElements getSecondAndThirdElements
T4.25 as filterFives filterAppendFunc filterFunc
T4.a4 a4 filterIntListByPredicate filterListByPredicate filterList filterListByPredicate
T4.a3 a3 summationFunc countOccurrences countElementsMatching Value countOccurrences
T4.a2 a2 filterPositiveNumbers hasElementsGreaterThan containsNumber containsNum hasAtLeastOneOccurrence
T4.al al isOddIntList isEqualSs checkForFivelnSequences hasFivelnList




import functools

def

def

def

def

def

def

def

ab (x5) :
def a51 (x51):
def ab52(x52, x53):
def ab54 (x54, x55):
return [x53]+x52

return functools.reduce (ab4, x51 (x53) (range) [::-1],

return functools.reduce(a52, x5[::-1], [])
return abl

ad (x4) :
def a4l (x41):
def ad2 (x42):
def ad43(x43):
1if x41(x42):
return x4
else:
return []
return a43
return ab(x4) (a4d2)
return a4l

a3 (x3):
def a31(x31):
def a32(x32):
return x32==x31
return len (a4 (x3) (a32))
return a3l

a2 (x2):
def a2l (x21):
def a22(x22):
return x22>0
return a22 (a3 (x2) (x21))
return a2zl

al(xl):
return a2 (x1) (((1+(1+1))+1)+1)

Fig. 14: Checking if a list has 5.

a2 (x2):
def a2l (x21):
def a22(x22):
return x2[x22]
return list (map(a22, range(x21)))
return a2l

al(x1l):
def all(x11l):
return x11
return a2 (all(xl)) (1+(1+1))[1:]

x52)

Fig. 15: Getting second and third elements of a list.



import functools

def a3 (x3):
def a31(x31):
def a32(x32, x33):
return [x33] + x32
return functools.reduce(a32, x3[::-1], [x31])
return a3l

def a2 (x2):
return (x2+1)% (1+(1+1))

def al(xl):
def all(x11l, x12):
return a3 (x11l) (x12)
return functools.reduce(all, x1[::-1], list(map (a2, []1)))

Fig. 16: Reversing a list.

def genNextGreaterValue (x):
def f£(i: int):
greater = []
for e in x:
if e > 1i:
greater.append (e)
return min (greater)
return f

Fig. 17: Generated code by LLM for the generated name genNextGreaterValue.
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