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Introduction: We conducted mental model interviews in Aotearoa NZ to 
understand perspectives of uncertainty associated with natural hazards science. 
Such science contains many layers of interacting uncertainties, and varied 
understandings about what these are and where they come from creates 
communication challenges, impacting the trust in, and use of, science. To 
improve effective communication, it is thus crucial to understand the many 
diverse perspectives of scientific uncertainty.

Methods: Participants included hazard scientists (n = 11, e.g., geophysical, social, 
and other sciences), professionals with some scientific training (n = 10, e.g., 
planners, policy analysts, emergency managers), and lay public participants with 
no advanced training in science (n = 10, e.g., journalism, history, administration, 
art, or other domains). We present a comparative analysis of the mental model 
maps produced by participants, considering individuals’ levels of training and 
expertise in, and experience of, science.

Results: A qualitative comparison identified increasing map organization with 
science literacy, suggesting greater science training in, experience with, or 
expertise in, science results in a more organized and structured mental model 
of uncertainty. There were also language differences, with lay public participants 
focused more on perceptions of control and safety, while scientists focused on 
formal models of risk and likelihood.

Discussion: These findings are presented to enhance hazard, risk, and science 
communication. It is important to also identify ways to understand the tacit 
knowledge individuals already hold which may influence their interpretation of 
a message. The interview methodology we present here could also be adapted 
to understand different perspectives in participatory and co-development 
research.
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1 Introduction

Managing natural hazard events (NHEs) requires communicating 
the science of those hazards effectively to a diverse range of individuals, 
from planners to policymakers, or emergency responders to 
community members involved in hazard preparedness, mitigation, 
response, and recovery (Doyle and Becker, 2022). Recent events in 
Aotearoa New Zealand (AoNZ), such as Cyclone Gabrielle in 2023 
and the Mw7.8 Kaikōura earthquake in 2016, demonstrated how 
communicating this science effectively, and in a manner that meets 
decision-makers’ needs and perspectives, is vital to encourage 
appropriate individual responses to hazards, warnings, and advice 
(e.g., Vinnell et al., 2022). However, the effective communication of 
the uncertainty associated with this information is an ongoing 
challenge impacting how individuals trust, evaluate, and respond (or 
not) to a scientific message (Johnson and Slovic, 1995; Smithson, 1999; 
Miles and Frewer, 2003; Freudenburg et al., 2008; Wiedemann et al., 
2008; Oreskes, 2015; Kovaka, 2019). Therefore, it is crucial to explore 
the varied ways in which individuals perceive this uncertainty. 
Communication can thus be  improved by adapting it to different 
audiences’ perspectives and views (Doyle and Becker, 2022).

Models of both science and risk communication have evolved 
from one-way dissemination approaches that assume a deficit of 
knowledge or science literacy that expert knowledge can inform via 
knowledge transfer, through to a more recent two-way democratic 
approach focused on empowerment, knowledge sharing, and 
engagement, where both the science/risk communicators and the 
public are learning from each other and incorporating multiple 
sources of knowledge and expertise (Fisher, 1991; Fischhoff, 1995; 
Leiss, 1996; Covello and Sandman, 2001; Miller, 2001; Gurabardhi 
et al., 2005; Bauer et al., 2007; Kappel and Holmen, 2019; Doyle and 
Becker, 2022; Tayeebwa et  al., 2022). In the latter approach 
communication is driven by a goal to build a ‘model of mutual 
constructed understanding’ (Leiss, 1996; Renn, 2014).

As discussed in Doyle and Becker (2022) both the dissemination 
and engagement approaches to communication are valuable for 
natural hazards risk, as the suitability of their use depends upon the 
context and time pressures: one-way dissemination approaches are 
appropriate in crisis and warning situations where short time frames 
require rapid response; meanwhile democratic, two-way, deliberative 
approaches are more appropriate in the communication of longer 
term risk (and associated science) such as during the readiness, 
response, and recovery phases of natural hazards management. Ideally, 
the former rapid dissemination approach is enhanced with 
participatory work prior to a crisis to inform communication design 
(e.g., Bostrom et al., 2008; Kostelnick et al., 2013; Morrow et al., 2015). 
Thus, it is vital that a communicator understands peoples’ prior 
perceptions of the science or natural hazards system (including both 
the physical, social, and cultural context), whether they are 
communicating via one-way dissemination or through two-way 
engaged discussions, as such perceptions will influence how people 
understand science/risk information in whichever manner it 
is received.

Several communication models and frameworks for disaster risk 
and science have thus been developed to incorporate people’s 
perceptions as a core aspect of their approach (Doyle and Becker, 
2022). These include the Community Engagement Theory (CET) 
which incorporates risk communication with broader community 

development concepts (Paton, 2019), and considers factors such as 
participation, collective efficacy, social capital, empowerment, and 
trust (Paton, 2019; Paton and Buergelt, 2019). Alternatively, the Risk 
Information Seeking and Processing Model (RISP) (Griffin et  al., 
1999; Yang et al., 2014) aims to understand how people’s perceptions 
of risk influence the way they seek and interact with information, to 
“disentangle the social, psychological, and communicative factors that 
drive risk information seeking” (Yang et al., 2014, p. 20). Drawing on 
practice-based contexts, the Crisis and Emergency Risk 
Communication model (CERC) (Veil et al., 2008) brings together risk 
and crisis communication principles through five core stages: 
pre-crisis communication and education; in-event rapid 
communication; maintenance communication including correction 
of misunderstandings; resolution considering updates, new 
understandings of risk, discussion about the cause; and evaluation of 
response and lessons learnt. Similarly, the IDEA model (Sellnow et al., 
2017; Sellnow and Sellnow, 2019) considers four components: 
internalization (whether people see the risk relevant to themselves); 
distribution (whether people can access the information via various 
channels); explanation (whether people understand and think a risk 
is credible); and action (whether people take actions to protect 
themselves). This framework identifies key components of a process 
for instructional risk communication to lay audiences and has been 
successfully applied in varied contexts from earthquake early warning 
(Sellnow et al., 2019) through to the recent COVID-19 pandemic 
(Cook et al., 2021).

Individuals interpret such scientific information and advice in 
diverse ways due to influences such as how the information is framed 
(Teigen and Brun, 1999; Morton et  al., 2011; Doyle et  al., 2014), 
cognitive, cultural and social factors (Lindell and Perry, 2000; Olofsson 
and Rashid, 2011; Medin and Bang, 2014; Huang et  al., 2016), 
expertise and experience (Becker et al., 2022; Vinnell et al., 2023), 
expectations of message content (Rabinovich and Morton, 2012; 
Maxim and Mansier, 2014), and the uncertain context within which 
perils are situated (Stirling, 2010; Fischhoff and Davis, 2014; Doyle 
et al., 2019). Scientific uncertainty is considered herein to exist in 
complex social-environmental contexts, and thus both directly arises 
from the science (such as due to the data availability, or model validity) 
and indirectly arises from judgments associated with the science (such 
as model choice and how governance decisions influence science 
direction), see Doyle et  al. (2022). It can arise from the natural 
stochastic uncertainty (variability of the system), the epistemic 
uncertainty (lack of knowledge), disagreements among scientists due 
to incomplete information, inadequate understanding, and 
undifferentiated alternatives, as well as a lack of understanding not 
only of what to say but who to communicate it to.

Communicating this uncertainty is particularly challenging 
(Doyle et al., 2019), as while acknowledgment of its presence can 
promote trust, it can also be used to discount a message (Johnson and 
Slovic, 1995; Smithson, 1999; Miles and Frewer, 2003; Wiedemann 
et  al., 2008), and deny science or discount scientific findings 
(Freudenburg et  al., 2008; Oreskes, 2015; Kovaka, 2019). Prior 
perceptions of the environment of uncertainty, including of the 
communicator and the communication network, the perceptions of 
the physical system being assessed, and the perceptions of the sources 
of uncertainty in the data and models of that system, all influence how 
individuals interpret and act upon associated information (Doyle 
et al., 2022). Such perceptions act as a lens through which science 
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information is interpreted and can override communicated 
information, particularly when that uncertainty is high.

Thus, as communication models and research indicate, effective 
science communication prior to, during, and after NHEs requires a 
more comprehensive understanding of the range of existing 
perceptions about the uncertainty present (Bostrom et al., 1992; Greca 
and Moreira, 2000; Doyle et al., 2014, 2019), and how they might vary 
between individuals with different disciplinary and organizational 
backgrounds. By advancing our theoretical understanding of these 
perceptions we can enhance communication practices for the effective 
provision of scientific advice. This is vital to increase public and 
professional confidence in scientific information for situations when 
the message content might contradict existing perceptions of the 
science (Eiser et al., 2012; Sword-Daniels et al., 2018; Becker et al., 
2019; Doyle et al., 2019).

As reviewed in Doyle et al. (2022, 2023) such perceptions are 
based upon people’s mental models of how they think the world works 
(Bostrom et al., 1992; Morgan et al., 2001; Johnson-Laird, 2010; Jones 
et al., 2011), including their model of scientific processes, motivations, 
beliefs and values; leading to epistemic differences across disciplines 
and organizations (Bostrom, 2017; Doyle et  al., 2019). Previous 
research has qualitatively explored the mental models people hold 
about hazardous processes and other phenomena, to enhance science 
education (e.g., Greca and Moreira, 2000; Tripto et al., 2013; Lajium 
and Coll, 2014), to understand hypothesis formation (e.g., Brewer, 
1999; Hogan and Maglienti, 2001; Rapp, 2005), and to design risk 
communication products, e.g., hurricane warnings (Bostrom 
et al., 2016).

Most recently, Doyle et al. (2023) conducted a series of qualitative 
mental model interviews to elicit people’s perceptions of the sources 
of uncertainty. Through a qualitative thematic analysis of the 
interviews, they identified several sources of uncertainty discussed 
across the group of participants (from policymakers, to scientists, to 
emergency managers and the public). These included The Data (not 
having enough, its uniqueness, interpretation of), The Actors 
(including the scientists, the media, communicators, key stakeholders), 
and The Known Unknowns (including the range of possible outcomes, 
unexpected human responses, and the presence of unknown 
unknowns). Underlying and influencing these sources were a range of 
additional factors, including governance and funding, societal and 
economic factors, the role of emotions, how perceived outcomes 
helped scaffold meaning making of uncertainty, the communication 
landscape, and influences from time and trust.

Previous work has also shown that experts in a field can have 
more coherent, structured, and consistent mental models of issues 
within that field than non-experts or novices, who may use a 
patchwork of mental models to understand the issues instead (Chi 
et al., 1981; Gentner and Gentner, 1983; Collins and Gentner, 1987; 
Schumacher and Czerwinski, 1992). However, it is unclear how such 
domain expertise (e.g., in a specific scientific discipline) relates to 
understanding and perspectives of scientific uncertainty associated 
with NHE advice. This is important to understand, as lessons can 
inform effective communication of uncertainty between the wide 
range of science advisors and decision-makers usually involved in 
managing natural hazards risk (and who come from across diverse 
disciplines, e.g., from health to geology, or policy to emergency 
responders). Thus, in the study herein we build on the work of Doyle 
et  al. (2023) by conducting a detailed comparative analysis of 

participants’ mental model maps of scientific uncertainty, driven by 
the research question: “How do perceptions of uncertainty differ 
between individuals depending upon their experience of, and training 
in, science?.” Findings will deepen our understanding of what different 
audiences anticipate the uncertainty influences on science advice to 
be, to inform communication guidelines that address those diverse 
audience perceptions.

2 Materials and methods

A multi-phase interview procedure was developed to understand 
individuals’ perceptions of uncertainty associated with natural hazard 
science, based on the Conceptual Cognitive Concept Mapping (3CM) 
approach (Kearney and Kaplan, 1997; Romolini et al., 2012). Here 
we  present results from Phase 2, an exploratory mental model 
mapping activity to understand where participants perceive 
uncertainty to come from. Phase 1, which involved initial direct 
elicitation questions to explore how participants define uncertainty, is 
presented in Doyle et al. (2023). The analysis of Phase 3, exploring 
participants’ wider understanding of the production of science, is 
currently in progress.

Interviews were conducted by two of the authors either in person, 
or virtually via Zoom, from late 2020 to mid-2022. Participants used 
post-it notes to brainstorm their thoughts onto a large sheet of paper 
in response to the question “Thinking about natural hazards science, 
where do you think uncertainty comes from?.” Those interviewed via 
Zoom used virtual post-it notes via the virtual online whiteboard 
(Mural).1 Participants were then asked to cluster these post-it notes to 
form groups of similar or related sources and to explain why, to give 
that cluster a ‘name’ if they wanted to, and to draw their perceived 
connections between these clusters, such as through dependencies or 
relational links, if they perceived any connections or relational links 
to exist. Some participants chose not to make connections/links. This 
method was designed to enable participants to access implicit 
knowledge (Levine et al., 2015) and to promote higher-level thinking 
(Grima et  al., 2010) due to the creative, tactile nature of the task 
(Cassidy and Maule, 2012; Doyle et al., 2022). If participants struggled 
to brainstorm sources of uncertainty, they were prompted with the 
question “What might increase or decrease uncertainty associated with 
science advice about hazards?” to help them identify sources.

We used a broad initial definition of uncertainty as “unknowns 
associated with, or within, science and science advice” from which our 
participants’ conversations then developed. Explicit definitions were 
not provided such that participants were not biased or influenced by 
them and were free to define uncertainty in ways and terms that met 
their own understanding. The total interview took between 60 and 
90 minute, and was audio recorded and transcribed verbatim for later 
analysis. The Massey University Ethical Code of Conduct was 
followed, and this research received a Low-Risk Ethics Notification 
Number of 4000023593. Participants were given a $40 supermarket 
voucher as a thank you  for their time. See Doyle et al. (2023) for 
further details about interview design and sampling.

1  https://www.mural.co/ (last accessed 2nd Dec 2023).
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2.1 Participants

The study was conducted in AoNZ, where most people experience 
natural hazards often, either directly or indirectly, including 
earthquakes, volcanoes, severe weather, and its consequences, and thus 
have high exposure to natural hazard information. Individuals were 
recruited via advertising and snowballing and needed to be 18 years or 
older to participate. The initial recruitment phase (n = 25) included the 
science and research community (including universities, consultancies, 
and crown research institutes), emergency management and civil 
defense authorities, local and regional councils, the policy and planning 
communities, and broader community members who may act upon 
associated information during a NHE. The initial sample presented in 
Doyle et al. (2022) under-represented participants with little to no 
science training and also represented a highly educated cohort. Thus, 
to provide a larger Lay public sample and enable an exploratory study 
of how perspectives vary between Scientist and Lay participants, 
we recruited an additional 6 members of the public via more targeted 
advertising for individuals who had less science experience and 
expertise. These participants were recruited through the social 
networks of two of the authors; all were non-scientists, their highest 
qualifications were either high school (n = 3) or undergraduate (n = 3), 
with 5 of the 6 not studying science since high school while the sixth 
studied science alongside their education degree (completed several 
decades prior to this study). In total, 31 individuals thus participated 
in the study. All were residing in AoNZ at the time of the interview. 
Ages ranged from 25 to 75 years old, with 11 participants identifying 
as male and 20 participants identifying as female. Ethnicities included 
NZ European/ Pākehā2 (n = 21), European (including Italian, English, 
and British; 5), Māori / NZ European (2), Latino (1), and Iranian/
Middle Eastern (1). One participant chose not to disclose demographic 
details. Professions included 4 physical scientists, 2 boundary or other 
knowledge transfer scientists, 2 social scientists, 6 policy writers/
analysts and planners, 2 engineers, 4 emergency management 
practitioners, 2 with a legal background, and 9 others including a 
journalism student, teachers, administrator/secretaries, a city council 
worker, an artist, an independent historian, and an anthropologist.

2.2 Analysis

The cohort of participants was analyzed in three groups: Scientists, 
Science Literate, and Lay Public. The Scientists (n = 11) were 
considered to have high levels of expertise and experience. They were 
those with a tertiary education in a science field and also working in 
a science field, and included natural hazards scientists, engineers, 
environmental and geoscientists, social scientists, public health, risk 
and data scientists. The Science Literate (n = 10) were those who had 
high levels of experience, but lower levels of expertise, and who either 

2  Pākehā means “New Zealander of European descent” in the Māori language, 

the indigenous language of Aotearoa New Zealand (Te Aka Māori dictionary, 

https://maoridictionary.co.nz/, last accessed 2nd Dec 2023). Individuals may 

define Pākehā as representing people with European ancestry and who are of 

multiple generations in Aotearoa New Zealand, and thus being distinct from 

more recent European immigrants.

had a tertiary education in science or were working in a science field, 
but not both. Meanwhile, the Lay Public (n = 10) were those with no 
tertiary education in science and not working in a science field. The 
designation of participants to each group was based on how 
participants self-described their education and employment. All 
participants were assigned a pseudonym prior to interviews.

Each participant’s mental map was analyzed using a ‘descriptive’ 
content analysis approach, considering their post-its and their clusters 
(groups of post-its) (Cassidy and Maule, 2012; Romolini et al., 2012). 
The number of post-its, the number of clusters produced, the number 
of links between clusters, the total time it took to produce the map and 
the number of pauses for each participant was calculated and totaled 
for each group, as shown in Table 1. Pauses were indicated by an 
absence of verbal of physical response (i.e., not moving post-its or 
drawing on the map) that lasted for more than a few seconds, and 
usually required a prompt from the interviewer to continue the 
mapping. Maps were categorized into ‘complex’ (containing multiple 
clusters with many interconnecting links) or ‘not complex’ categories 
(containing very few clusters with minimal links) and a general 
description of how the clusters appeared on the page was developed, 
such as clusters looking like ‘columns’ or ‘groups’. The links were 
described by how the clusters were connected to each other, via five 
categories (like Levy et al., 2018), see Figure 1 for examples:

	 1.	 None – no links were drawn between clusters and no 
relationships were described during the interview.

	 2.	 Simple links – participants linked one cluster to one other 
cluster, or only linked some of their clusters, but not all of them.

	 3.	 All related – participants drew no relational lines but stated 
their clusters were ‘all related’ during the interview.

	 4.	 Sequential links – participants drew a chain of direct relations 
from one cluster to the next in a sequence. This may have been 
1–2 clusters, or more, but may not have included all clusters.

	 5.	 Multi layered links – clusters were connected to many other 
clusters through single or bidirectional relationship lines.

After considering the structure and complexity of each map 
individually, a reflective process of comparison and collation of maps 
occurred, and a descriptive content analysis was conducted. For each 
participant’s map within a group, a cluster and its key components (the 
post-its) were identified by the ‘name’ of a cluster identified by a 
participant, and then a comparison was made between how that 
participant had represented that cluster compared to other participants 
in their group in order to produce an overall collective representation 
of that cluster for that group, through the process illustrated in 
Figure 2, producing master cards such as that shown in Figure 3 (see 
Tripto et  al. (2016) for a similar approach using category trees). 
Through this analysis, the focus was on the dominant components and 
concepts across each group, noting that not all participants used the 
same term (or named their clusters) and not all participants discussed 
the concept represented by that cluster. The motivation was to 
consider the dominant cluster concepts (sources of uncertainty) 
mapped by each group, to facilitate assessing differences and 
similarities between groups, while acknowledging individual 
differences within a group that were not captured in the analysis.

As in Cassidy and Maule (2012), the map analysis included the 
collective descriptive content analysis of the maps produced across 
each group, described above, followed by a supportive qualitative 
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TABLE 1  Construction descriptions of participants maps: considering all participants in each group of scientists (n  =  11), science literate (n  =  10), and the 
lay public (n  =  10).

Post Its. Clusters Links Time (mins) Pauses

Lay Public (10)
Total (N) 223 40 22 241.25 29

AVG 22.30 4.00 2.20 24.13 2.90

Science-Literate (10)
Total(N) 215 46 39 280.75 24

AVG 21.50 4.60 3.90 28.08 2.40

Scientist (11)
Total(N) 200 60 76 296.5 32

AVG 18.18 5.45 6.91 26.95 2.91

Shown is the total number of post-its produced, clusters and links identified, and average time to produce the map. The scientists produced maps with more links and clusters, as discussed 
further in Section 3.

FIGURE 1

Example participant maps generated during the interviews, included here to compare map organization. (A) Fearn’s map, Lay Public group, Simple 
Links; (B) Luis’ map, Lay Public group, Complex Links; (C) Zeta’s Map, Scientist group, Complex Links; (D) Iota’s Map, Science Literate group, Simple 
Links (on Mural, virtual whiteboard).
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interpretation of the interview transcripts corresponding to the 
mapping tasks. This helped contextualize the descriptive content 
analysis of the maps and enabled a richer understanding of the 
meanings of the post-its, clusters, and links (see also Doyle et al., 
2023). Because the participants did not produce maps in a focus 
group situation, no direct conflicts arose when deciding which 
clusters were linked, as our focus of analysis was on identifying the 
most prevalent or prominent connections shared across each group. 
If a participant did not draw a link between clusters, we cannot infer 
that this means a link does not exist, as consideration of the 
associated audio transcript indicated they did not explicitly say there 
was no link. Rather they either omitted a discussion of that link due 
to a focus on other clusters on their map, or they talked about their 
map more generally.

This process was repeated for each group, generating three 
collective ‘master’ maps, presented in Section 3. We note, the master 
maps produced are not illustrating the participants’ individual maps, 
rather they are a collective conceptual description of the maps from 

across all participants within a group. This collective description seeks 
to draw out the dominant concepts and themes mapped by the group, 
and to organize the concepts the group considered key sources of 
uncertainty. The master maps thus do not represent a directly elicited 
group mental model (which would require the group to work together 
to produce a map). Rather they are an analysis tool to facilitate 
comparison between the concepts and themes that each group 
mapped most prominently, and could be  considered an indirectly 
elicited mental model of the group (see Doyle et al., 2022), similar to 
that of Abel et al. (1998) and Grima et al. (2010).

The results of the analyses of each participant group are presented 
next. This interpretative analysis was conducted by the two lead 
authors and thus reflects their experiences and expertise in critical 
health psychology, and through transdisciplinary training in physical 
and social sciences of natural hazards and disasters. The analysis thus 
incorporated regular reflexive discussions between the two lead 
researchers throughout to understand how those experiences were 
shaping interpretation (Braun et al., 2022).

FIGURE 2

The process for developing thematic master cards for each group from the individual mental maps and, from those master cards, the process for 
developing the collective ‘master’ map for each group. The example shown is for the data cluster in the Lay Public group, producing the master card 
shown in Figure 3, and contributing to the final master map for this group in Figure 4.

https://doi.org/10.3389/fcomm.2024.1366995
https://www.frontiersin.org/journals/Communication
https://www.frontiersin.org


Doyle et al.� 10.3389/fcomm.2024.1366995

Frontiers in Communication 07 frontiersin.org

3 Results

The master concept maps for the Lay Public, the Science Literate, 
and the Scientists are each presented in turn below. First, we outline 
how each group developed individual maps and how this fed into their 
own ‘master’ map, followed by a comparison between the content of the 
master maps for the different groups. In these maps, the nodes represent 
a collective interpretation of the clusters of post-it’s on the participants’ 
maps for that group (as outlined in section 2.2, Figures 2, 3). The bullet 
points associated with each node (see Figures 4–6) represent the post-
it’s on the individual maps and describe the node.

3.1 Lay public

The master map for this group is presented in Figure 4 and shows 
a complex system of nodes with many overlapping relational links. 
The solid lines represent links the participants made on their own 
maps, while a broken line represents links that were interpreted from 
the audio of the mapping process. That is, the broken links were not 
drawn on the maps by participants but represent statements such as 
‘they are all related’.

On average, the Lay Public group produced 22.3 post-it’s during 
the brainstorming task, and an average of four clusters when asked if 
they would consider grouping their post-its (see Table 1). When asked 
if they considered there to be any relationships between the clusters 
on their map, this group produced an average of 2.2 links between 
their clusters. Two participants did not produce any links on their 
maps, two participants produced simple links, one participant 
produced a Venn diagram, one participant linked all their clusters to 
a ‘fear’ cluster, and the remaining four participants said their clusters 
were ‘all related’ – including one displaying this through a 
bi-directional circle. Analysis of the associated audio revealed that 
none of the participants described what the relationship lines 
represented. As mentioned above, some Lay Public participants 
simply noted that ‘these ones go together’ or ‘these ones are linked,’ 
resulting in a lower number of explicitly drawn links than the other 

groups. Thus, many Lay Public participants did not provide specific 
descriptions of how their clusters linked, creating some ambiguity as 
to how to represent the links between concepts on the collective 
master map (described in Section 2.2). To address this, we undertook 
a deeper interpretation of their associated discussions to provide 
insight into links they described but did not directly draw. This 
interpretative analysis process thus enabled the formation of indirectly 
elicited mental models of the group (section 2.2; Doyle et al., 2022) by 
overlaying links described by participants in their interviews to 
produce the final ‘master’ map for this group, shown in Figure 4. Thus, 
the relationships shown in these maps represent an interpretation of 
how the participants believed one concept linked to another.

While some drew directional arrows, causal links were not 
discussed by participants, thus we cannot infer causality. Rather, the 
lines represent forms of connection between concepts, for example, 
how they believed data is linked to the event, is also linked to the 
government, and is also linked through to other concepts. Double 
headed arrows demonstrate reciprocal relationships; and as can 
be seen in Figure 4 this group indicate a vast array of connectivity 
between nodes (described as “they are all related”) in a less organized 
fashion than the other groups, presented next.

3.2 Science literate

The master map for this group is presented in Figure 5 and shows 
a complex system with many, but much more organized, relational, 
links compared to the Lay Public master map. On average, the Science 
Literate group produced 21.5 post-it’s during the brainstorming task, 
and an average of 4.6 clusters (Table 1). They produced an average of 
3.9 links between their clusters, when asked if they considered there 
to be any relationships between the clusters on their map. There were 
fewer post-it’s than the Lay Public group but more clusters and explicit 
relationship lines than the Lay Public. Similarities between the 
relationship links across individual maps could be determined more 
easily than for the Lay Public group. Five of the participants in this 
group drew simple links between their clusters to denote relationships, 

FIGURE 3

A ‘master’ cluster card for ‘data’ from the Lay Public group. Note, the number in the top right-hand corner denotes how many participants in the group 
had a cluster for ‘data’ on their maps. In the Lay Public group, 4 participants out of 10 discussed data.
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two participants drew sequential links, one participant had no links, 
one participant stated their clusters were ‘all related’ and one 
participant had multi-layered links. No relationships between clusters 
needed to be inferred from the transcripts for this group.

Figure  5 illustrates how the Science Literate group drew or 
discussed many more links than the Lay Public group and, on some 
maps, explicitly used arrows to indicate directional or influential 
relationships, though they did not elaborate on those relationships to 
describe how they were influential. The maps produced were also 
more organized than the Lay Public. In the audio recordings of this 
group, participants seemed more confident than the Lay Public group 
to draw relationship links between their clusters, as indicated by fewer 
pauses by this group when asked to consider any relationship links 
(Table 1). This suggests greater confidence or easier access to their 
mental model of uncertainty.

3.3 Scientists

The master map for the Scientists group is presented in Figure 6 
and also shows a complex system of organized relational links. On 
average, they produced 18.8 post-it’s during the brainstorming task, 
an average of 5.45 clusters, and an average of 6.9 explicit links 
between clusters (Table 1). There are fewer post-it’s for this group 

than the other two groups, but the individual maps produced were 
more complex, with more clusters and significantly more 
relationship lines present than the other two groups. The map also 
presents a more organized structure than the Lay Public, and 
slightly more organized than the Science Literate groups (see also 
Figure  1). This may indicate that these participants had much 
clearer ideas of how the clusters were related to or interacted with 
each other, and that one post-it conveyed several or more complex 
ideas or concepts.

Five participants in this group drew multi-layered links between 
their clusters to denote relationships, four participants drew linear 
links, and two participants drew simple links. No participant in this 
group had an absence of links on their maps. In the audio recordings 
of this group, participants seemed more confident to draw 
relationship links between their clusters, like the Science Literate 
group. They also had fewer pauses when asked if they would cluster 
their post-its or if they would like to add any relational links to their 
map (Table 1).

In addition to the clusters and links, several participants described 
the randomness of things, or human factors, as elements running across 
all parts of the map, like an overarching influence rather than a distinct 
node or cluster. Similarly, although time was represented on some 
maps as a cluster, it was more often discussed as an element of several 
clusters on a participant’s map, or as running across sections of their 

FIGURE 4

The master map for the lay public group. The nodes represent a collated representation of clusters from the participants’ maps and the bullet points 
beneath describe the node. For example, the node titled ‘government’ represents post-it notes identifying government as a source of uncertainty, and 
the bullet points describe some specificity of government being a source of uncertainty, such as indecisive leadership.
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map. Thus, time was also interpreted as an overarching element on the 
collective master map, as shown at the bottom of Figure 6.

3.4 Map comparison

In comparing the three collective master maps, it is clear that 
some nodes are represented in all three master maps, although 
sometimes under different node names. Table 2 lists the different 
nodes for each map and how they are represented through different 
terminology. For example, the Lay Public have a node for 
‘environment’, the Science Literate group called this ‘environmental’, 
and the Scientists group discussed the same or similar elements under 
the nodes ‘hazards’, ‘local context’, and ‘hazard impacts’. The exception 
to this is the node ‘trust’ which only appears explicitly on the Lay 
Public map (see Figure 4 for a fuller description of this node). The Lay 
Public talked about being able to trust the source of research or the 
agency that conducted the research, the reputation of the scientist or 
research institute, whether government was trustworthy compared to 
independent research institutes, how political influences can lower 
their trust in science, how there is lower trust in the media and friends 
who communicate about NHEs, and how a scientist’s trustworthiness 
depends upon their ability to communicate.

While some of the elements around trust described above by the 
Lay Public group were also discussed by the other two groups on 
various post-its, those other groups did not draw out trust as a stand-
alone cluster/node. Additionally, trust also appeared on the nodes for 
‘media’, ‘research institute’, and ‘government’ on the Lay Public map. 

This may demonstrate the importance of trust for the Lay Public when 
it comes to their understanding of uncertainty in science advice. 
Similarly, while the Lay Public and Scientists groups also discussed 
‘public’ and ‘fear’, the Science Literate group did not. Although the 
Science Literate group did acknowledge emotions were involved 
regarding uncertainty in natural hazards science advice, this was 
discussed in the ‘response’ node and was more centered around how 
emotional responses affected reactions to NHEs.

Additionally, while some of the nodes had the same titles or 
discussed similar elements of uncertainty, these elements were often 
slightly different or nuanced, in a way that may reflect the lens through 
which they were seen, understood, or articulated by the participants. 
For example, as shown in Figure 4 and Table 3, the Lay Public node 
representing ‘data’ and ‘information’ as a source of uncertainty in 
natural hazards advice centered on the amount of data available, 
limitations in the ability to collect data, contradictory data, and what 
is or is not being researched. Meanwhile the Science Literate group, as 
shown in Figure 5, discussed similar concepts, but under the nodes 
‘knowledge status’, ‘lack of understanding’, and ‘existing knowledge’, 
drawing out additional concepts such as comparisons to overseas data, 
not knowing how to prioritize, and modeling assumptions. The 
Scientists group, as shown in Figure 6, discussed similar concepts to 
the Lay Public group, but under the nodes ‘research/information’ and 
‘model/output’. They also drew out further nuance through discussions 
of reliability of the data, knowledge development, inherent uncertainty, 
and complexity of model limitations.

Considering the ‘data/information’ related nodes described in 
Table  2, and how they appear on Figures  4–6, enables us to 

FIGURE 5

The master map for the science literate group. The nodes represent a collated representation of clusters from the participants’ maps and the bullet 
points beneath describe the node. For example, the node titled ‘media’ represents post-it notes identifying the media as a source of uncertainty, and the 
bullet points describe some of the specificity of the media being a source of uncertainty, such as a perception that the media try to be part of the story.
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TABLE 2  A summary of the nodes and clusters from each group’s map regarding sources of uncertainty. Nodes representing similar concepts are 
aligned.

Lay public Science literate Scientists

Environment Environmental Hazard

Local Context

Hazard Impacts

Data/Information Knowledge status Research/Information

Unknowns Model/Output

Lack of Understanding

Existing Knowledge

Researcher Conflict Scientist

Research Institute Science Translation/Interpretation

Credibility

Agency Silos

Government Political Agenda Funding

Media Media Media

Communication Communication Forecasting (how communicated)

Trust

Public Public

Fear Fear

Outcomes Responses Response

Societal

FIGURE 6

The master maps for the scientists group. The nodes on the master map represent a collated representation of clusters from the participants’ maps and 
the bullet points beneath describe the node. For example, the node titled ‘funding’ represents post-it notes identifying funding as a source of 
uncertainty, and the bullet points describe some of the specificity of funding being a source of uncertainty, such as there being more uncertainty when 
an area of research is underfunded.
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understand how the participants articulated key concepts 
differently. Considering a direct comparison (Table 3) for that node 
type, we see that all three groups discussed the amount of data 
available, or a lack of data as a source of uncertainty. However, the 
remaining elements were either only discussed by one group or by 
two. For example, ‘which questions are asked’ was mentioned by 
the Lay Public group, while the Science Literate group noted a 
source of uncertainty as ‘not knowing what to ask’, and the 
Scientists group did not discuss research questions as impacting 
uncertainty at all. The Scientists group also focused more 
specifically on models, and the nuances of models (such as 
limitations based on computing power, measurement errors, 
missing information in models), while the Science Literate group 
acknowledged assumptions are made about models, and the Lay 
Public group did not discuss models at all. The Science Literate 
articulations of sources of uncertainty were more nuanced than 
those of the Lay Public group but did have some overlap with them. 
Meanwhile, the Scientist group had the most nuanced description. 
This may reflect the lay public having only a higher-level, surface, 
understanding of science and uncertainty, while the Scientists and 
Science Literate have a deeper more nuanced understanding. This 
may also be  reflected in how both the Scientists and Science 
Literate group noted uncertainty/inherent uncertainties exist in 
data, while the Lay Public did not.

4 Discussion

Results indicate that the level of science experience and expertise, 
represented by our participant categorization from Lay Public, to 
Science Literate, to Scientists, influences the structure of participants’ 
mental models of scientific uncertainty. There are also corresponding 
differences in how participants articulate key concepts, and the level 
of priority they ascribe to those concepts. We next consider how the 
participant groups ‘know differently’ through an exploration of the 
literature on the role of expertise, tacit knowledge, and language. This 
is followed by a discussion of limitations and future research.

4.1 Knowing differently: the role of 
expertise and tacit knowledge

Previous work has shown that experts in a field have more 
coherent, structured, and consistent mental models than non-experts 
or novices who may use a patchwork or pastiche of models 
(Chi et al., 1981; Gentner and Gentner, 1983; Collins and Gentner, 
1987; Schumacher and Czerwinski, 1992). This difference in 
understanding comes not just from knowing more, but also from 
knowing differently. The wider expertise literature shows that, 
compared to novices, experts (Chi, 2006; Gobet, 2016):

TABLE 3  Example comparison of each group’s nodes and summarized post-its representing sub-concepts for those nodes, considering those that 
reference and discuss ‘data’ or ‘information’. Nodes representing similar concepts are aligned.

Who Lay Public Science literate Scientists

Nodes from master maps 

(see Figures 4–6)

Data /Information

Knowledge Status

Known/Unknown Unknowns

Lack of Understanding

Existing Knowledge

Research/Information

Model/Output

Summarized post-its representing 

sub-concepts

Amount of data / number of studies Lack of data/information Amount of/lack of data

Technology limitations New technology/models limited by computers

What’s not (tested or) investigated

Which questions asked or not Not knowing what to ask/prioritizing 

science,

Inconclusive/contradictory results Conflicting information or advice Converging or diverging models

Lack of funding

Uncertainty in data Inherent uncertainties

Comparisons to overseas (data)

Modeling assumptions Methodology/model used

Models never being perfect, with missing data 

or biases.

Limitations of data (not being able to collect 

data, limitations of available technology and 

monitoring)

Limitations of data/not exact

Measurement errors in models, observational 

data delays

Knowledge develops / changes: new data / 

science / technology

Reliability of data: strength of evidence

Novel events

NB Here we can see that while the names of the nodes differ across the groups, they are discussing similar elements in their summarized post-its using different language to describe the overall 
node, and thus recognize data as contributing to the system of uncertainty.
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	 1.	 generate good, accurate solutions even under time pressure 
(Klein et al., 2008);

	 2.	 readily chunk features of the task environment into larger, 
domain-relevant patterns;

	 3.	 detect deep, task-relevant structural similarities in superficially 
dissimilar situations;

	 4.	 engage in intuitive pattern matching, and “sees what needs to 
be done, in response to salient aspects of the situation” (Epstein, 
1994; Dreyfus, 2002; Endsley, 2006; see also Barsalou, 2008; 
Baber, 2019, p. 245)

	 5.	 spend a relatively long time analyzing and developing 
representations of problems;

	 6.	 are good at self-monitoring and detecting errors in  
performance;

	 7.	 and have large stores of experiential tacit (automatized, 
proceduralized, chunked) domain-specific knowledge that is 
often difficult to articulate, but that can be  accessed with 
minimal effort (Polanyi, 1958, 1967; Klein and Hoffman, 1993; 
Klein et al., 2008; Gobet, 2016).

Our findings are in line with this literature, showing that in 
general, there is an increase in map organization and the ordering 
of participants’ mental models of scientific uncertainty as their 
level of science experience and expertise increased, demonstrated 
by an increase in structure and complexity of their maps. 
Interestingly, while the literature points to greater expertise in a 
science discipline resulting in more structured mental models for 
that scientific discipline, this study also shows that expertise in 
science results in more structured mental models of NHE 
scientific uncertainty even if the former is in a different (non-
NHE) scientific discipline.

The Lay Public participants predominantly produced maps with 
a simpler internal structure, less clarity about the nature of the links 
between clusters, often referring to the concepts and clusters as 
being “all related.” By comparison, the Science Literate participants’ 
maps had more clusters and more links, but used fewer post-it notes 
than the lay participants. They rarely described what the links 
meant in much detail, although some did discuss them being 
“influential.” Finally, the Scientists’ maps had the greatest number 
of clusters and links, but used the fewest post-it notes; each ‘post-it’ 
note descriptor conveyed a collection of ideas or represented more 
complex concepts. Scientists also had clearer ideas about how the 
different clusters were related to each other or interacted with each 
other. In general, the Scientist group were also much more confident 
in their description and narration of their mental map.

The greater organization of clusters in our more scientifically 
experienced participants’ mental maps thus echoes the findings in 
the expertise literature described above about pattern detection and 
recognition, and in particular ‘feature chunking’. However, Klein 
(2015a) notes that experience does not automatically translate to 
expertise, and we  saw this too in the variety of maps produced 
within each group. It is likely these differences may represent the 
domain within which individuals developed their experience of 
science and scientific uncertainty. For example, some scientists may 
have greater expertise in natural hazards science in general, rather 
than having expertise in scientific uncertainty and risk specifically, 
and, thus, might produce relatively few post-it notes, and simpler 
maps. Similarly, some of the lay public participants were highly 

articulate, produced many post-it notes, and required very little 
prompting to elicit more ideas and produced complex maps. This 
may represent a greater experience and expertise in understanding 
risk and uncertainty even if they have less expertise in NHE science. 
The latter is an example of how knowledge from other domains 
(including self-taught knowledge or problem-solving processes) can 
also produce complex and sophisticated, but still relevant mental 
models, even in the absence of subject matter expertise. Dunbar 
(2000) observed similar, finding that scientists use analogy to fill 
gaps in current knowledge, such as mentally considering a similar 
problem that they may have solved elsewhere and importing that 
knowledge into a current problem.

As well as the explicit training-based knowledge, tacit 
knowledge3 also influences the differences between Scientists, 
Science-Literate, and the Lay-Public (as described for experts and 
novices in the summary above). Following Polanyi (1967), 
Spiekermann et al. (2015) describe tacit knowledge as “a different 
kind of knowledge, a hidden, implicit, or silent knowledge” 
(p. 98). An example of tacit knowledge would be our knowledge 
of how to balance when riding a bike: a skill that was learned 
through experience, but once learnt does not require explicit 
thinking to achieve and would be hard to explain or articulate to 
another. In the context of natural hazard events, an example of 
tacit knowledge could be the intuitive feel that an individual may 
have as to how an event may evolve or the impacts that may 
occur, such as “how the weather should normally be  in their 
locales at certain times of the year” (Meisch et al., 2022, p. 1). 
This experience- and context-based knowledge is hard to 
articulate or share with individuals who may be  “at a loss for 
words” when describing it (ibid, p. 4). It compares to explicit or 
defined knowledge which is learnt through study and training 
and is more easily articulated and shared, and is often captured 
in research reports or organizational policies. Spiekermann et al. 
(2015) propose that more effective integration of tacit and 
practical knowledge based on local experience may help address 
some of the key challenges in disaster risk reduction, encouraging 
us to move beyond focusing on addressing a (research-based) 
knowledge gap, and focus instead on a recognition of existing 
knowledge, supported by an understanding of priorities and 
needs such that target-oriented methods of communication can 
be developed (see also Doyle and Becker, 2022).

Recognizing these other concerns also helps explain why 
concepts have different priorities across our groups and 
individuals (Sec. 3.4), with, for example, some listing trust and 
data as ‘sub’ nodes while others position those as master nodes. 
The prioritization of the nodes relates to the participants 
perceptions of other influences, such as societal factors, “power 
structures, personal attitudes, values, world views” (Spiekermann 

3  See also “tacit knowledge: The informal understandings of individuals 

(especially their social knowledge) which they have not verbalized and of which 

they may not even be aware, but which they may be inferred to know (notably 

from their behavior). This includes what they need to know or assume in order 

to produce and make sense of messages (social and textual knowledge)”. 

Oxford Reference. Retrieved 10 Dec. 2023, from https://www.oxfordreference.

com/view/10.1093/oi/authority.20110803101844995.
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et al., 2015, p. 107) Thus, while the level of experience of science, 
expertise-based knowledge, and/or tacit knowledge, help inform 
the content, structure, and complexity of the model, the 
prioritization of concepts within the model will be informed by 
a participant’s perception of other societal factors alongside their 
personal concerns and needs (see, e.g., Doyle et al., 2023). To 
enhance science communication, it is thus important not just to 
identify the expert, training, or experiential knowledge an 
audience may have, but also to identify ways to understand their 
tacit knowledge which may also influence their interpretation of 
a message.

4.2 Knowing differently: the role of 
language

Differences also emerged in the language used by our participants 
in their mental model maps and discussions, with Lay Public maps 
being more focused on safety and what is out of their control when 
it comes to preparing for the hazard that the science is advising on. 
Meanwhile the Scientists maps focused on formal modeling of risk 
and the likelihood of events and impacts. Similarly, participants 
described similar issues in their nodes, but used different names for 
those issues (Section 3.4, Tables 2, 3). In addition, some nodes had 
similar titles, but were discussed differently with different elements 
within, reflecting how these concepts were viewed through different 
lenses by participants, being understood and focused on differently. 
This is consistent with prior research which has shown that the public 
often perceives, and responds to, risk differently from those who 
assess, manage, and communicate it (see, e.g., Fischhoff, 2009). 
Powell and Leiss (1997) interpreted such differences in terms of a 
‘public’ language (grounded in social and intuitive knowledge) and 
an ‘expert’ language (grounded in scientific, statistical knowledge). 
The different levels of expertise and training, or type of tacit 
knowledge, will inform the words people use to define concepts and 
the language they use to define the nuance around how they relate to 
other concepts.

Language, and the terms used to describe concepts or clusters 
of concepts representing sources of uncertainty, thus can become 
both an important tool for effective communication as well as a 
barrier to that communication (Bullock et al., 2019). For example, 
linguistic terms can be used to help organize and chunk the concepts 
into a pattern or structure (see Sections 4.1), where someone’s 
expertise enables them to make a mental shortcut and rapidly group 
items under a known concept, while those without such expertise 
may struggle to articulate the concepts they perceive. However, such 
specialist terms readily become technical jargon, unfamiliar, and 
inaccessible to others. As discussed by Renn (2008, p. 212), such 
specialized language is often intended to transmit precise messages 
to peers and is not intended to convey information to public.

While it is well known that jargon differences can create barriers 
for public communication (Bullock et al., 2019), these differences can 
also cause communication errors to occur between (non-public) peer 
science groups and is often overlooked in communication planning. 
This occurs due to different usages of the same jargon term, or if the 
term represents complex cluster of concepts for some, compared to 
more surface-level concepts for others (such as the difference 
between the language we observed used in post-it concepts versus in 

the higher-level master nodes, Table  3). This difference in 
understanding represents a linguistic uncertainty (Walker et  al., 
2003; Grubler et al., 2015; Doyle et al., 2019). Due to the challenges 
associated with this, there have been numerous calls for a 
simplification of jargon and a common understanding of terminology 
when communicating across disciplines, such as AoNZ’s Plain 
Language Act.4 Given the wide range of individuals involved in 
natural hazards risk management, such an approach is particularly 
important. To achieve this effectively requires understanding an 
audience’s or collaborator’s perspectives on risk and uncertainty, their 
use of terminology, and their information needs, prior to 
communication (see also Doyle and Becker, 2022). The mental model 
techniques used herein thus also offer a tool to develop shared 
understanding of each other’s perspectives, alongside other 
participatory and relationship building tools.

4.3 Other lessons for communication

As well as the lessons learnt regarding the differences in language 
and the structure of the mental models with varying levels of science 
expertise (Sections 4.1 and 4.2), the differences in the content of the 
maps provide important lessons for disaster risk communication 
specifically (see Section 3.4). The Lay Public participants prioritized 
several communication factors more explicitly than did other 
participants, such as the role of trust. They discussed the importance 
of trusting the source research or agency, the reputation of the 
scientist, and the agency (government or independent), as well as 
having lower trust in media and friends, and that a scientist’s ability to 
communicate also influences the Lay Public’s perceived 
trustworthiness of that scientist. Research has demonstrated that 
we  rely on trust in, experience of, and knowledge about, a 
communicator to judge communications when we  do not fully 
understand the message (Renn and Levine, 1991; Hocevar et al., 2017; 
Johnson et al., 2023). Research has also shown that individuals use 
various indicators of trust as a heuristic to evaluate scientific 
information, such as recognizing an organization’s logo or stamp on a 
message or image (Bica et al., 2019). Any distrust in this agency or in 
the media carrying their message, due to political views or distrust of 
authority, can thus also impact this evaluation. This can 
be compounded in cases where there is alignment with the views of 
friends and families in a form of ‘identity motivated reasoning’ 
(Kahan, 2012). Our findings indicate trust in the communicator or 
agency is also important for how our Lay Participants characterize the 
uncertainty associated with the science advice, as well as the overall 
message. In comparison, the scientists focused their reasoning more 
on the inherent NHE phenomena, methods, and knowledge.

Given most of our Lay Public appear to base their understanding 
on their personal experiences and public releases of information, 
announcements, summaries in the media and social media, the NHE 
information they construct their mental models from is inherently 

4  In AoNZ the Plain Language Act came into effect for Public Service agencies 

and Crown agents in 2022, to improve accessibility for the public to documents 

and communications (see https://www.legislation.govt.nz/act/public/2022/ 

0054/latest/whole.html last accessed 4th Dec 2023).
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simplified along scientific dimensions, compared to the information 
used by and familiar to active or previously-active/trained scientists. 
Thus, to make meaning from this information and help reconcile any 
gaps in information or understanding, they thus draw on these other 
‘observable’ features such as who the scientist is, and their prior 
experience of that communicator (Johnson et al., 2023). The Lay Public’s 
use of these other factors to understand (and respond to) information 
has also been recognized in various risk communication models (see 
section 1), including the Risk Information Seeking and Processing 
Model that recognizes people draw on a range of social, psychological, 
and communicative factors in seeking and interpreting information 
(Yang et al., 2014), the Community Engagement Theory model that 
highlights the importance of trust for effective risk communication 
(Paton, 2019), and the IDEA model’s internalization and explanation 
factors (whether people see the risk as relevant to them, understand it, 
and think it is trustworthy and credible; Sellnow et al., 2017).

We thus suggest that to improve effective communication 
of scientific uncertainty to broad audiences, further research 
should explore the heuristics that individuals may use to infer 
the presence or not of scientific uncertainties, and identify what 
features they use to judge or infer those uncertainties, including 
exploring how their personal political views, their judgment of 
an agency, or their judgment of a communicator’s political 
stance or personality may influence their characterization and 
understanding of the uncertainty present.

This use of these other nuanced ‘observable’ features may also 
be an additional explanation for why the Lay Public’s mental models 
appear less organized, shallower, and less structured (Sections 3.4 and 
4.1); while the scientists’ models have a deeper more nuanced and 
complex structure. This reliance on judging the communicator to 
resolve uncertainty may be particularly influential when scientific 
advice rapidly evolves and people have less time to evaluate associated 
information. However, this can create an ongoing communication 
challenge, as such rapid evolution of advice can also be perceived by 
the Lay Public, and represented in the media, as due to the scientists 
repeatedly changing their mind (e.g., Capurro et al., 2021) rather than 
a rapidly changing situation. In comparison, an expert scientist would 
ideally have more theoretical knowledge alongside practical 
experience-based knowledge (Spiekermann et  al., 2015), enabling 
them to understand the underlying principles and evolving evidence 
resulting in this changing message, and use that knowledge to resolve 
overall uncertainty rather than relying on their trust and judgment of 
the science communicator.

Thus, for effective communication, this research suggests there is 
a need to consider including more information about the process 
behind the science output to help non-scientists make sense of science 
and uncertainty (Donovan and Oppenheimer, 2016); and develop a 
form of accessible theoretical knowledge to aid understanding and 
increase trust in the science (De Groeve, 2020), perhaps through 
messaging that helps individuals develop more coherent and structured 
mental models. This is particularly important when the science being 
communicated has changed due to a change in risk, new information, 
or updated analysis; and when a dialog around the reasons behind 
those changes can help develop trust, as referenced by the Lay Public 
in their mental model maps. When the information needs to 
be disseminated in a one-way approach (see section 1) including such 
process information could help facilitate comprehension, important if 
there is no opportunity to develop such understanding of process 
through two-way deliberate discussions (Doyle and Becker, 2022). 

However, there is a delicate balance between providing enough 
information to help people understand and update their mental model, 
and providing too much information that it can result in information 
overload and confusion (Eppler and Mengis, 2004). This is particularly 
important when decisions need to be made under high pressure or 
tight time constraints (Endsley, 1997). Thus, it is more reasonable to 
provide this information about the science process during non-crisis 
times, such as for longer term risk and forecast decisions, or during 
periods of preparedness and resilience building (Doyle and Becker, 
2022). During an acute phase, consideration should also be given to 
people’s proximity to the affected region, as those more distal may have 
more capacity to understand this additional information than those 
directly affected. This is true for both less experienced and experienced 
individuals and some of the Scientist group also discussed the issue of 
too much information, and managing large volumes of information, 
more so than the other two groups, including ‘more information 
increases uncertainty’ on their maps.

Klein (2015b) similarly discuss how experts’ decision performance 
goes down when too much information is gathered, or when 
information is received in a way that is not useful or is difficult to 
interpret (Doyle and Becker, 2022). Thus, addressing, or resolving, 
decision uncertainty due to absence of data cannot always be solved 
by gathering more information. The need to provide the right volume 
and type of information reiterates our earlier recommendation 
(Section 4.2) to first understand an audience’s perspectives and needs 
before communicating; and to understand that decision makers will 
reconcile information based on other factors alongside their mental 
models and theoretical understanding, such as using contextual and 
practical knowledge to discern what information is relevant 
(Spiekermann et  al., 2015), as well as judging and interpreting 
information based on personal, social, cultural, and organizational 
factors (Doyle and Becker, 2022).

4.4 Limitations and future research

There are several limitations that must be  considered in this 
exploratory study. The relational links in the Lay Public collated map 
were interpreted based on the maps produced by this group as well as 
the interview discussion, and not restricted to the links explicitly 
drawn by the participants themselves; the comments by half the group 
that their clusters were ‘all related’ guided the inference of connections 
where none were explicitly drawn. Although this method of creating 
a collated map is not unusual, as it is how implicit mental models 
(compared to explicit mental models) are drawn (see review in Doyle 
et al., 2022), it differentiates the Lay Public master map from the other 
two while also demonstrating the differences in map and mental 
model organization between groups and the difficulty this group had 
articulating and drawing their mental models.

In future research, assessing absent relationship lines by 
participants could be  investigated in several ways. A partial map 
could be produced and presented to participants as a starting point 
for their own map (e.g., Cassidy and Maule, 2012), or similarly to 
produce the components of the maps (the ‘nodes’) and ask 
participants to brainstorm the links, as the M-Tool does (van den 
Broek et  al., 2021). However, while such prompting may help 
participants identify, articulate, and draw the relationships between 
clusters, having such prior explicit prompts can introduce researcher 
influence into the final output (Romolini et al., 2012; Doyle et al., 
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2022). In addition, the difficulty the Lay Participants had drawing 
these relationships represents one of our findings, showing that less 
experienced individuals have less organization of their map and 
mental model, such that it appears ‘fuzzier’ or less refined. Thus, 
rather than force someone to make an unstructured model ‘clearer’ 
with additional links, it might be more instructive to ask participants 
to explicitly describe the relationship links they do produce via direct 
questions about those relationships, such as asking them to describe 
why two concepts are similar or linked to each other, but are different 
and unlinked from a third as a form of card sorting exercise similar 
to Ben-Zvi Assaraf et al. (2012), see also Morgan et al. (2001).

Other limitations that indicate future research include: (a) the 
restrictions on participant recruitment and method due to 
Covid-19 limiting use of broader public interviews and the use of 
in-person group elicitation mental model techniques; (b) the need 
to consider the participants’ prior experience of scientific agencies 
or communicators, and how that influences their models; (c) the 
need in future to explore how these maps might vary between 
different natural hazard phenomena (e.g., flooding vs. earthquakes) 
or scientific domains (e.g., climate change vs. public health), or 
dependent and cascading hazards (e.g., changes to flood risk post-
earthquake); (d) the need to consider temporal changes in the 
location and type of uncertainty (see also Doyle et al., 2023); and 
(e) the need to recruit more Lay participants whose highest 
qualification was High School or less, such that we  can more 
broadly explore how formal education level (beyond science 
experience and expertise) impacts perspectives. There is also a 
need, (f), to identify how the participants prioritize the different 
drivers of uncertainty and risk, to identify what they see as the 
primary and secondary sources, and to understand what that 
means for communication. Finally, we  propose that research 
should explore how the provision of information to support 
pattern recognition may help support effective science 
communication, by enabling those with less organized mental 
models to structure or organize the communicated science and 
update their mental models to enhance their understanding.

5 Conclusion

Managing natural hazards risk necessitates scientific advice and 
information from a broad range of disciplines. This is then 
incorporated into decision-making processes by individuals with a 
diverse range of knowledge, experience, training, and background, 
including the public, planners, policy makers, and government and 
response agencies, and the wider public. Individuals draw on a range 
of factors to interpret this information, including their mental models 
of the issue, their disciplinary training and expertise, their experience 
of and trust in the communicator, and other personal, social, and 
cultural factors.

Our study, exploring a comparative analysis of individuals’ mental 
model maps of scientific uncertainty produced by individuals with 
varying levels of training and experience in science, indicates increasing 
organization of maps and mental models with increasing scientific 
literacy. Greater training or experience with science results in a more 
structured mental model of natural hazard related scientific uncertainty, 
even if the former is in a discipline distinct from natural hazards. This 
process is akin to the ‘chunking’ process identified in other domains, 
where individuals progressively collect features into chunks and 

recognize and prioritize patterns as their level of experience increases. 
Those with more theoretical knowledge, due to experience and 
training, use this to assess scientific information. Meanwhile, those 
with less experience focus on features of the situation to facilitate 
interpretation, relying less on knowledge of patterns or sequences. The 
less experienced thus drew on other features, or knowledge, to support 
interpretation of scientific uncertainty and characterize their mental 
models. This was also reflected in substantive differences observed 
between the different groups, such as Lay Public participants focusing 
more on perceptions of control, safety, and trust as sources of 
uncertainty, while the Scientists focused more on formal models of risk 
and likelihood. However, those with less science experience in this 
domain may use tacit or theoretical knowledge from other domains to 
rationalize and understand scientific information. Our findings thus 
indicate that for effective communication, communicators should not 
only develop an understanding of audiences’ priorities and needs 
relevant to the problem domain, but should also recognize that an 
audience may draw their knowledge and language from across domains 
to help interpret uncertain information, which may influence their 
interpretation of a message.
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