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Abstract— In this paper, we consider the problem of testing
Integrated Circuits (ICs) to check for the presence of hard-
ware Trojans while diligently accounting for the hierarchical
classification structure of Trojans, the error-prone nature of
testing processes, and the strategic mindsets and behavioral
irrationalities (cognitive biases) of buyers and manufacturers
of ICs. As shown in the paper, such factors greatly impact
the design of Trojan insertion and testing strategies. Under a
hierarchy of Trojan types and testing imperfections, the paper
first analytically characterizes Trojan insertion-testing strategies
at Nash Equilibrium (NE) considering a buyer (defender) and
malicious manufacturer (attacker) to be strategic and rational in
nature. Then, the paper analytically characterizes such strategies
when the involved entities are strategic but irrational in nature.
Among others, results presented in the paper emphasize the
asymmetric nature of the impact of behavioral irrationalities on
the defender’s and attacker’s utilities. The paper also presents
numerous simulation results to gain important insights into our
analytically characterized Trojan insertion-testing strategies.

Index Terms—Hardware Trojan, Game Theory, Prospect Theory.

I. INTRODUCTION

The detection of hardware Trojans in Integrated Circuits
(ICs) is an important problem and has received attention in the
past [1]-[7]. For example, in [4], the authors propose a region-
based partitioning and excitation approach to accurately detect
the location of Trojans in ICs. In [7], the authors generate test
patterns that can distinguish between the power profile of a
genuine IC and the Trojan counterpart, but their effectiveness
is limited in terms of the manufacturing processes, behaviors,
and sizes of the Trojans. Again, in [6], the authors propose
a methodology, referred to as MERO (Multiple Excitation of
Rare Occurrence), for statistical test generation that maximizes
the probability of detecting inserted Trojans. Since exhaustive
testing of all possible Trojan types can be cost ineffective, the
works in [8]-[14] model the detection of hardware Trojans us-
ing Game Theory [15] to determine which Trojan types to test
against a strategic malicious manufacturer. For example, [8]
uses software-based techniques to analyze Nash Equilibrium
(NE)-based Trojan insertion-testing strategies while [12]-[14]
analytically characterize such strategies.

It should be noted that the categorization of Trojans follows
a hierarchical structure that consists of multiple Trojan classes
with each class containing multiple Trojan types. For example,
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a class of Trojans corresponds to one that leaks information
from cyber systems with the class containing various types
of such Trojans. We refer the reader to [1] for a treatise on
the classification of Trojans. Further, it should be noted that
testing of ICs is an error-prone process which can fail to detect
the presence of Trojans in ICs that contain them. Moreover, it
should be noted that Trojan insertion and IC testing processes
can naturally become impacted both by strategic mindsets
as well as by behavioral irrationalities (cognitive biases) of
buyers and manufacturers of ICs, who are ultimately human
decision-makers. While the aforementioned factors together
influence Trojan insertion-testing strategies, there is, however,
a lack of literature that considers them in concert. We aim to
fill this void in this paper.

Specifically, in this paper, using Game Theory to model the
strategic mindsets of a buyer and a manufacturer, and Prospect
Theory [16] to model their cognitive biases, we analytically
characterize NE-based Trojan insertion-testing strategies under
consideration of the hierarchical classification structure of
Trojans and the error-prone nature of testing processes. The
main contributions of the paper are as follows:

o Under a hierarchy of Trojan types and testing imper-
fections, we first employ Game Theory to analytically
characterize Trojan insertion-testing strategies at NE con-
sidering a buyer (defender) and malicious manufacturer
(attacker) to be strategic and rational in nature.

o Further, under a hierarchy of Trojan types and test-
ing imperfections, we then employ both Game Theory
and Prospect Theory to analytically characterize Trojan
insertion-testing strategies at NE considering the defender
and attacker to be strategic but irrational in nature.

« Extensive simulation results are provided to gain impor-
tant insights into our analytically characterized strategies.

The rest of the paper is organized as follows. Section II
presents our characterized game theoretic Trojan insertion-
testing strategies considering the defender and attacker to be
strategic and rational in nature while Section III presents
such strategies when the involved entities are strategic but
irrational in nature. Section IV presents simulation results
to provide insights into analytically characterized strategies.
Finally, section V concludes the paper.
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II. GAME THEORETIC HARDWARE TROJAN TESTING WITH
HIERARCHICAL TROJAN TYPES

In practice, Trojans exhibit a hierarchical structure consist-
ing of multiple classes with each class containing multiple
Trojan types. To illustrate our model and result, we first
consider two classes of Trojans, viz. Class 1 and Class 2,
with class ¢ € {1, 2} containing N; Trojan types. E.g., Class 1
can contain information leaking Trojans (e.g., [17], [18]) while
Class 2 can contain those that increase the power consumption
of a device (e.g., [19]).

Consider that a malicious manufacturer (referred to as the
attacker (A)) chooses to insert a Trojan from Class 1 with a
probability ¢;, and a Trojan from Class 2 with a probability
1 — q1, into the manufactured IC. Further, consider that the
buyer of the IC, whom we refer to as the defender (D), tests
the IC for the presence of a Trojan from Class 1 with a
probability p; (and tests the IC for the presence of a Trojan
from Class 2 with a probability (1 — p;)). For simplicity of
exposition, consider the defender and the attacker to uniformly
pick a Trojan type for testing and insertion, respectively, from
their chosen Trojan classes. To model imperfections of the
testing process, consider that when the defender tests the
acquired IC against a Trojan type that was inserted by the
attacker, the Trojan is detected with a probability P;. Also
consider that when the acquired IC tests positive for the
presence of a Trojan, the malicious manufacturer is imposed
a fine F' (which negatively impacts the attacker’s utility and
positively impacts the defender’s utility). However, if the
defender fails to detect the inserted Trojan, i.e., either tests the
IC against a Trojan type which was not inserted by the attacker
or tests the IC against the inserted Trojan type but the error-
prone nature of the conducted test fails to detect it, the buyer
installs the acquired IC resulting in the undetected Trojan of
class i, € {1, 2}, to provide a benefit V; to the attacker (which
positively impacts the attacker’s utility and negatively impacts
the defender’s utility). The strategic interaction between the
defender and the attacker, in this paper, is modeled as a zero-
sum game. Next, we characterize the mixed strategy NE of the
game in terms of the Trojan detection and insertion strategies
of the defender and the attacker, respectively.

LEMMA 1. Given two classes of Trojans, viz. Class 1 and
Class 2, with class i containing N; types of Trojans, at NE,
the defender tests the acquired IC for the presence 03}‘ a Trojan
No (V1 = V&
P%i((FlJrVQQ)
No(F+Vy)
. . . NI(F+V2) .7
attacker inserts a Trojan from Class 1 with a probability q; =
1

1 ()|
Proof. The expected utility (say, E1,) of D from testing the
IC for the presence of a Trojan from Class 1 is

FP;,—(1—-P;)V; Ny -1
(FPy (Nl 1) 1)—V1< 1N1 ﬂql—vg(l—ql)
()

Similarly, the expected utility (say, £%) of D from testing the
IC for the presence of a Trojan from Class 2 is

from Class 1 with a probability p, = and the

Ep=

FP;—(1-P, Ny —1
B2 = (FPa— ( d)VZ)—VQ( >

N N )](1—(11)—‘/1%
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Equating (1) and (2) to make the defender indifferent between

choosing a Trojan from Class 1 and from Class 2 at the mixed
strategy NE yields 1

. A—

YRR

Now, the expected utility (say, E) of A from choosing to

insert a Trojan from Class 1 is

(=FPy+ (1 - Py)W)
Ny

3

Ny —1
+V1< 1N >]p1—|—V1(1—p1)
1

“)
Similarly, the expected utility (say, £%) of A from choosing
to insert a Trojan from Class 2 is

EE‘ = [(de +]E[12 ~ Fa)Va) +V2 <N2N2 1>] (1=p1)+Vopy
%)

Equating (4) and (5) to make the attacker indifferent between
choosing to insert a Trojan from Class 1 and from Class 2 at
the mixed strategy NE yields

Ei,:[

No(Vi—Va)
— 1 + Pfi(F}"!‘V;) (6)
P N @)
This proves the lemma. M(FH72) O

Next, we generalize the aforementioned game considering
M classes of Trojans to be present.

A. Game Theoretic Trojan Testing with M Trojan Classes

We now generalize the aforementioned game model by con-
sidering that there are M classes of Trojans, viz. {1, -+, M},
with class ¢ € {1,---, M} containing N; types of Trojans.
We denote the strategy of the attacker as q = (q1, - ,qm)
such that Zﬁl qg; = 1, where ¢; is the probability of the
attacker inserting a Trojan from class 7 with the attacker
considered to uniformly choose a type of Trojan from its
chosen class. Further, we denote the strategy of the defender
as p = (p1, - ,pan) such that Zf\il p; = 1, where p; is
the probability with which the defender tests the IC for the
presence of a Trojan from class 7 with the defender considered
to uniformly choose a type of Trojan from its chosen class.
As before, we consider P, to be the probability with which
the inserted Trojan gets detected when the defender tests the
acquired IC against the inserted Trojan type, F' to be the fine
that is imposed on the attacker upon detecting a Trojan in
its sold IC, and V; to be the damage that is sustained by the
defender upon failing to detect an inserted Trojan of class
i € {1,---,M}. Next, we characterize the mixed strategy
Nash Equilibrium (NE) of the aforementioned game where
M classes of Trojans are present.

THEOREM 1. Ar NE,

o the defender, for any chosen i € {1,--- , M}, tests the IC

for the presence of a Trojan from class i with a probability
1 M Nj(Vi=Vy)
- 2521 PyrEvy
i = M N (F+V;)
W 2 i M)

and tests the IC for the
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presence of a Trojan from class j with a probability
Pg(F+Vy) V.
i+ (V= Vi)

p; = lPd(F+Vj) ,VjE{l,"'7M},j7éi,
45—
o the attacker, f;r any chosen i € {1,---,M},

serts a Tm]an from class i with a probabzlzty q =

N T and inserts a Trojan from class
1+ 1;#1N(F+v)

j with a probability q;
{177M}3]7éz

Proof. The expected utility (E%)) of D from testing the IC for
the presence of a Trojan from class 4, i € {1,--- , M}, is

N; (F+V5) Vi €

NV, B

(FPg— (1 - Pg)V;)

i i Ni—
i < v( ﬂ%+§:< Vi)
J=1,j# i
@)
At equilibrium, we must have E}, = E% = --- = E}. Now,
fori,j € {1,--- ,M},i # j, equating E}, = E7,, after some
manipulations yield
N;(F +Vy)
A A ) 8
G=1q N;(F+V;) ®

Further, for ¢ = (q1, -+ ,qum) to be a feasible strategy, for
any chosen ¢ € {1,---, M}, we must have

1
G+ Y q=1 )
Jj=1.g#i
a N;(F+Vi) .
= ¢+ Z N(F+V,) 1 (using(8))
J=Lg#i
1
= 4= N, (F+Vi) (10)
1+ZJ Lj # i Ny(F+Vj)

Clearly, from the above, if the attacker, for any chosen
i € {1,---, M}, chooses g; as given in (10) and ¢;, Vj €
{1,--- ,M},j # i, as given in (8), any strategy of defender
becomes a best response against the attacker’s strategy since
the defender becomes indifferent between choosing a Trojan
class for testing (as well as q = (q1,- -+ ,qn) is ensured to
be a feasible strategy).

Further, the expected utility (say, £%) of A from choosing

to insert a Trojan from class 4, ¢ € {1,--- , M}, is
. —FP;+(1—-Py)V; N; —1
Eixz( : ]S] ) )+V2( N >}pi+Vi(1—Pi)

(11)
At the mixed strategy NE, we must have B}, = E% = --- =
EA. Now, fori,j € {1,--- ,M},i # j, equating E, = EA,
after some manipulations yield
Py(F+V;
(P ) pi + (V; — Vi)
Py(F+V;)
i

p= (12)

Now, for p = (p1, - ,panr) to be a feasible strategy, for any
chosen i € {1,--- , M}, we must have

M
pit Y pi=1

j=1,5#i

(13)

M Pd(l;vj_‘/i)pi + (Vj _ Vz)
= |pit Z P (F+V;)
j=1j # i N

=1 (using(12))

M N(V-V)

L+ 2 )
= Pi= 1 N; (F+V5)
+ZJ Lj # i NoF+V)

(14)

Clearly, from the above, if the defender, for any chosen
i € {1,---, M}, chooses p; as given in (14) and p;, Vj €
{1,--- ,M},j # i, as given in (12), any strategy of attacker
becomes a best response against the defender’s strategy (as
well as p = (p1,- - ,pu) is ensured to be a feasible strategy).

Thus, if the attacker chooses ¢;, for any chosen ¢ €
{1,---, M}, as given in (10) and g;, Vj # i, as given in (8)
while the defender chooses p;, for any choseni € {1,--- , M},
as given in (14) and p;, Vj # 4, as given in (12), both would
be playing their best responses against each other. This proves
the theorem. O
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Fig. 1. Expected utilities of the defender and the attacker versus their
opponents’ strategies

Next, we provide numerical results to corroborate the above
results considering two Trojan classes, viz. Class 1 and Class
2. In Fig. 1(a), we show the defender’s expected utility versus
the probability (g;) of inserting a Trojan from Class 1. For the
figure, we consider N3 =5, No =5, V; =20, V5 =10, and F
= 200, P; = 0.5 and plot the defender’s utilities from always
testing a Trojan from Class 1 (i.e., from choosing p; = 1) and
from always testing a Trojan from Class 2 (i.e., from choosing
p2 = 1). The point where the two utilities intersect implies that
the expected utility of the defender from testing a Trojan from
Class 1 equals that of the defender from testing a Trojan from
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Class 2 (as needed at the mixed strategy NE), which as can
be seen from the figure, occurs at ¢; = 0.475 and which can
be shown to tally with the attacker’s NE strategy found from
Theorem 1.

In Fig.1(b), we show the attacker’s expected utility versus
the probability (p;) of testing a Trojan from Class 1. For the
figure, we consider N1 =5, No =5, V7 =20, V5 = 10, and F
= 200, P; = 0.5 and plot the attacker’s utilities from always
inserting a Trojan from Class 1 (i.e., from choosing ¢; = 1)
and from always inserting a Trojan from Class 2 (i.e., from
choosing g2 = 1). The point where the two utilities intersect
implies that the expected utility of the attacker from inserting
a Trojan from Class 1 equals that of the attacker from inserting
a Trojan from Class 2 (as needed at the mixed strategy NE),
which as can be seen from the figure, occurs at p; = 0.72 and
which can be shown to tally with the defender’s NE strategy
found from Theorem 1. This corroborates Theorem 1.

III. HARDWARE TROJAN TESTING WITH COGNITIVELY

BIASED DEFENDER AND ATTACKER

In this section, we consider Trojan testing when the defender
and the attacker, in addition to acting in a strategic manner,
are cognitively biased in nature. To address such a scenario,
we have developed a game and prospect theoretic Trojan
insertion-testing model. We first provide a brief overview of
Prospect Theory [16], which provides a descriptive model of
human cognitive biases, before describing our model.

A. Prospect Theory

In prospect theory [16], humans, due to their cognitive
biases, do not weigh outcomes by their objective probabili-
ties but rather by transformed distorted probabilities subjec-
tively. The transformation of probabilities is computed using
a weighting function w(.) whose argument is an objective
probability. In this paper, to model the over-weighting/under-
weighting of objective probabilities, we use the Prelec func-
tion [20], which is known to be a well-accepted model of
human behavior having empirical evidence. Specifically, for
an objective probability p, the Prelec function is defined as

5)

where « is a parameter that models how a human subjectively
distorts an objective probability. For illustration, Fig. 2 plots
w(p) against p for different values of .

w(p) = exp(—(—logp)*), 0<a<1

. :
—0 =035
- -a =050 /

a=1 -

I I I
4 01 02 03

! Proba%?hly ®) o8
Fig. 2. Behavior of Prelec function

Based on the subjective distortion of probabilities, a

cognitively biased human agent’s prospect theoretic utility

from a gamble that can lead to outcomes having valuations

x1,%2,: - ,xN With probabilities p1, pe, - - - , pn, respectively,
is Zf\il x;w(p;), which clearly deviates from norms followed
by conventional expected utility theoretic models. In the
following, we account for such deviations in our analysis of
Trojan insertion-testing under strategic considerations while
accounting for the hierarchical classification structure of Tro-
jans and the error-prone nature of testing processes.

B. Prospect Theoretic Trojan Testing

We consider a similar game model as described in Sec-
tion II-A, with the attacker and the defender, however, con-
sidered cognitively biased who subjectively perceive objective
probabilities (using (15)) to obtain prospect theoretic utilities
from their chosen strategies. In such a scenario, in the next
theorem, we characterize the mixed strategy NE of the game
over the defender’s and the attacker’s strategy spaces.

THEOREM 2. In the presence of M classes of Trojans with
class i € {1,--- , M} containing N; Trojan types, when the
defender and attacker are cognitively biased in nature,

o the defender’s strategy (p1,--- ,pam) at NE corresponds
to, for any chosen class i € {1,--- | M}, the roots of the
following M equations solved simultaneously:

(@)w(Pdpj) - <]l\2>w(Pdpi) + <J‘\/fi>w(l)z‘(1 — Py))—
(3 wlos — 2) + (F5 ) wiog-(25)
w(p;) + Viw(l = pi) = Vjw(l —p;) =0 (16a)
Vi€l i il M)

M
pit+ >, pi=1

(16b)

=1
o the attacker’s strategy (qi1,--- ,qnm) at NE corresponds
to, for any chosen class i € {1,--- | M}, the roots of the

following M equations solved simultaneously:
F F Vi
(N)w(quz') - <Nj)w(quj) - <M>w(qi(1 — Py)+
Vi i(Ni —1) (N —
23 (1= P))— (e =) ; A )
(3 wlasto = P = (P wtar + (25

1))
w(g;) + Viw(g:) — Vijw(gy) =0 (17a)
Vje{la 77;_17i+17"' 7M}

M
G+ >, g=1

j=1,j#i

(17b)

Proof. The prospect theoretic utility (say, PT%) of D from
testing the IC for the presence of a Trojan from class 7, 7 €
{1,---, M}, is

PT} = (5) w(Pagi)— <J‘@>W(qz‘(1_Pd>) - <V(]\J[V_1)>

M

w(g) + Y (=V))w(g) (18)

J=1j# i
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At the mixed strategy NE, we must have PT}, = PT3 =
-« = PTM, for equating PTY = PT} can be shown to
yield (17a). Clearly, for any chosen i € {1,---, M}, (17a)
must hold Vj € {1,---,i —1,i+ 1,---, M} to make the
defender indifferent over its entire undominated strategy space
while ensuring (17b) to ensure the feasibility of the attacker’s
strategy.

Now, the prospect theoretic utility (say, PT%) of A from
inserting a Trojan from class 4, ¢ € {1,--- , M}, is

PT)= - <§> w(Papi)+ @) w(pi(1=Pa))+ C/(AJ[VI)>

w(p;) + Viw(l —p;)  (19)

At the mixed strategy NE, since we must have PT; =
PT% =... = PTY, fori,j € {1,---,M}, i # j, equating
PTi = PTY can be shown to yield (16a). Clearly, for any
chosen ¢ € {1,---, M}, (16a) must hold Vj € {1,--- i —
1,4+ 1,---, M} to make the attacker indifferent over its
entire undominated strategy space while ensuring (16b) to
ensure the feasibility of the defender’s strategy. This proves
the theorem. O

It can be noted that Matlab’s fzero tookit [21] can be
used to simultaneously solve the equations in Theorem 2 in a
computationally efficient manner. In the following remark, we
provide a closed-form characterization of the NE presented in
Theorem 2 for a special case.

REMARK 1. Consider Vi = Vo = --- = Vj; and Ny = Ny =
-+ = Ny In such a scenario, the NE presented in Theorem
2 simplifies to p; = ﬁ and q; = ﬁ, Vie{l,---,M}.

LEMMA 2. The NE strategies characterized in Theorem 2 exist.

Proof. Let us denote (17a) as

)= (5 )t~ (5 Juwtra) - (3 (a1~ Pa)

J

s (;\z)w(qj‘(l_Pd)) _ (W)w(qiﬂ (W)

w(qy) + Viw(g:) — Vjw(g;) =0 (20)

It can be shown that df(¢;)/dg; > 0 which implies that
f(g;) is a monotonically increasing function of ¢;. Further,
we have limg, 0 f(¢;) < 0 and limg, 1 f(¢;) > 0. Thus,
for 4,5 € {1,---,M}, i # j, we can conclude that for
any given g;, there exists a value of ¢; at which f(g;) =0
i.e., which satisfies (17a). Similarly, it can be shown that, for
i,j € {1,---,M}, i # j, for any given p,, there exists a
value of p; which satisfies (16a). This proves the lemma. [

In Fig. 3, considering M = 2, we show the nature of f(g;)
(20) w.r.t. g; considering F' = 200, V3 = 50, V5 = 80, Ny =
5, No =4, a =04, and P; = 0.5. The figure corroborates the
aforementioned nature of f(g;) (20) w.r.t. ¢; and that there
exists ¢; such that f(g;) = 0. This corroborates Lemma 2.
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Fig. 3. Nature of f(q;)
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IV. SIMULATION RESULTS

In this section, we provide simulation results to provide
important insights into our developed game and prospect
theoretic Trojan testing techniques. In Fig. 4, we show the
NE-based strategies of the attacker and the defender versus the
number of Trojans (/N1) in Class 1 when two Trojan classes
(Classes 1 and 2) are present. For the figure, we consider
that Ny = 5, V3 =40, Vo = 45, P; = 0.3, and F = 100.
The NE strategies in the figure have been calculated using
Theorem 1. As can be seen from the figure, as we increase
the number of Trojans (/V7) in Class 1, the probabilities with
which the attacker inserts a Trojan from Class 1 (g;) and the
defender tests a Trojan from Class 1 (p;) at NE increase. This
is because as N7 increases, it becomes easier for the attacker
to go undetected by inserting a Trojan from Class 1, making
the attacker increase its probability (q1) of inserting a Trojan
from Class 1 with increasing N7 at NE. Accordingly, as a best
response, the defender also increases its probability of testing
a Trojan from Class 1 at NE with increasing Nj.

0.9

0.8 —
55"

g 0.7 ot i
8o )= i ] Prob. of the attacker (q,) | 1
% 05 ET O Prob. of the defender (p,)|
B o4 v t
@ / D
8 os3 vdl 7
m /
Z 02F /

0.1

@

4 6 8 10 12 14 16 18 20
N1 (Number of Trojan in Class 1)

Fig. 4. NE-based strategy of the attacker and the defender versus Fine (F).

In Fig. 5, we show the prospect theoretic utilities of the
defender and attacker at NE against a varying probability
of detection (P;). For the figure, we consider N1 = 5, Ny
=4, V; =20, V3 =10, a = 0.5, and F = 200. The NE
strategies in the figure have been calculated using Theorem
2. As can be seen from the figure, and as is also intuitive,
as P, increases, i.e., as the tests conducted by the defender
becomes more accurate, the defender’s utility increases, and
that of the attacker decreases.

In Fig. 6, we show the prospect theoretic utilities of the de-
fender and attacker versus the probability distortion coefficient
(a) in the Prelec function (15). For the figure, we consider
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Fig. 5. Prospect theoretic Utility Versus P.

Ny =5 Ny =4,V =20, V5 =10, P; = 0.5, and F' = 200.
The NE strategies in the figure have been calculated using
Theorem 2. As can be seen from the figure, as « increases,
i.e., as the defender and the attacker become less cognitive
biased (more rational), the defender’s prospect theoretic utility
decreases while that of the attacker increases. This shows that
a higher degree of rationality can be better exploited by the
attacker to optimize the attack than it can be employed by the
defender to adopt its best response defense.

P N ™
& o -O-Defender's prospect theoretic utility
> 4 @\@Y <= Attacker's prospect theoretic utility |
= 3‘@ e
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Fig. 6. Prospect theoretic utility versus « (Probability distortion coefficient).

V. CONCLUSION

This paper considered the problem of hardware Trojan
testing under consideration of the hierarchical classification
structure of Trojans and the error-prone nature of testing
processes while accounting for the strategic mindsets and
behavioral irrationalities of buyers and manufacturers of ICs.
In such a scenario, the paper first analytically characterized
NE-based Trojan insertion-testing strategies considering a
buyer and malicious manufacturer to be strategic and rational
in nature. Then, the paper analytically characterized such
strategies considering the buyer and malicious manufacturer
to be strategic but irrational in nature. Numerous simulation
results have been presented to provide important insights into
our analytically characterized strategies.
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