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Abstract. We consider a risk-averse stochastic capacity planning problem under uncertain 
demand in each period. Using a scenario tree representation of the uncertainty, we formulate 
a multistage stochastic integer program to adjust the capacity expansion plan dynamically as 
more information on the uncertainty is revealed. Specifically, in each stage, a decision maker 
optimizes capacity acquisition and resource allocation to minimize certain risk measures of 
maintenance and operational cost. We compare it with a two-stage approach that determines 
the capacity acquisition for all the periods up front. Using expected conditional risk mea
sures, we derive a tight lower bound and an upper bound for the gaps between the optimal 
objective values of risk-averse multistage models and their two-stage counterparts. Based on 
these derived bounds, we present general guidelines on when to solve risk-averse two-stage 
or multistage models. Furthermore, we propose approximation algorithms to solve the two 
models more efficiently, which are asymptotically optimal under an expanding market 
assumption. We conduct numerical studies using randomly generated and real-world 
instances with diverse sizes, to demonstrate the tightness of the analytical bounds and effi
cacy of the approximation algorithms. We find that the gaps between risk-averse multistage 
and two-stage models increase as the variability of the uncertain parameters increases and 
decrease as the decision maker becomes more risk averse. Moreover, a stagewise-dependent 
scenario tree attains much higher gaps than a stagewise-independent counterpart, whereas 
the latter produces tighter analytical bounds.
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1. Introduction
The capacity planning problem, aiming to determine the optimal level of capacity acquisition and allocation, is a 
classic optimization problem solved in a broad spectrum of applications, including capacity expansion in supply 
chains (Aghezzaf 2005), production capacity planning for semiconductor manufacturing (Swaminathan 2000, 
Hood et al. 2003), electric vehicle (EV) charging station expansion (Bayram et al. 2015), and so on. In these appli
cations, demand fluctuates spatially and temporally, and as the cost of resource allocation in each stage depends 
on the demand input, it is also random depending on the distribution of demand over time. To adapt to new 
demand, service providers need to expand the existing capacities in an efficient way. Therefore, estimating and 
utilizing uncertain demand in the decision processes of capacity planning is crucial for cost reduction and 
quality-of-service improvement.

In this paper, we focus on a finite time horizon, in which the uncertain demand in each period is modeled by a 
random vector. A decision maker optimizes when and how to expand the capacity and how to allocate resources 
to meet the demand to minimize a certain risk measure of the maintenance and operational cost over multiple 
periods. We compare two modeling frameworks: two-stage (TS) stochastic programming and multistage (MS) 
stochastic programming. In the two-stage model, we determine capacity acquisition for all time periods up front 
as here-and-now decisions and decide optimal resource allocation as wait-and-see recourse decisions based on 
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realized demand and acquired capacities. In the multistage model, the uncertain demand values are revealed 
gradually over time and the capacity-acquisition decisions are adapted to this process.

Both two-stage and multistage decision frameworks are commonly used in the stochastic capacity planning lit
erature. We refer interested readers to Luss (1982), Davis et al. (1987), and Sabet et al. (2020) for comprehensive 
reviews on capacity planning problems under uncertainty. To handle general parameter uncertainty, robust opti
mization and stochastic programming are two of the popular approaches. Paraskevopoulos et al. (1991) and 
Aghezzaf (2005) discuss robust capacity planning problems, and Eppen et al. (1989), Fine and Freund (1990), and 
Berman et al. (1994) consider stochastic programming approaches using scenarios to model the uncertain para
meters. Most of these approaches are based on the two-stage decision-making framework. There is a limited 
number of papers considering multistage stochastic capacity planning problems. Both Ahmed and Sahinidis 
(2003) and Singh et al. (2009) formulate a multistage stochastic mixed-integer programming model for capacity- 
planning problems, for which Ahmed and Sahinidis (2003) propose a linear programming (LP) relaxation–based 
approximation scheme with asymptotic optimality and Singh et al. (2009) apply variable splitting and Dantzig–Wolfe 
decomposition to tackle the problem.

Stochastic programming approaches mainly focus on minimizing the total cost on average. However, minimiz
ing the expected cost does not necessarily avoid the rare occurrences of undesirably high cost, and in a situation 
in which it is important to maintain reliable performance, we aim to evaluate and control the risk. In particular, 
coherent risk measures (Artzner et al. 1999) have been used in many risk-averse stochastic programs as they sat
isfy several natural and desirable properties. Schultz and Tiedemann (2006), Shapiro et al. (2009), Ahmed (2006), 
and Miller and Ruszczyński (2011) extend two-stage stochastic programs with risk-neutral, expectation-based 
objective functions to risk-averse ones. It becomes nontrivial to model multistage risk-averse stochastic programs 
because the risk can be measured based on the cumulative cost, a total sum of the individual risk from each 
stage, or the conditional risk in a nested way. When the risk is calculated in a nested way via dynamic risk mea
sures, a desirable property is called time consistency (Ruszczyński 2010), which ensures consistent risk prefer
ences over time.

Pflug and Ruszczyński (2005) propose a class of multiperiod risk measures, which can be calculated by solving 
a stochastic dynamic linear optimization problem, and they analyze its convexity and duality structure. Homem- 
de Mello and Pagnoncelli (2016) extend the above risk measures to expected conditional risk measures (ECRMs) 
and prove some appealing properties. First, ECRMs, originally defined for each stage separately, can be rewritten 
in a nested form. Second, any risk-averse multistage stochastic programs with ECRMs using a conditional value 
at risk (CVaR) measure can be recast as a risk-neutral multistage stochastic program with additional variables 
and constraints that can be efficiently solved using existing decomposition algorithms. Third, ECRMs are time 
consistent following the inherited optimality property proposed in Homem-de Mello and Pagnoncelli (2016). 
In this paper, we show that ECRMs also follow the definition of time consistency proposed in Ruszczyński 
(2010) in Online Appendix A. Because of these properties, we base our analysis on the dynamic time-consistent 
ECRMs using the CVaR measure, but we note that all the analysis and results derived in this paper also can be 
applied to other CVaR-based risk measures, such as static CVaR or period-wise CVaR, which are not time 
consistent.

A natural question is then about the performance of the risk-averse two-stage and multistage stochastic pro
grams. Specifically, we are interested in comparing the optimal objective values and computational effort 
between solving risk-averse two-stage and multistage models for stochastic capacity planning problems. Noting 
that the multistage models have larger feasible regions and, thus, will always have lower costs, we aim to bound 
the gap between optimal objective values of the two-stage and multistage models given specific risk measures of 
the cost and characteristics of the uncertainty. Huang and Ahmed (2009) are the first to show analytical lower 
bounds for the value of multistage stochastic programming (VMS) compared with the two-stage approach for 
capacity planning problems with an expectation-based objective function. They developed an asymptotically 
optimal approximation algorithm (AA) by exploiting a decomposable substructure in the problem. Our work dif
fers from Huang and Ahmed (2009) in the following aspects. First, instead of using expectation as the objective 
function, we consider a dynamic time-consistent risk measure (i.e., ECRMs). Although the resulting risk-averse 
problem can be reformulated as a risk-neutral counterpart, the risk-neutral results derived from Huang and 
Ahmed (2009) cannot be directly applied here because of a new structure induced by ECRM-related decision 
variables and constraints. Instead, we derive new bounds on the VMS under this risk-averse setting. Second, we 
propose both lower and upper bounds to the gaps between ECRM-based optimal objective values of two-stage 
and multistage models and provide an example to illustrate the tightness of the lower bound, whereas Huang 
and Ahmed (2009) only provided lower bounds without a tightness guarantee. Third, our approximation algo
rithms improve the one developed in Huang and Ahmed (2009) by deriving closed-form solutions of the 
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substructure problem in the risk-averse setting and strengthening the upper bound iteratively, whereas the one 
in Huang and Ahmed (2009) relies on solving the substructure problem in each time. We further prove that the 
approximation schemes are asymptotically optimal when the demand increases over time.

There is rich literature on proposing decomposition algorithms to solve risk-neutral and risk-averse multistage 
stochastic programs. Pereira and Pinto (1991) are the first to develop stochastic dual dynamic programming 
(SDDP) algorithms for efficiently computing multistage stochastic linear programs under stagewise-independent 
scenario trees, which construct an under-approximation for the value function in each stage iteratively. We refer 
interested readers to Philpott and Guan (2008), Girardeau et al. (2014), Shapiro (2011), Shapiro et al. (2013), and 
Guigues (2016) for studies on the convergence of the SDDP algorithm under different problem settings. Among 
them, Shapiro et al. (2013) and Guigues (2016) extend the SDDP algorithm to solve a risk-averse multistage 
stochastic program. Stochastic dual dynamic integer programming (SDDiP), first proposed by Zou et al. (2019), 
is an extension of SDDP to handle the nonconvexity arising in multistage stochastic integer programs based on a 
similar computational framework. The main goal of this paper is to bound the gap between two-stage and multi
stage stochastic programs and provide general guidelines on model choices. Using the substructure explored 
when deriving the bounds, we also propose approximation algorithms to solve risk-averse two-stage and multi
stage stochastic capacity planning problems more efficiently. Note that a common assumption made in the afore
mentioned SDDP-type algorithms is that the underlying stochastic process is stagewise independent. However, 
our analysis and proposed approximation algorithms are not restricted by this stagewise independence assump
tion. Whereas our analytical results can be applied to a more general stochastic process, using a stage-wise inde
pendent scenario tree, we compare the performance of our approximation algorithm with the SDDiP algorithm 
in Section 5.1.5.

The remainder of the paper is organized as follows. In Section 2, we present the formulations of risk-averse 
two-stage and multistage capacity planning problems under ECRM. In Section 3, we derive two lower bounds 
and an upper bound for the gaps between the optimal ECRM-based objective values of two-stage and multistage 
stochastic capacity planning models. In Section 4, we propose approximation algorithms with performance 
guarantees. In Section 5, we conduct numerical studies using instances with diverse uncertainty patterns to 
demonstrate the tightness of our bounds and the performance of the approximation algorithms. Section 6 con
cludes the paper and states future research directions. Throughout the paper, we use bold symbols to denote 
vectors/matrices and use [n] to denote the set {1, 2, : : : , n}.

2. Problem Formulations
Consider a general class of capacity planning problems, in which we have 1, : : : , T time periods; 1, : : : , M facilities; 
and 1, : : : , N customer sites. Let ctij be the cost of serving one unit of demand from customer site j in facility i at 
period t; fti be the cost of maintaining one unit of resources in facility i at period t; hti be the number of customers 
that one unit of resources can serve in facility i at period t; and dtj be the demand at customer site j at period t for 
all i ∈ [M], j ∈ [N], and t ∈ [T].

Define decision variables xti ∈ Z+ as the units of resources we invest in facility i at period t, and decision vari
ables ytij ∈ R+ as the amount of demand from customer site j served by facility i at period t. The deterministic 
capacity planning problem is given by

min
XT

t�1

XM

i�1
fti

Xt

τ�1
xτi +

XT

t�1

XM

i�1

XN

j�1
ctijytij (1a) 

s:t:
XM

i�1
ytij � dtj, ∀j � 1, : : : , N, t � 1, : : : , T, (1b) 

XN

j�1
ytij ≤ hti

Xt

τ�1
xτi, ∀i � 1, : : : , M, t � 1, : : : , T, (1c) 

xti ∈ Z+, ∀i � 1, : : : , M, t � 1, : : : , T, (1d) 
ytij ∈ R+, ∀i � 1, : : : , M, j � 1, : : : , N, t � 1, : : : , T: (1e) 

The objective function (1a) minimizes the total maintenance and operational cost over all time periods, where 
Pt
τ�1 xτi represents the number of units of resources available in facility i at period t. Constraints (1b) require all 

the demands to be satisfied in each period. Constraints (1c) indicate that, in each period, we can only serve cus
tomer demand within the current capacity of each facility.
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In the remainder of this paper, we work with a generic capacity planning model in vector forms below:

min
x1, : : : , xTy1, : : : , yT

XT

t�1
f T

t

Xt

τ�1
xτ +

XT

t�1
cT

t yt (2a) 

s:t: Atyt � dt, ∀t � 1, : : : , T, (2b) 

Btyt ≤
Xt

τ�1
xτ, ∀t � 1, : : : , T, (2c) 

xt ∈ ZM
+ , yt ∈ RMN×1

+ , ∀t � 1, : : : , T, 

where xt ∈ ZM
+ represents the capacity acquisition decisions (in number of units) for the resources and yt ∈ RMN×1

+

represents the operational-level allocation of resources in period t. Matrices At ∈ RN×MN and Bt ∈ RM×MN corre
spond to the coefficients in Constraints (1b) and (1c), respectively (i.e., At is a 0–1 matrix corresponding to Con
straints (1b), and Bt is a matrix with entries 0 or 1=hti corresponding to Constraints (1c)). Note that the difference 
between Model (2) and models (7)–(10) in Huang and Ahmed (2009) is that, instead of considering one-time 
acquisition costs of resources, we take into account the period-wise maintenance costs for all acquired resources, 
which is more realistic in applications such as EV charging station maintenance (Caldwell 2022), power system 
equipment maintenance (Rehman 2020), etc.

2.1. Scenario Tree Representation
In Model (2), the data we acquire at each period t is the demand dt ∈ RN

+ for all t � 1, : : : , T. We consider that the 
data series {d2, : : : , dT} evolve according to a known probability distribution, and d1 ∈ RN

+ is deterministic (see 
similar assumptions made in, e.g., Huang and Ahmed 2009, Shapiro et al. 2009, Zou et al. 2019). In practice, d1 
can be derived and forecasted as the average of historical demand. Consider a discrete distribution and assume 
that the number of realizations is finite, where such an approximation can be constructed by Monte Carlo sam
pling if the probability distribution is instead continuous and the resultant problem is called sample average 
approximation (Kleywegt et al. 2002).

In a multistage stochastic setting, the uncertain demand is revealed gradually, where we need to decide both 
capacity acquisition xt and resource allocation yt in each stage t based on the currently realized demand dt. Cor
respondingly, the decision-making process can be described as follows:

decision (x1, y1)
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

Stage 1

→ observation (d2) → decision (x2, y2)
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Stage 2

→ observation (d3) →

⋯ → decision (xT�1, yT�1) → observation (dT) → decision (xT, yT)
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Stage T

:

To facilitate formulating the stochastic programs, we introduce a scenario tree representation of the uncertainty 
and decision variables (Shapiro et al. 2009). Let T be the set of all nodes in the scenario tree associated with the 
underlying stochastic process (see Figure 1). Each node n in period t > 1 has a unique parent node a(n) in period 
t � 1, and the set of children nodes of node n is denoted by C(n). The set T t denotes all the nodes corresponding 
to time period t, and tn is the time period corresponding to node n. Specifically, all nodes in the last period T T 
are referred to as leaf nodes and denoted by L. The set of all nodes on the path from the root node to node n is 
denoted by P(n). Each node n is associated with a (unconditional) probability pn, which is the probability of the 
realization of the tn-period data sequence {dm}m∈P(n). The probabilities of the nodes in each period sum up to one, 
that is, 

P
n∈T t

pn � 1, ∀t � 1, : : : , T, and the probabilities of all children nodes sum up to the probability of the par
ent node, that is, 

P
m∈C(n)pm � pn, ∀n ∉ L. If n is a leaf node, that is, n ∈ L, then P(n) corresponds to a scenario that 

represents a joint realization of the problem parameters over all periods. For each leaf node n ∈ L, we denote the 
probability of the scenario P(n) as pn. We denote the capacity acquisition decision variable at node n by xn and 
the resource allocation decision variable at node n by yn. Figure 1 depicts a scenario tree representation of 
T-period uncertainty and its related notation.

2.2. ECRMs
Next, we introduce the definition and key properties of coherent risk measures. Consider a probability space 
(Ξ,F , P) and let F 1 ⊂ F 2 ⊂ ⋯ ⊂ FT be sub-sigma-algebras of F such that each F t corresponds to the information 
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available up to (and including) period t with F 1 � {∅,Ξ}, FT � F . Let Zt denote a space of F t-measurable func
tions from Ξ to R, for example dt ∈Zt, ∀t � 1, : : : , T, and let Z :�Z1 × ⋯ ×ZT.

Definition 1 (Artzner et al. 1999). A conditional risk measure ρd[t�1]

t :Zt → Zt�1 is coherent if it satisfies the follow
ing four properties: (i) monotonicity: if Z1, Z2 ∈Zt and Z1 ≥ Z2, then ρd[t�1]

t (Z1) ≥ ρ
d[t�1]

t (Z2); (ii) convexity: ρd[t�1]

t 
(γZ1 + (1 � γ)Z2) ≤ γρ

d[t�1]

t (Z1) + (1 � γ)ρ
d[t�1]

t (Z2) for all Z1, Z2 ∈Zt and all γ ∈ [0, 1]; (iii) translation invariance: if 
W ∈Zt�1 and Z ∈Zt, then ρd[t�1]

t (Z + W) � ρ
d[t�1]

t (Z) + W; and (iv) positive homogeneity: if γ ≥ 0 and Z ∈Zt, then 
ρ

d[t�1]

t (γZ) � γρ
d[t�1]

t (Z). Here, Z1 ≥ Z2 if and only if Z1(ξ) ≥ Z2(ξ) for almost everywhere ξ ∈ Ξ.
For notational simplicity, denote the period-wise cost gt(x1:t, yt) � f T

t
Pt
τ�1 xτ + cT

t yt by gt. We consider a multi
period risk function F as a mapping from Z to R below:

F(g1, : : : , gT) � g1 + ρ2(g2) +Ed[2]
[ρ

d[2]

3 (g3)] +Ed[3]
[ρ

d[3]

4 (g4)] + ⋯ + Ed[T�1]
[ρ

d[T�1]

T (gT)], (3) 

where ρd[t�1]

t is a conditional risk measure mapping from Zt to Zt�1 to represent the risk given the information 
available up to (including) period t � 1, that is, d[t�1] � (d1, : : : , dt�1). This class of multiperiod risk measures is 
called ECRMs, first introduced by Homem-de Mello and Pagnoncelli (2016). We show that the ECRMs (3) are 
time-consistent following the definition in Ruszczyński (2010) in Online Appendix A.

Using the tower property of expectations (Wasserman 2004), the multiperiod risk function ECRM (3) can be 
written in a nested form below:

F(g1, : : : , gT) � g1 + ρ2(g2) + Ed2 [ρ
d[2]

3 (g3) + Ed3 | d[2]
[ρ

d[3]

4 (g4)+ ⋯ +EdT�1 | d[T�2]
[ρ

d[T�1]

T (gT)] ⋯]], (4) 

where Edt | d[t�1]
represents the expectation with respect to the conditional probability distribution of dt given reali

zation d[t�1].
For our problem, we consider a special class of single-period coherent risk measures—a convex combination 

of conditional expectation and CVaR (for the definition of CVaR, please refer to Rockafellar and Uryasev 2000), 
that is, for t � 2, : : : , T,

ρ
d[t�1]

t (gt) � (1 �λt)E[gt |d[t�1]] +λtCVaRd[t�1]

αt [gt], (5) 

where λt ∈ [0, 1] is a parameter that adjusts between optimizing on average and risk control and αt ∈ (0, 1) is the 
confidence level. Notice that this risk measure is more general than CVaR, and it includes CVaR as a special case 
when λt � 1.

Following the results by Rockafellar and Uryasev (2002), CVaR can be expressed as the following optimization 
problem:

CVaRd[t�1]

αt [gt] :� inf
ηt∈R

ηt +
1

1 � αt
E[[gt � ηt]+ |d[t�1]]

� �

, (6) 

Figure 1. Illustration of a Scenario Tree and Its Related Notation 
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where [a]+ :� max{a, 0}, and ηt is an auxiliary variable. The minimum of the right-hand side of Equation (6) is 
attained at η∗

t � VaRαt [gt] :� inf{v : P(gt ≤ v) ≥ αt}, and thus, CVaR is the mean of the upper (1 � αt)-tail distribu
tion of gt, that is, E[gt |gt > η∗

t]. Selecting a large αt value makes CVaR sensitive to rare but very high costs (we fix 
αt � 0:95 and vary λt to reflect different risk attitudes in our numerical experiments). To linearize [gt � ηt]+ in (6), 
we replace it by a variable ut with two additional constraints: ut ≥ 0, ut ≥ gt � ηt.

2.3. Risk-Averse Two-Stage and Multistage Stochastic Programs
Combining (4)–(6), the objective function of our risk-averse multistage capacity planning model is specified as

zMS
R � min

(x1, y1)∈X1(d1),
η2∈R

g1(x1, y1) + λ2η2 + Ed2

"

min
(x2, y2, u2)∈X2(x1, η2, d2),

η3∈R

(
λ2

1 � α2
u2 + (1 � λ2)g2(x1:2, y2) + λ3η3+ ⋯

+ EdT�1 | d[1, T�2]

"

min
(xT�1, yT�1, uT�1)∈XT�1(x1:T�2, ηT�1, dT�1),

ηT∈R

(
λT�1

1 � αT�1
uT�1 + (1 � λT�1)gT�1(x1:T�1, yt) + λTηT

+ EdT | d[1, T�1]

"

min
(xT, yT, uT)∈XT(x1:T�1, ηT, dT)

λT

1 � αT
uT + (1 � λT)gT(x1:T, yT)

� �
#

⋯

)#

, (7) 

where the auxiliary variable ηt ∈ R is a function of d1, : : : , dt�1, that is, ηt is a (t � 1)-stage variable similar to xt�1 
for all t � 2, : : : , T and the auxiliary variable ut ∈ R is a t-stage variable to represent the excess t-stage cost of 
the above ηt. Sets X1(d1) � {(x1, y1) ∈ ZM

+ × RMN×1
+ : A1y1 � d1, B1y1 ≤ x1} and Xt(x1:t�1,ηt, dt) � {(xt, yt, ut) ∈ ZM

+ ×

RMN×1
+ × R+ : Atyt � dt, Btyt ≤

Pt
τ�1 xτ, ut + ηt ≥ gt(x1:t, yt)}, ∀t � 2, : : : , T are the feasible regions in each stage.

Plugging gt(x1:t, yt) � f T
t
Pt
τ�1 xτ + cT

t yt into Equation (7) and using scenario node–based notation, the risk- 
averse multistage model (7) can be written in the following extensive form:

zMS
R � min

xn, yn, n∈T

ηn, n∉L, un, n≠1

X

n∈T

pn f̃ T

n

X

m∈P(n)

xm + c̃T
nyn + λ̃nηn + α̃nun

0

@

1

A (8a) 

s:t: Atn yn � dn, ∀n ∈ T , (8b) 

Btn yn ≤
X

m∈P(n)

xm, ∀n ∈ T , (8c) 

un + ηa(n) ≥ f T
tn

X

m∈P(n)

xm + cT
tn

yn, ∀n ≠ 1, (8d) 

xn ∈ ZM
+ , yn ∈ RMN×1

+ , ∀n ∈ T , un ≥ 0, ∀n ≠ 1, 

where f̃ n � f tn 
if n � 1 and f̃ n � (1 �λtn )f tn 

otherwise, c̃n � ctn if n � 1 and c̃n � (1 �λtn )ctn otherwise, λ̃n � 0 if n ∈

L and λ̃n � λtn+1 otherwise, and α̃n � 0 if n � 1 and α̃n �
λtn

1�αtn 
otherwise.

Note that, in the above multistage stochastic program, we have both capacity expansion xn and allocation yn 
decisions corresponding to each node n in the scenario tree, ηn-variables are defined for all nodes n except for the 
leaf nodes L, and un-variables are defined for nonroot nodes n ≠ 1. When λt � 0, ∀t � 2, : : : , T, the risk measure 
ρt becomes the expectation and (8) reduces to a risk-neutral multistage stochastic program.

In a two-stage stochastic program, we decide the capacity expansion plan for all time periods in the first 
stage regardless of the parameter realizations, and in the second stage, we decide the capacity allocation 
plan based on the realized demand in each period. Thus, we do not allow any flexibility in the capacity- 
acquisition plan with respect to the demand realizations; that is, xn should take the same values for all the 
nodes in the same stage. This gives us the following extensive formulation of the two-stage capacity 
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planning model:

zTS
R � min

xn, yn, n∈T

ηn, n∉L, un, n≠1

X

n∈T

pn f̃ T

n

X

m∈P(n)

xm + c̃T
nyn + λ̃nηn + α̃nun

0

@

1

A (9a) 

s:t: (8b)–(8d)

xm � xn, ∀m, n ∈ T t, t � 1, : : : , T,
(9b) 

xn ∈ ZM
+ , yn ∈ RMN×1

+ , ∀n ∈ T , un ≥ 0, ∀n ≠ 1:

In the following proposition, we first show that the optimal objective values of Models (8) and (9) both increase 
as the decision maker becomes more risk averse. All the proofs throughout this paper are presented in Online 
Appendix B.

Proposition 1. Both zMS
R and zTS

R increase as λ increases.

We define the difference between the optimal objective values of the risk-averse two-stage and multistage for
mulations as the value of risk-averse multistage stochastic programming: VMSR � zTS

R � zMS
R . From the extensive for

mulations, we observe that the risk-averse two-stage Model (9) is the multistage Model (8) with additional 
Constraints (9b). We, thus, conclude that VMSR ≥ 0 as the multistage model provides more flexibility in the 
capacity acquisition decisions with respect to the uncertain parameter realizations. Because of Constraints (9b), 
xn variables can be indexed by the time stage t instead, and the two-stage Model (9) involves M × T integer vari
ables, whereas the multistage Model (8) involves M × |T | integer variables ( |T | is the total number of nodes in 
the scenario tree T ). For any nontrivial scenario tree, |T | ≫ T, and thus, solving the multistage Model (8) 
requires much more computational effort than solving the two-stage counterpart (9). If VMSR is high, then it 
may be worth solving a more computationally expensive multistage model; otherwise, a two-stage model is suf
ficient to provide a good enough solution.

3. Value of Multistage Risk-Averse Stochastic Programming in Capacity Planning
Computing VMSR exactly requires us to solve the multistage model, which is computationally expensive. In this 
section, we provide lower and upper bounds on VMSR without the need to solve the multistage model. These 
bounds can serve as a priori estimates of VMSR to analyze the trade-off between risk-averse two-stage and multi
stage models and can be used to design guidelines on model choices. Next, we first examine a substructure of 
our problem and provide its analytical optimal solutions in Section 3.1. Based on that, we derive lower and upper 
bounds for VMSR in Sections 3.2 and 3.3, respectively. Using the derived bounds, we design a flowchart to help 
decide which model to solve in Section 3.4.

3.1. Analytical Solutions of the Substructure Problem
We examine an important substructure of Models (8) and (9) once we fix (y, u)-variables. We denote the 
resultant problems with known (y∗

n, u∗
n) values as SP-RMS(y∗

n, u∗
n) and SP-RTS(y∗

n, u∗
n), which are defined as 

follows:

SP-RMS(y∗
n, u∗

n) : min
xn, n∈T
ηn, , n∉L

X

n∈T

pn f̃ T

n

X

m∈P(n)

xm + λ̃nηn

0

@

1

A (10a) 

s:t:
X

m∈P(n)

xm ≥ Btn y∗
n, ∀n ∈ T , (10b) 

ηa(n) ≥ f T
tn

X

m∈P(n)

xm + cT
tn

y∗
n � u∗

n, ∀n ≠ 1, (10c) 

xn ∈ ZM
+ , ∀n ∈ T , 
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and

SP-RTS(y∗
n, u∗

n) : min
xn, n∈T
ηn, , n∉L

X

n∈T

pn f̃ T

n

X

m∈P(n)

xm + λ̃nηn

0

@

1

A (11) 

s:t: (10b)–(10c)

(9b) (Two-stage constraints for x)

xn ∈ ZM
+ , ∀n ∈ T :

Here, we denote the optimal objective values of Models (10) and (11) as QM(y∗
n, u∗

n), QT(y∗
n, u∗

n), respectively. The 
next proposition demonstrates the analytical forms of the optimal solutions to SP-RMS(y∗

n, u∗
n) and SP-RTS(y∗

n, u∗
n), 

and we present a detailed proof in Online Appendix B.

Proposition 2. Given any (y∗, u∗) values, the optimal solutions of (10) and (11) have the following analytical forms:

xMS
1 � ⌈Bt1 y∗

1⌉, xMS
n � max

m∈P(n)
⌈Btm y∗

m⌉ � max
m∈P(a(n))

⌈Btm y∗
m⌉, ∀n ≠ 1,

ηMS
n � max

m∈C(n)
f T

tm

X

l∈P(m)

xMS
l + cT

tm
y∗

m � u∗
m

8
<

:

9
=

;
, ∀n ∉ L,

xTS
1 � ⌈Bt1 y∗

1⌉, xTS
n � max

m∈P(n)
⌈max

l∈T tm

Btl y
∗
l ⌉ � max

m∈P(a(n))
⌈max

l∈T tm

Btl y
∗
l ⌉, ∀n ≠ 1,

ηTS
n � max

m∈C(n)
f T

tm

X

l∈P(m)

xTS
l + cT

tm
y∗

m � u∗
m

8
<

:

9
=

;
, ∀n ∉ L, 

and correspondingly, we have QM(y∗
n, u∗

n) �
P

n∈T pn( f̃ T

n
P

m∈P(n)xMS
m + λ̃nηMS

n ), QT(y∗
n, u∗

n) �
P

n∈T pn( f̃ T

n
P

m∈P(n)xTS
m +

λ̃nηTS
n ).

Remark 1. From Proposition 2, one can easily verify that QT(y∗
n, u∗

n) � QM(y∗
n, u∗

n) ≥ 0 as 
P

m∈P(n)xTS
m � maxm∈P(n)

⌈maxl∈T tm
Btl y∗

l ⌉ ≥ maxm∈P(n)⌈Btm y∗
m⌉ �

P
m∈P(n)xMS

m . Next, we use Proposition 2 to construct lower and upper 
bounds on the VMSR in Theorem 1, Corollary 1, and Theorem 2 as well as to design approximation algorithms to 
solve Model (8) in Algorithm 1.

3.2. Lower Bound on VMSR for Risk-Averse Capacity Planning
We now describe two lower bounds on the VMSR for the risk-averse multistage and two-stage capacity plan
ning Models (8) and (9) based on the analysis of the substructure problems. Note that these lower bounds are 
useful when they are sufficiently large, indicating that there is a need to solve the much harder multistage 
model.

Theorem 1. Let {y∗
n}n∈T , {u∗

n}n∈T \{1} be the decisions in an optimal solution to the two-stage Model (9), and let xMS, 
hMS, xTS, hTS follow the definitions in Proposition 2, which are constructed by {y∗

n}n∈T , {u∗
n}n∈T \{1}. Then,

VMSR ≥ VMSLB
R :�

X

n∈T \{1}

pn(1 �λtn )f T
tn

�
max

m∈P(n)
⌈max

l∈T tm

Btl y
∗
l ⌉ � max

m∈P(n)
⌈Btm y∗

m⌉
�

+
X

n∈T \L

pnλtn+1(ηTS
n � ηMS

n ): (12) 

Later, in Example 1, we show that VMSLB
R (Equation (12)) is tight. Next, we derive another lower bound VMSLB1

R 
that is not necessarily tight but more computationally tractable, which utilizes the optimal solutions to the LP 
relaxation of the two-stage Model (9). Because we consider the LP relaxation of the two-stage model, we do not 
round up when constructing the two-stage solutions xTS

n .
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Corollary 1. Let {yTSLP
n }n∈T , {uTSLP

n }n∈T \{1} be the decisions in an optimal solution to the LP relaxation of the two-stage 
Model (9), and let

xMS
1 � ⌈Bt1 yTSLP

1 ⌉, xMS
n � max

m∈P(n)
⌈Btm yTSLP

m ⌉ � max
m∈P(a(n))

⌈Btm yTSLP
m ⌉, ∀n ≠ 1,

ηMS
n � max

m∈C(n)
f T

tm

X

l∈P(m)

xMS
l + cT

tm
yTSLP

m � uTSLP
m

8
<

:

9
=

;
, ∀n ∉ L,

xTS
1 � Bt1 yTSLP

1 , xTS
n � max

m∈P(n)
max
l∈T tm

Btl y
TSLP
l � max

m∈P(a(n))
max
l∈T tm

Btl y
TSLP
l , ∀n ≠ 1,

ηTS
n � max

m∈C(n)
f T

tm

X

l∈P(m)

xTS
l + cT

tm
yTSLP

m � uTSLP
m

8
<

:

9
=

;
, ∀n ∉ L:

Then,
VMSR ≥ VMSLB1

R :� f T
t1

(Bt1 yTSLP
1 � ⌈Bt1 yTSLP

1 ⌉) +
X

n∈T \{1}

pn(1 � λtn )f T
tn

�
max

m∈P(n)
max
l∈T tm

Btl y
TSLP
l � max

m∈P(n)
⌈Btm yTSLP

m ⌉
�

+
X

n∈T \L

pnλtn+1(ηTS
n � ηMS

n ):

Note that, different than VMSLB
R , VMSLB1

R is not guaranteed to be always nonnegative. When VMSLB1
R < 0, we can 

simply replace it with a trivial lower bound zero, that is, VMSR ≥ max{VMSLB1
R , 0}. Computing VMSLB

R and 
VMSLB1

R requires solving the two-stage Model (9) and its LP relaxation, respectively, both of which are more com
putationally tractable than solving the multistage counterpart.

3.3. Upper Bound on VMSR for Risk-Averse Capacity Planning
We now describe an upper bound on the VMSR based on the optimal solution of the LP relaxation of the multi
stage Model (8). Because we consider the LP relaxation of the multistage model, we do not round up when con
structing the multistage solutions xMS

n . Note that this upper bound is useful when it is small enough, indicating 
that the two-stage model is sufficient to provide a good enough solution.

Theorem 2. Let {yMSLP
n }n∈T , {uMSLP

n }n∈T \{1} be the decisions in an optimal solution to the LP relaxation of multistage 
Model (8), and let

xMS
1 � Bt1 yMSLP

1 , xMS
n � max

m∈P(n)
Btm yMSLP

m � max
m∈P(a(n))

Btm yMSLP
m , ∀n ≠ 1,

ηMS
n � max

m∈C(n)
f T

tm

X

l∈P(m)

xMS
l + cT

tm
yMSLP

m � uMSLP
m

8
<

:

9
=

;
, ∀n ∉ L,

xTS
1 � ⌈Bt1 yMSLP

1 ⌉, xTS
n � max

m∈P(n)
⌈max

l∈T tm

Btl y
MSLP
l ⌉ � max

m∈P(a(n))
⌈max

l∈T tm

Btl y
MSLP
l ⌉, ∀n ≠ 1,

ηTS
n � max

m∈C(n)
f T

tm

X

l∈P(m)

xTS
l + cT

tm
yMSLP

m � uMSLP
m

8
<

:

9
=

;
, ∀n ∉ L:

Then,
VMSR ≤ VMSUB

R :� f T
t1

(⌈Bt1 yMSLP
1 ⌉ � Bt1 yMSLP

1 ) +
X

n∈T \{1}

pn(1 � λtn )f T
tn

�
max

m∈P(n)
⌈max

l∈T tm

Btl y
MSLP
l ⌉ � max

m∈P(n)
Btm yMSLP

m

�

+
X

n∈T \L

pnλtn+1(ηTS
n � ηMS

n ): (13) 

The following example illustrates the usefulness of the derived lower and upper bounds.

Example 1. We consider a special example with one facility (h1 � 50) and one customer site (see Figure 2). The 
underlying scenario tree has two periods, and the root node has two branches with equal probability. Let the cus
tomer demand be d1 � 0 in node 1 (stage 1), d2 � 50 in node 2 (stage 2), and d3 � 150 in node 3 (stage 2). Denote f 
as the unit maintenance cost for one stage and c as the operational cost, respectively. Solving a two-stage model 

Yu and Shen: On the Value of Risk-Averse Multistage Stochastic Capacity Planning 
INFORMS Journal on Computing, Articles in Advance, pp. 1–20, © 2024 INFORMS 9 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.o

rg
 b

y 
[3

5.
3.

15
6.

24
2]

 o
n 

28
 M

ar
ch

 2
02

5,
 a

t 0
8:

57
 . 

Fo
r p

er
so

na
l u

se
 o

nl
y,

 a
ll 

rig
ht

s r
es

er
ve

d.
 



yields a total cost of zTS
R � 3f + 100c + 50λc, and a multistage model gives a total cost of zMS

R � 2f + 100c +λf +

50λc. Thus, VMSR � zTS
R � zMS

R � (1 �λ)f . According to Equations (12) and (13), we have VMSLB
R � (1 �λ)f , 

VMSUB
R � (1 +λ)f , where the lower bound VMSLB

R is actually tight. We refer interested readers to Online Appen
dix C for detailed computations of these costs and bounds.

3.4. General Guidelines on Model Choices
The bounds in Theorems 1 and 2 are dependent on the input data and optimal solutions to the two-stage model 
and LP relaxation of the multistage model. Once the decision maker computes these bounds, they can compare 
the relative bounds with some pregiven thresholds δ1 and δ2 (e.g., δ1 � 10%, δ2 � 30%) and then decide if the 
two-stage optimal solution is good enough. We outline a general procedure in Figure 3. If the relative VMSLB

R is 
sufficiently large (i.e., VMSLB

R
zTS

R
> δ1), then it indicates that the multistage model can reduce the optimal objective 

value by at least δ1 compared with the two-stage model, and thus, one should solve the multistage model. On 
the other hand, if the relative VMSUB

R is sufficiently small (i.e., VMSUB
R

zTS
R

< δ2), then we suggest adopting the optimal 
solutions to the two-stage model without bearing the additional computational effort of solving the multistage 
model. In the third case, if the lower bound VMSLB

R is not large enough and the upper bound VMSUB
R is not small 

enough, then there is no definite recommendation. Later, in Section 5, we show that most of our instances fall 
into either case (i) or case (ii). Note that these two parameters δ1 and δ2 are user-defined and can represent the 
decision maker’s trade-off between optimality and tractability.

Example 2. Using the same setting in Example 1 and letting λ � 0:5, δ1 � 10%, δ2 � 30%, f � 1,000, c � 10, we have 
zTS

R � 4,250 and VMSLB
R � 500. Because VMSLB

R
zTS

R
� 500

4;250 > δ1 � 10%, we solve the risk-averse multistage model. In this 
case, the unit capacity expansion cost f is relatively high and the true VMSR � (1 �λ)f is also high, indicating the 
value of the multistage model. On the other hand, if the unit capacity expansion cost is relatively low, for example, 

Figure 3. (Color online) A Flowchart to Decide Which Model to Solve 

Figure 2. An Instance to Illustrate the Gap Between Multistage and Two-Stage Capacity Planning Models 

Yu and Shen: On the Value of Risk-Averse Multistage Stochastic Capacity Planning 
10 INFORMS Journal on Computing, Articles in Advance, pp. 1–20, © 2024 INFORMS 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.o

rg
 b

y 
[3

5.
3.

15
6.

24
2]

 o
n 

28
 M

ar
ch

 2
02

5,
 a

t 0
8:

57
 . 

Fo
r p

er
so

na
l u

se
 o

nl
y,

 a
ll 

rig
ht

s r
es

er
ve

d.
 



f � 100, then zTS
R � 1,550 and VMSLB

R � 50, VMSUB
R � 150. Because VMSLB

R
zTS

R
� 50

1,550 < δ1 � 10% and VMSUB
R

zTS
R

� 150
1,550 <

δ2 � 30%, we use the optimal solution of the two-stage model without solving the multistage model.

4. Approximation Algorithms
Up to this point, we have discussed how to bound the gap between risk-averse two-stage and multistage models 
based on their optimal objective values. However, when we enter case (i), it is inherently hard to solve a risk- 
averse multistage model as we show in Theorem 3. In this section, we propose approximation algorithms to 
solve the risk-averse multistage Model (8) more efficiently, which can be also applied to solve the risk-averse 
two-stage Model (9).

Theorem 3. The deterministic capacity planning problem (1) and its risk-averse multistage and two-stage counterparts (8) 
and (9) are NP-hard.

Motivated by the computational intractability of Models (8) and (9), we proceed to introduce approximation 
algorithms that can solve the risk-averse multistage and two-stage models efficiently by utilizing the decomposi
tion structure we investigate in Section 3.1. Next, we describe the main idea of the algorithm for the risk-averse 
multistage Model (8) as follows: we first solve the LP relaxation of Model (8) to obtain a feasible solution 
(yMSLP

n , uMSLP
n ), which is fed into the substructure problem SP-RMS(yMSLP

n , uMSLP
n ) to obtain an optimal solution 

(x1
n,η1

n). Note that we can always find a feasible solution after plugging (yMSLP
n , uMSLP

n ) into SP-RMS because we 
can make x and η sufficiently large to satisfy Constraints (10b) and (10c). We then solve Model (8) with fixed 
(xn,ηn) � (x1

n,η1
n) to derive an optimal solution (y1

n, u1
n), which together with (x1

n,η1
n), constitutes a feasible solution 

and, thus, an upper bound to Model (8). This upper bound can be strengthened iteratively by repeating the pro
cess, and we denote the feasible solution produced at the end of Algorithm 1 by (xH

n ,ηH
n , yH

n , uH
n ). The detailed 

steps are described in Algorithm 1. We show the monotonicity of the upper bounds derived in Algorithm 1 in 
Proposition 3 and show that the optimality gap of Algorithm 1 can be upper bounded in Proposition 4, which 
eventually leads to an approximation ratio stated in Theorem 4.

Algorithm 1 (Approximation Algorithm for Risk-Averse Multistage Capacity Planning) 
1: Solve the LP relaxation of the risk-averse multistage capacity planning problem (8) and let (xMSLP

n ,ηMSLP
n , 

yMSLP
n , uMSLP

n )n∈T be an optimal solution. If xMSLP
n is integral for all n ∈ T , stop and return (xMSLP

n ,ηMSLP
n , yMSLP

n , 

uMSLP
n )n∈T .

2: Initialize k � 0 and (x0
n,η0

n, y0
n, u0

n)n∈T � (xMSLP
n ,ηMSLP

n , yMSLP
n , uMSLP

n )n∈T .
3: while ‖xk � xk�1‖ ≥ ɛ, ‖ηk � ηk�1‖ ≥ ɛ, ‖yk � yk�1‖ ≥ ɛ, ‖uk � uk�1‖ ≥ ɛ do
4: Solve problem SP-RMS(yk

n, uk
n) and let xk+1

n , ηk+1
n denote the corresponding optimal solutions. We have the 

analytical form of the optimal solutions as xk+1
1 � ⌈Bt1 yk

1⌉, xk+1
n � maxm∈P(n)⌈Btm yk

m⌉ � maxm∈P(a(n))⌈Btm yk
m⌉, 

∀n ≠ 1, ηk+1
n � maxm∈C(n){ f T

tm

P
l∈P(m)xk+1

l + cT
tm

yk
m � uk

m}, ∀n ∉ L.
5: Solve the following problem for each n ∈ T , n ≠ 1 independently

min
yn,un

c̃T
nyn + α̃nun

s:t: Btn yn ≤
X

m∈P(n)

xk+1
m , (14a) 

Ayn � dn, (14b) 
un � cT

tn
yn ≥ f T

tn

X

m∈P(n)

xk+1
m � ηk+1

a(n), (14c) 

yn ∈ R+, un ≥ 0, 

and when n � 1, we solve Problem (14) without the variables un and Constraints (14c). Let yk+1
n , uk+1

n be 
the optimal solutions.

6: Update k � k + 1.
7: end while
8: Return (xH

n ,ηH
n , yH

n , uH
n )n∈T :� (xk+1

n ,ηk+1
n , yk+1

n , uk+1
n )n∈T .

Throughout this section, we use zMS
T, R to denote the objective value of the multistage model (8) with the total 

number of stages being T. With some abuse of notation, we use (x∗
n,η∗

n, y∗
n, u∗

n) to denote an optimal solution to 
the multistage model (8) and use zMS

T, R(xn,ηn, yn, un) to denote the objective value of Model (8) with decision vari
able values (xn,ηn, yn, un).
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Proposition 3. The objective value at the end of each iteration in Algorithm 1 provides an upper bound to the optimal objec
tive value of Model (8), and it satisfies zMS

T, R(x∗
n,η∗

n, y∗
n, u∗

n) ≤ zMS
T, R(xk+1

n ,ηk+1
n , yk+1

n , uk+1
n ) ≤ zMS

T, R(xk
n,ηk

n, yk
n, uk

n), ∀k ≥ 1.

Proposition 4. The optimality gap can be bounded above by a quantity only dependent on the maintenance cost, that is, 
zMS

T, R(xH
n ,ηH

n , yH
n , uH

n ) � zMS
T, R(x∗

n,η∗
n, y∗

n, u∗
n) ≤

PT
t�1

PM
i�1 fti.

Theorem 4. Algorithm 1 has an approximation ratio of

1 +
M

PT
t�1 ft, max

Mmin
PT

t�1 ft, min +
PT

t�1 ct, min minn∈T t {
PN

j�1 dn, j}
, 

where hmax � maxM
i�1{h1i}, ft, max � maxM

i�1{fti}, ft, min � minM
i�1{ fti}, ct, min � mini∈[M], j∈[N]ctij, and Mmin �

l PN
j�1

d1j

hmax

m
mea

sures at least how many units of resources we need to cover the first stage demand.

Corollary 2. Assume that ft, max � O(1), ft, min � O(1), ct, min � O(1), minn∈T t

PN
j�1 dn, j � O(t) when t → ∞. Then, Algo

rithm 1 is asymptotically optimal, that is, limT→∞

zMS
T,R(xH

n ,ηH
n ,yH

n ,uH
n )

zMS
T,R(x∗

n,η∗
n,y∗

n,u∗
n)

� 1.

Note that the assumptions in Corollary 2 are not particularly restrictive. They only require that the unit main
tenance and operational costs can be bounded above by a value that does not depend on the time stage, and the 
demand grows at least linearly when time increases (the result still holds when the demand grows faster than 
linearly, e.g., when minn∈T t

PN
j�1 dn, j � O(t2)). The last condition can be achieved if we have an expanding market 

and the minimum of the demand is increased for each subsequent year (e.g., minn∈T t

PN
j�1 dn, j � d̃(1 + 2(t � 1))

with d̃ being the nominal demand in the first stage). We test different demand patterns in Section 5.2. Detailed 
proofs of Propositions 3 and 4, Theorem 4, and Corollary 2 are given in Online Appendix B.

One can also tailor Algorithm 1 to solve the risk-averse two-stage Model (9) by modifying step 4 to use the ana
lytical solutions of SP-RTS(yk

n, uk
n) as we discuss in Proposition 2. We omit the details in the interest of brevity.

5. Computational Results
We test the risk-averse two-stage and multistage models on two types of networks: a randomly generated grid net
work in which we vary the parameter settings extensively and a real-world network based on the U.S. map with 49 
candidate facilities and 88 customer sites (Daskin 2011). Specifically, we conduct sensitivity analysis and report 
results based on the synthetic data to illustrate the tightness of the analytical bounds and the efficacy and efficiency 
of the proposed approximation algorithms in Section 5.1. We also conduct a case study on EV charging station 
capacity planning based on the U.S. map to display the solution patterns under different settings of uncertainties in 
Section 5.2. We use Gurobi 10.0.0 coded in Python 3.11.0 for solving all mixed-integer programming models, and 
the computational time limit is set to one hour. Our numerical tests are conducted on a Macbook Pro with 8 GB 
RAM and an Apple M1 Pro chip. The source code and data files can be found in Yu and Shen (2024).

5.1. Result Analysis on Synthetic Data
We first introduce the experimental design and setup in Section 5.1.1 and report sensitivity analysis results in 
Section 5.1.2. Then, we examine the tightness of the analytical bounds in Section 5.1.3 and the performance of the 
approximation algorithms in Section 5.1.4, respectively. Finally, in Section 5.1.5, we report the computational 
time for solving the two risk-averse models.

5.1.1. Experimental Design and Setup. We randomly sample M potential facilities and N customer sites on a 
100 × 100 grid, and in the default setting, we have the number of stages (T) being 3, the number of facilities (M) 
being 5, the number of customer sites (N) being 10, and the number of branches in each nonleaf node (C) being 2. 
The risk attitude parameters are set to λt � 0:5, αt � 0:95, ∀t � 2, : : : , T at default. The operational costs between 
facilities and customer sites are calculated by their Manhattan distances times the unit travel cost. We set the per 
stage maintenance costs fti � 6 × 104, and all the facilities have the same unit capacity hti � h � 103 for all 
t � 1, : : : , T, i � 1, : : : , M. For each customer site j � 1, : : : , N and stage t � 1, : : : , T, we uniformly sample the 
demand mean from U(1000(2t � 1), 5000(2t � 1)) and then multiply each mean by a fixed number (σ � 0:8 at 
default) to generate its demand standard deviation. Lastly, we sample demand data following a truncated nor
mal distribution with the generated mean and standard deviation, whereas negative demand values are deleted. 
We consider two types of scenario trees: 
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• Stagewise dependent (SD): at every stage t � 1, : : : , T � 1, every node n ∈ T t is associated with a different set of 
children nodes C(n), that is, C(n) ≠ C(m), ∀n, m ∈ T t.

• Stagewise independent (SI): at every stage t � 1, : : : , T � 1, every node n ∈ T t is associated with an identical set 
of children nodes C(n), that is, C(n) � C(m), ∀n, m ∈ T t.

Here, SD represents the most general case in which in each stage t, we have at most Ct different realizations of 
the uncertainty dt. On the other hand, SI assumes that the stochastic process (d1, d2, : : : , dT) is stagewise indepen
dent, and thus, we have at most C different realizations of the uncertainty in each stage t.

5.1.2. Sensitivity Analysis on VMS. To compare the two-stage and multistage models, we define the relative 
value of risk-averse multistage stochastic programming as RVMS �

zTS
R �zMS

R
zTS

R 
and a lower bound on the RVMS as 

RVMSLB �
VMSLB

R
zTS

R 
using VMSLB

R computed by Equation (12). To illustrate what types of demand scenarios make 
the multistage model more valuable, we compare the above two types of scenario trees to evaluate RVMS, 
namely, SD-RVMS, and SI-RVMS, respectively. We first vary the number of branches C from 2 to 5, the number 
of stages T from 3 to 6, the risk attitude λ from 0 to 1, and the standard deviation σ from 0.2 to 0.8 to see how 
RVMS changes with respect to different parameter settings.

The corresponding results are presented in Figure 4, in which we plot the mean of RVMS over 100 indepen
dently generated instances, and RVMSLB is represented by the lower end of the error bars.

From the figure, when we increase the demand variability, such as the number of branches, the number of 
stages, and the standard deviation, RVMS values with stagewise-dependent scenario trees increase drastically 
(see Figure 4(a), (b), and (d)). A higher RVMS indicates that the multistage model is much more valuable than 
the two-stage counterpart. Comparing different types of scenario trees, SD scenario trees always gain much 
higher RVMS than the stagewise-independent ones, and adding more stages makes no significant changes in 
SI-RVMS as can be seen in Figure 4(b). This is because, in SI scenario trees, the number of realizations in each 
stage does not depend on the number of stages, and having a deeper scenario tree would not necessarily increase 
the demand variability. Following these observations, if the stochastic capacity planning problem has a large 
number of branches, stages, or high standard deviation with a stagewise-dependent scenario tree, then it is 
worth solving a multistage model because the gap between a two-stage formulation and a multistage formula
tion is very high. Notably, from Figure 4(c), RVMS decreases approximately linearly with respect to the risk 

Figure 4. Statistics of RVMS over 100 Instances with Different Numbers of Branches C, Stages T, Risk Attitudes λ, and Demand 
Standard Deviations σ 

(a) (b)

(c) (d)

Notes. (a) Different numbers of branches C. (b) Different numbers of stages T. (c) Different risk attitudes λ. (d) Different standard deviations σ.

Yu and Shen: On the Value of Risk-Averse Multistage Stochastic Capacity Planning 
INFORMS Journal on Computing, Articles in Advance, pp. 1–20, © 2024 INFORMS 13 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.o

rg
 b

y 
[3

5.
3.

15
6.

24
2]

 o
n 

28
 M

ar
ch

 2
02

5,
 a

t 0
8:

57
 . 

Fo
r p

er
so

na
l u

se
 o

nl
y,

 a
ll 

rig
ht

s r
es

er
ve

d.
 



attitude parameter λ, suggesting that, as we become more risk averse, the performances of the two models tend 
to be closer. This can be understood from the following facts: (i) a two-stage model restricts all capacity- 
expansion decisions to be identical in the same stage, and (ii) a risk-averse multistage model aims to reduce the 
upper tail of the cost distribution in each stage. As a result, the risk-averse multistage model tends to reduce the 
dispersion of capacity expansion decisions in each stage as we become more risk averse, which has similar effects 
to two-stage models. Because of this, if a decision maker is extremely risk averse (e.g., λ ≈ 1), given the small 
gaps between the two models, we suggest solving a risk-averse two-stage model without bearing the additional 
computational effort. Moreover, the RVMSLB obtained by all instances are pretty close to the true RVMS, and 
stagewise-independent scenario trees obtain tighter lower bounds than stagewise-dependent ones. We take a 
closer look at these lower bounds in Section 5.1.3.

Following the flowchart in Figure 3 and setting δ1 � 10%, δ2 � 30%, we have the following three cases: case (i) 
RVMSLB > 10%; case (ii) RVMSLB ≤ 10% and RVMSUB < 30%; and case (iii) RVMSLB ≤ 10% and RVMSUB ≥ 30%. 
We record the number of instances in each case with SD scenario trees and varying numbers of branches and 
stages in Tables 1 and 2. From these tables, in most of the instances, we have either case (i) or case (ii). As we 
increase the number of branches or stages, most cases shift to case (i) from case (ii), which indicates a higher 
need for solving multistage models. We also present the results when we set δ1 � 5%, δ2 � 20%, and change other 
parameters in Online Appendix D.

5.1.3. Tightness of the Analytical Bounds on the Synthetic Data Set. To examine the tightness of the analytical 
bounds derived in Theorems 1 and 2 and Corollary 1, we define the relative gaps of the analytical bounds as 
RGAPLB � RVMS � RVMSLB, RGAPLB1 � RVMS � RVMSLB1, RGAPUB � RVMSUB � RVMS, respectively. A lower 
RGAP means that the analytical bound recovers the true VMS better. Using the default setting and the two sce
nario trees defined in Section 5.1.1, we plot the histograms of RGAPLB, RGAPLB1, RGAPUB over 100 indepen
dently generated instances in Figure 5. From the figure, RGAPLB with SI scenario trees obtains the lowest RGAP 
mean (0.62%), and in most instances, RGAPLB is within 1%. Stagewise-dependent scenario trees obtain a slightly 
higher mean of RGAPLB. This is because RVMS in stagewise-dependent scenario trees is much higher than the 
stagewise-independent counterparts (see Figure 4), and as a result, the optimal solutions of the two-stage models 
are farther away from the optimal ones of the multistage models. As can be seen from the proof of Theorem 1, the 
tightness of the lower bounds depends on the gap between these two optimal solutions. On the other hand, 
VMSLB1

R produces a slightly higher RGAP with a mean of 1.98% in the SD scenario trees and 1.76% in the SI sce
nario trees. Compared with the tightness of lower bounds, VMSUB

R is much looser with an RGAP mean of 13.57% 
in SD scenario trees and 9.82% in SI scenario trees.

5.1.4. Performance of the Approximation Algorithm on the Synthetic Data Set. Next, we vary the number of 
branches C from 2 to 5, number of stages T from 3 to 6, number of facilities M from 5 to 20, and number of cus
tomer sites N from 10 to 40 to see how the empirical approximation ratio changes with respect to different 

Table 1. Percentage of Instances in Different Cases with SD Scenario Trees and 
Varying Numbers of Branches C When δ1 � 10%, δ2 � 30%

Branches C Case (i) Case (ii) Case (iii)

2 20/100 73/100 7/100
3 56/100 25/100 19/100
4 69/100 8/100 23/100
5 79/100 2/100 19/100

Table 2. Percentage of Instances in Different Cases with SD Scenario Trees and 
Varying Numbers of Stages T When δ1 � 10%, δ2 � 30%

Stages T Case (i) Case (ii) Case (iii)

3 20/100 73/100 7/100
4 40/100 35/100 25/100
5 85/100 5/100 10/100
6 95/100 0/100 5/100
7 98/100 0/100 2/100
8 100/100 0/100 0/100
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Figure 5. Tightness of Analytical Bounds with SD and SI Scenario Trees 

Notes. (a) RGAPLB with SD trees. (b) RGAPLB1 with SD trees. (c) RGAPUB with SD trees. (d) RGAPLB with SI trees. (e) RGAPLB1 with SI trees. 
(f) RGAPUB with SI trees.

Figure 6. Statistics of the Approximation Ratios over 100 Instances with Different Numbers of Branches C, Stages T, Risk Atti
tudes λ, Demand Standard Deviations σ, Facilities M, and Customer Sites N 

(a) (b)

(c) (d)

Notes. (a) Different numbers of branches. (b) Different numbers of stages. (c) Different numbers of facilities. (d) Different numbers of customer 
sites.
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parameter settings. The results are presented in Figure 6, in which we plot the mean of empirical approximation 
ratios (i.e., z

MS
R (xH

n ,ηH
n ,yH

n ,uH
n )

zMS
R (x∗

n,η∗
n,y∗

n,u∗
n)

) over 100 independently generated instances.
From the figure, the approximation ratios decrease gradually when we increase the number of branches C and 

the number of stages T (see Figure 6(a) and (b)). Moreover, from Figure 6(c) and (d), the approximation ratios are 
clearly positively related to the number of facilities M and negatively impacted by the number of customer sites N, 
which is because increasing N would increase the total demand and the number of units of resources needed in the 
first stage (Mmin) and our approximation ratio has an upper bound 1 +

M
PT

t�1
ft,max

Mmin
PT

t�1
ft,min+

PT
t�1

ct,minminn∈T t {
PN

j�1
dn, j}

. In all of 

these instances, the approximation algorithm achieves an approximation ratio of at most 1.03.

5.1.5. Computational Time Comparison. We end this section by comparing the computational time of two-stage 
and multistage models solved via Gurobi and multistage models solved by our AAs (Algorithm 1). We also use 
the Python package (Ding et al. 2019) to solve the multistage model via SDDiP algorithm (Zou et al. 2019) and 
terminate the algorithm after 10 iterations when the objective values become stable. Because the SDDiP algorithm 
assumes that the underlying stochastic process is stagewise independent, we only consider SI scenario trees 
when evaluating their performance in this section. We note that our approximation algorithms can be also 
applied to solve SD scenario trees, and we present the computational time comparison between our approxima
tion algorithm and directly solving the problem using Gurobi 10.0.0 under SD scenario trees in Online Appendix 
D. We fix the risk parameters λ � 0:5, α � 0:95 and the standard deviation σ � 0:8, varying the number of 
branches C from 2 to 5 in Table 3, number of stages T from 3 to 6 in Table 4, respectively. The percentages shown 
in parenthesis are the optimality gaps produced by Gurobi within the one-hour time limit. We also display the 
gaps of the optimal objective value between our approximation algorithm/SDDiP and Gurobi in the column 
“Gap.” Note that we solve step 5 for all node n ∈ T as a whole in Algorithm 1, and one may further speed up the 
approximation algorithms by utilizing parallel computing techniques. From the tables, we observe that the 
approximation algorithms scale very well with respect to the problem size, whereas Gurobi cannot solve larger 
scale risk-averse multistage models to optimality within the one-hour time limit. Compared with multistage 
models, two-stage models are less computationally expensive and, therefore, can be preferred over multistage 
models when their objective gaps are relatively small. Whereas our approximation algorithms provide an upper 
bound on the multistage model by producing a feasible solution, the SDDiP algorithm returns a lower bound on 
the multistage model by constructing under-approximations of the value functions. As the problem size 
increases, the SDDiP algorithm fails to produce a high-quality lower bound within several hours (with the high
est gap being 17:02%), whereas our approximation algorithms can always find a high-quality upper bound 
within several seconds (with all the gaps below 2%).

Table 3. Computational Time Comparison with SI Scenario Trees and Different Numbers of Branches C

C

zTS
R via Gurobi zMS

R via Gurobi zMS
R via AA zMS

R via SDDiP

Time (s) Obj. ($) Time (s) Obj. ($) Time (s) Obj. ($) Gap Time (s) Obj. ($) Gap

2 1.46 13,482K 3.97 13,330K 0.13 13,592K 1.97% 90.06 13,270K �0.45%
3 6.40 21,714K 3,600 (0.02%) 20,137K 0.31 20,474K 1.67% 679.13 20,098K �0.19%
4 3.55 24,363K 3,600 (0.11%) 22,322K 0.43 22,712K 1.75% 2,102.27 22,272K �0.22%
5 10.01 24,142K 3,600 (0.19%) 22,520K 0.66 22,907K 1.72% 3,430.90 22,467K �0.24%

Note. Bold values are the smallest values for the computational time.

Table 4. Computational Time Comparison with SI Scenario Trees and Different Numbers of Stages T

T

zTS
R via Gurobi zMS

R via Gurobi zMS
R via AA zMS

R via SDDiP

Time (s) Obj. ($) Time (s) Obj. ($) Time (s) Obj. ($) Gap Time (s) Obj. ($) Gap

3 1.46 13,482K 3.97 13,330K 0.13 13,592K 1.97% 90.06 13,270K �0.45%
4 8.49 26,484K 3,600 (0.18%) 26,212K 0.67 26,568K 1.36% 847.48 26,101K �0.42%
5 3,600 (0.05%) 44,003K 3,600 (0.14%) 43,205K 1.07 43,623K 0.97% 1,028.06 43,063K �0.33%
6 83.80 63,440K 3,600 (0.17%) 62,624K 6.97 63,177K 0.88% 1,108.69 62,467K �0.25%
7 640.56 138,372K 3,600 (0.13%) 112,508K 5.80 113,207K 0.62% 5,556.12 93,360K �17.02%
8 3,600 (0.01%) 201,522K 3,600 (0.14%) 150,002K 14.64 150,718K 0.48% 13,859.29 125,095K �16.60%

Note. Bold values are the smallest values for the computational time.
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5.2. Case Study on Real-World EV Charging Station Capacity Planning
5.2.1. Experimental Design and Setup. We consider the 49-node and 88-node data sets described in Daskin 
(2011) with M � 49, N � 88, T � 5, C � 2, where each stage is one year. The maintenance cost for each charger is 
set to $100 per year (EV Connect 2022). The capacity of each charger hti is set to 6 × 360, assuming that each char
ger can charge six EVs from empty per day (U.S. Department of Transportation 2022). The resource allocation 
costs are set equal to the great-circle distance times the travel cost per mile per unit of demand, that is, 
cij � dist(i, j) ∗ 0:00001. We then collect the population data in each city and multiply them by 6% times 120 days, 
assuming that 6% of the population currently own EVs (Smith 2022) and charge their EVs every three days 
(BloombergNEF 2021), which gives nominal demand d̃ in each customer site in the beginning year of the plan
ning horizon. We consider four demand patterns (described in column “Pattern” in Table 5), all of which follow 
truncated normal distributions. In patterns III and IV, the nominal demand d̃ is increased with a rate of 200% for 
each subsequent year, which reaches 6% × (1 + 2 × 4) � 54% of EV market share by the end of the fifth year, 
matching President Biden’s goal of having 50% of all new vehicle sales be electric (The White House 2023); in pat
terns II and IV, the standard deviation is increased with the same rate.

5.2.2. Result Comparison with Different Demand Patterns. With the baseline setting C � 2, σ � 0:8, λt � 0:5, 
αt � 0:95, and SD scenario trees, we present the optimal solutions and cost breakdown of two-stage and multi
stage models under different demand patterns in Table 6. We use Gurobi to solve the risk-averse TS and MS 
models directly, and we compare these two models with the multistage models solved via AA. Columns “ |x1 | ,” 
“ |x2 | ,” “ |x3 | ,” “ |x4 | ,” and “ |x5 |” display the average number of chargers installed in each stage across all scenar
ios. Columns “Maintenance ($)” and “Operational ($)” show the maintenance and operational cost without con
sidering the risk parameters, and column “Obj. ($)” presents the overall risk-averse optimal objective values, in 
which we mark the lowest ones among the three models in bold. The last column “RVMS/AR” shows the rela
tive VMS or the approximation ratios. Comparing the three models, multistage models solved by Gurobi always 
achieve the least maintenance cost because they have more flexibility in deciding the capacity expansion plans. 
In terms of operational cost, the multistage models solved by approximation algorithms always achieve the mini
mum among the three. In all of the cases, our approximation algorithm aligns with the optimal solutions and 
objective values of the multistage models very well and achieves an approximation ratio of at most 1.00004.

We also find that the demand patterns with increasing standard deviation always obtain higher RVMSR com
pared with the ones with constant standard deviation, which agrees with our findings in Section 5.1.2. In pattern 
I, most chargers are invested in the first stage because the demand mean is constant and we do not need to build 
many more chargers in later stages. Under this setting, we achieve an RVMS of 5.19%. In patterns III and IV in 

Table 5. Demand Patterns

Pattern Distribution at stage t

I. Constant mean, constant standard deviation N (d̃, d̃ · σ)

II. Constant mean, increasing standard deviation N (d̃, d̃ · (σ+ 2(t � 1)))

III. Increasing mean, constant standard deviation N (d̃ · (1 + 2(t � 1)), d̃ · σ)

IV. Increasing mean, increasing standard deviation N (d̃ · (1 + 2(t � 1)), d̃ · (σ+ 2(t � 1)))

Table 6. Optimal Solutions and Costs of Two-Stage and Multistage Models Under Different Demand Patterns

Pattern Model |x1 | |x2 | |x3 | |x4 | |x5 | Maintenance ($) Operational ($) Obj. ($) Time (s) RVMS/AR

I TS 149,502 33,681 3,845 16,686 20,869 $94,801K $2,368K $97,336K 8.90 5.19%
MS 149,489 29,303 961 7,018 6,509 $88,808K $2,492K $92,284K 8.94
AA 149,489 29,315 962 7,018 6,509 $88,813K $2,491K $92,288K 58.72 1.00004

II TS 149,523 261,128 265,695 389,223 488,955 $385,661K $9,891K $396,742K 8.68 14.82%
MS 149,469 253,004 199,195 279,369 266,388 $318,207K $9,062K $337,928K 57.36
AA 149,494 252,997 199,198 279,371 266,388 $318,218K $9,062K $337,939K 56.65 1.00003

III TS 149,531 399,975 385,524 490,802 595,216 $508,095K $12,256K $521,440K 8.81 12.02%
MS 149,469 386,866 305,341 384,100 374,120 $435,315K $11,303K $458,753K 750.35
AA 149,495 386,858 305,345 384,101 374,120 $435,326K $11,303K $458,763K 59.20 1.00002

IV TS 149,528 1,082,360 2,149,745 4,075,429 6,453,154 $2,613,033K $62,620K $2,683,077K 9.00 18.61%
MS 149,470 1,057,952 1,800,916 3,158,538 3,797,729 $2,049,671K $55,468K $2,183,774K 67.52
AA 149,495 1,057,946 1,800,916 3,158,537 3,797,730 $2,049,681K $55,467K $2,183,784K 56.94 1.000005
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which the demand mean is increased at a rate of 200%, more chargers are installed in later stages, and the RVMS 
increases to 12:02% and 18.61%, respectively. Note that this gap can be further increased with more branches C 
and higher standard deviations σ.

5.2.3. Effect of the Risk Parameter. Finally, we discuss the effect of the risk attitude on the optimal solutions. We 
display the optimal objective values of two-stage and multistage models with varying risk attitude λ in Figure 
7(a) and the 95% percentile and mean of the stagewise cost in multistage models with varying risk attitude λ in 
Figure 7(b). From Figure 7(a), the optimal objective values of both two-stage and multistage models increase as 
we become more risk averse, agreeing with our results in Proposition 1. Moreover, the gap between the two 
models reduces as we increase λ as shown in Section 5.1.2, Figure 4(c). From Figure 7(b), when we increase λ, 
the mean of the stagewise cost increases, whereas the 95% percentile decreases in most cases, representing a 
switch from a risk-neutral to risk-averse attitude.

6. Conclusion
We consider a general class of multiperiod capacity planning problems under uncertain demand in each period. 
We compare a multistage stochastic programming model in which the capacities of facilities can be determined 
dynamically throughout the uncertainty realization process with a two-stage model in which decision makers 
have to fix capacity acquisition at the beginning of the planning horizon. Using ECRMs, we bound the gaps 
between the optimal objective values of risk-averse two-stage and multistage models from below and above and 
provide an example to show that one of the lower bounds is tight. We also propose an approximation algorithm 
to solve the risk-averse multistage models more efficiently, which is asymptotically optimal in an expanding 
market. Our numerical tests indicate that the RVMS increases as the uncertainty variability increases and 
decreases as the decision maker becomes more risk averse. Moreover, stagewise-dependent scenario trees attain 
higher RVMS than the stagewise-independent counterparts. On the other hand, the analytical lower bounds can 
recover the true gaps very well. Moreover, the approximation ratios are pretty close to one in the case study 
based on a real-world network.

There are several interesting directions to investigate for future research. The risk measure we use in this paper 
is the ECRM, of which the risk is measured separately for each stage. There are other risk measure choices that 
can be applied here, such as the nested risk measures. More research can be done to explore the relationship 
between these two models under different choices of risk measures. Moreover, this paper assumes that the 
uncertainty has a known distribution, whereas it is more realistic to assume that the probability distribution of 
the uncertainty belongs to an ambiguity set. Therefore, a distributionally robust optimization framework can be 
considered for two-stage and multistage capacity planning problems. As a middle ground between two-stage 
and multistage decision frameworks, Basciftci et al. (2019) study an adaptive two-stage stochastic programming 
framework, in which each component of the decision policy has its own revision point, before which the deci
sions are determined until this revision point, and after which they are revised for adjusting to the uncertainty. 
They analyze this approach on a capacity expansion planning problem and derive bounds on the value of the 
proposed adaptive two-stage stochastic programming. Similarly, we can obtain a relaxation of the multistage 

Figure 7. Optimal Objective Value and Stagewise Cost Comparison Between Two-Stage and Multistage Models with Varying 
Risk Attitude λ 

(a) (b)

Notes. (a) Optimal objective values in two models. (b) Stagewise cost in multistage models.
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stochastic program by ignoring the nonanticipativity constraints at some nonroot stages, and such a relaxation 
provides a lower bound to the multistage model. In this paper, we focus on the comparison between risk-averse 
two-stage and multistage stochastic programs and leave the exploration of general adaptive stochastic programs 
as future research.
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