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1. Introduction

Given graphs H and G and positive integer q, an (H, q)-coloring of G is an edge-coloring in which each copy of H receives
at least g colors. We denote by f(G, H, q) the minimum number of colors required for an (H, q)-coloring of G. When G = Kj
and H = K, we use the notation f(n, p,q). Note that determining f(n, p,2) for all n, p is equivalent to determining the
classical multicolor Ramsey numbers. Introduced by Erdds and Shelah [15,16], these numbers were further explored by
Erdés and Gyarfas [17] in the case where G and H are complete graphs and by Axenovich, Fiiredi, and Mubayi [3] in
the case where G and H are complete bipartite graphs. Since then, the problem has been studied by many researchers,
including [2,4,5,9-12,18,23-27].

Among other results, Erdés and Gyarfas used a probabilistic argument to give a general upper bound on f(n,p,q),
showing

p—2
f(n.p.9y=0 (n (3)‘”‘>-

Using a randomized coloring process and the differential equation method, Bennett, Dudek, and English [7] later improved
this bound by a logarithmic factor for values of q and p with q < (p% — 26p + 55)/4. Recently, Bennett, Delcourt, Li, and
Postle [6] extended this result to all values of p and q except at the values g = (}) — p+2 and g = (}) — | £ | + 2, where
the local lemma bound of Erdés and Gyarfas is known to be tight. They showed that for an n-vertex graph G,

1
an(H)l—Z) [ECH)—q+1
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f(G.H,p)=0 (
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Moreover, they generalized this result to give an analogous upper bound for list colorings and for hypergraphs of higher
uniformity.

The proof in [6] uses a new method introduced independently by Delcourt and Postle [13] and by Glock, Joos, Kim,
Kiihn, and Lichev [19] for finding “forbidden submatchings” or “conflict-free hypergraph matchings.” This method has been
applied to a wide variety of problems; see for example [8,13,14,19,20]. In particular, Joos and Mubayi [21] recently used
this method to show that

fn,4,5) = gn +o(n).

This result had previously been obtained by Bennett, Cushman, Dudek, and Pratat [5] using a randomized coloring process
involving the differential equation method, and answers a question of Erdds and Gyarfas [17]. They also used similar meth-
ods to prove new upper bounds showing that f(Kpn,Cs,3) = %n +o(n) and f(Ky, C4,3) = %n + o(n). In this paper, we
adapt their technique to improve the upper bound of f(n,5,8) = O (n) given by Erdés and Gyarfas [17].

Theorem 1. We have f(n,5,8) <n+o(n).

To prove this theorem, we construct a coloring of K; in two stages. In the first stage, we define hypergraphs 7 and C for
which a C-free matching in # corresponds to a partial edge-coloring of K, with n colors in which each color class consists
of vertex-disjoint copies of edges and paths of length 2. In the second stage, we randomly color the remaining edges with
a set of o(n) colors and show that each copy of Ks in the resulting coloring of K, receives at least 8 distinct colors.

The new ingredient in our proof, which makes it different than the proof in [21], is that for every vertex x € V (K) and
color i, we create two copies x; and x; of x, and only one of them will be included in the vertices of our hypergraph #,
where ; is included with probability p and x; with probability 1 — p for some fixed constant p. If x; is included in V (#),
then x will not be allowed to have an incident edge colored i, and therefore x will be an isolated vertex in the color class i.

In addition, we obtain an improved lower bound on f(n, 5, 8). Previously the best known bound was f(n, 5, 8) > %(n— 1)
given by Erdoés and Gyarfas [17].

Theorem 2. We have f(n,5,8) > 2(n —1).

In Section 2, we prove this lower bound. In Section 3, we introduce the main tool for our upper bound, namely, the
conflict-free hypergraph matching method. Finally, in Section 4, we use this technique to improve the upper bound on

f(n,5,8).
2. Lower bound

In this section we prove Theorem 2. Consider an arbitrary edge-coloring of K, using m colors in which every copy of K5
receives at least 8 colors. Note that each maximal component in any color class can have at most 3 edges, so it must be
one of K3, P3, P4, K13, or K3. Define

A = the set of maximal monochromatic components isomorphic to K>,
B = the set of maximal monochromatic components isomorphic to P,
C = the set of maximal monochromatic components isomorphic to P4,
D = the set of maximal monochromatic components isomorphic to K1 3,

E = the set of maximal monochromatic components isomorphic to K3.

Next, we partition B into two sets as follows:

Bi={XeB:|[V(X)NV(Y)|<1forallY € B—{X}}
B, ={XeB:|V(X)NV(Y)|>2forsomeY € B — {X}}

By definition, we have B, = B — Bj.

Observe that if there is a copy X of K3 in color i, then there can be no other edges of color i, and moreover, the edges
between V (X) and V(K;,) — V(X) are all of distinct colors. Therefore, if there is a monochromatic copy of K3, then there
are at least 3(n —3) + 1 colors.

So, we may assume there is no monochromatic triangle in this coloring. Thus, we have

n
<2>=|A|+2|B|+3|C|+3|D|. (1)
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Lemma 3. We have

1
|Al = [B1] + S [Ba| + 2[C| + 3| DI. (2)

Proof. For a graph H, let L(H) be the set of vertex pairs of H not forming an edge in H. Note that for any X e CUD, L(X)
must contain three elements from A (of three different colors), since otherwise we get a copy of K5 with less than 8 colors.
For the same reason, for any X € D and Y € BUCU D, then X, Y share at most one vertex, and therefore L(X) N L(Y) = 4.

Suppose X = x1x3Xx3X4 is an element of C. We claim that for any Y e BUCU D, (L(X) — x1x4) N L(Y) = ¢. Indeed, if not,
then one of the paths x1x2x3 or xyx3x4 shares two vertices with Y, which results in a K5 seeing less than 8 colors.

Observe that for any X € By, L(X) must contain an element from A, since otherwise we get a K5 with less than 8 colors.
Note also that for any X,Y € By, L(X UY) must be two elements from A.

Now let X,Y € B, share two vertices. (Hence X U Y contains four vertices.) Then there is no Z € By such that Z
shares two vertices with either X or Y, since otherwise we get a Ks with less than 8 colors. That is, for any X € B,
there is a unique Y € B, such that X and Y share two vertices. Therefore, the components in B, come in pairs
X1,Y1),..., (Xle\/Z: Y\le/Z)v where |V (X;) NV (Y;)| =2 for all 1 <i <|Bjy|/2. Further, for i # j, |V (Z;) N V(Zj)\ <1, where
Zie (X, Yi}, Zj e {Xj, Y}

Next, observe that for any pair (Xj, Y;), one of the maximal components isomorphic to K, must be in L(X;j) or L(Y;).
Denote this edge by e;. We claim that e; ¢ L(X; UY;) for all j#i. Suppose there exists some 1 <1, j <|B2|/2 such that
ej € L(X; U Y;). Then, since |V(X;UY;)| =4 and e; € L(Xj UYj), X; shares two vertices with X; UY;. Therefore, |V (X; U
XjUY;)| =5 and there are three maximal monochromatic components isomorphic to P3 in the induced graph on these five
vertices, creating a copy of K5 with less than 8 colors, a contradiction.

We conclude the following:

we can associate 3 edges in A to every X € D, namely the edges in L(X),

we can associate 2 edges in A to every X = x1x2x3x4 € C, namely the edges in L(X) — {x1x4},
we can associate 1 edge in A to every X € By, namely the edge in L(X),

we can associate 1 edge to every pair (Xj, Y;) € B2, namely the edge e;.

Thus, we get

1
|Al = [B1] + S [Ba| + 2|C| + 3| DI,

proving the lemma. O

Lemma 4. We have
n
mn—2(2>z|D|—|B1|. (3)

Proof. We count the number of pairs (v, i) such that a vertex v is incident to an edge of color i, in two different ways.
First, the number of such pairs is

2|A| + 3|B| +4|C| +4|D| = 2|A| + 3(|B1| + |B2|) +4|C| +4|D|.

For a fixed vertex v € V (Kp), define

D3 ={XeD:dx(v)=3}and C2 ={X € C:dx(v) =2}.

Observe that Y,y k) Dyl =IDl and Y,y [Co =2[C].

Note that for any X € D‘3,, the set of colors S(X) appearing on the edges of L(X) cannot appear on any edge incident
to v. Also, for any Y = y1vy,y3 € C%, the color in S(Y) appearing on the edge y;y, does not appear on any edge incident
to v. Moreover, for any pair X € D?, and Y € Cﬁ, we have S(X) N S(Y) =@ since otherwise, this would lead to a K5 seeing
fewer than 8 colors. Finally, for any pair (X; = x1x2x3, Yi = y1y2¥3) in By, the color appearing on L(X) does not appear on
any edge incident to x; and the color appearing on L(Y) does not appear on any edge incident to y,. Furthermore, the color
appearing on L(X) is not a color in S(X’) for X' € D)3(2 since this would lead to a K5 seeing fewer than 8 colors. Similarly, for
X' =2z1X02324 € sz, we get the same contradiction if the color appearing on L(X) is the color which appears on z;z3. The
same argument holds for the color on L(Y). Therefore, for a fixed vertex v, each color not appearing at v is counted exactly
once in our above arguments. Otherwise, this would result in a K5 seeing fewer than 8 colors. All together, this implies that
the number of pairs (v, i) such that a vertex v is incident to an edge of color i is at most ZveV(Kn)(m —3|D3| — |C5|) —|Ba].

3
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Thus we obtain,
2|A|+3(|B1| + |B2)) +4IC| +4ID| < Y (m—3|D}| —|C3]) — |Bal
veV (Kp)
=mn —3|D| —2|C| — |B3|.

By rearranging and applying (1), we get mn — 2(3) > |D| — |B1] as desired. O

Lemma 5. We have

n
mn—2<2>Z—2|A|+2|B1|—4|Bz|—6|C|—2|D|. (4)

Proof. By averaging, there exists a vertex v that is adjacent to at least 3|B1|/n elements from B;. For each X € B; with X
incident to v, we get two colors (one from X and one from L(X)). Neither of these colors can be the same as two colors
coming from some other Y € By with Y incident to v. Also, we get four colors for each X € D‘3, (one from X and three from
the edges of L(X)). Further, none of these colors can be the same as any color coming from some other Y € D‘3, nor can
they be the same as any color coming from Y € B; with Y incident to v. Therefore, m > 4|D3| 4 2@. Summing over all
vertices, we get

mn > 4|D| + 6|B1].
Combining with (1), this shows mn — 2(5) > —2|A| + 2|B1| —4|B2| — 6/C| —2|D|. O

Now, setting P =mn — 2(;) and combining equations (1), (2), (3), (4), we get the following linear program:

min P

st. (g)=|A|+2(|31|+|le)+3(|C|+|D|)

|Al = [B1] + %|32|+2|C|+3|D|

P =|D| —B1|

P> —2|A| +2|B1| — 4|B2| — 6|C| — 2|D|
A,B1,B,C,D,PeZ
A,B1,B3,C,D>0

Solving this linear program, we obtain mn —2(5) = P > —2(5), and thus we have m > &(n — 1), as needed. O
3. Conflict-free hypergraph matching method

In order to prove our upper bound on f(n,5, 8), we will use the version stated in [21] of the conflict-free hypergraph
matching theorem from [19].

Given a hypergraph H and a vertex v € V(H), its degree degy (v) is the number of edges in # containing v. The
maximum degree and minimum degree of H are denoted by A(#) and §(#), respectively. For j > 2, A;(H) denotes the
maximum number of edges in 7 which contain a particular set of j vertices, over all such sets.

In addition, for a (not necessarily uniform) hypergraph C and an integer k, let C¥) be the set of edges in C of size k. For
a vertex u € V(C), let C, denote the hypergraph {C\{u}|C € E(C),u € C}.

Given a hypergraph H, a hypergraph C is a conflict system for H if V(C) = E(H). A set of edges E C ‘H is C-free if E
contains no subset C € C. Given integers d > 1, £ >3, and ¢ € (0, 1), we say C is (d, £, €)-bounded if C satisfies the following
conditions:

(C1)3<|C|<¢tforall CeC;
(€2) ACY) <edi 1 forall 3<j<¢;
(@3) ApCYVy<d/ T forall3<j<tand2<j <j—1.

Finally, given a (d, ¢, €)-bounded conflict system C for a hypergraph H, we will define a type of weight function which
can be used to guarantee that the almost-perfect matching given by Theorem 6 below satisfies certain ?ﬂuasirandom proper-
ties. We say a function w : (7;‘) — [0, €] for j e N is a test function for H if w(E) =0 whenever E € (J) is not a matching,

and we say w is j-uniform. For a function w: A — R and a finite set X C A, let w(X) :=>_, .y w(x). If w is a j-uniform

4
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test function, then for each E C H, let w(E) = w((?)). Given j,d e N, ¢ > 0, and a conflict system C for hypergraph #, we
say a j-uniform test function w for H is (d, €, C)-trackable if w satisfies the following conditions:

(W1) w(H) > di*e; ,

(W2) w((E e (%) :E2E') < w(H)/d/+* for all ' e [j—1] and E' e (%);

(W3) 1)) N (€)Y <d/~¢ for all e, f € H with w({E € () :e, f € E}) >0 and all j' e [¢—1];
(W4) w(E)=0 forall E € (7]") that are not C-free.

Theorem 6 ([19], Theorem 3.3). For all k, £ > 2, there exists €9 > 0 such that for all ¢ € (0, &o), there exists dy such that the following
holds for alld > dy. Suppose H is a k-regular hypergraph onn < exp(d83) verticeswith (1—d=¢)d <§(H) < A(H) <dand Ay (H) <
d'=¢. Suppose C is a (d, ¢, &)-bounded conflict system for H, and suppose W is a set of (d, €, C)-trackable test functions for H
of uniformity at most £ with |[W| < exp(d€3). Then, there exists a C-free matching M C H of size at least (1 — d‘ga)n/k with
WM) = (1 £d=5)d=Iw(H)) for all j-uniform w e W.

We will say that a hypergraph H with (1 —d~%)d <8(H) < A(H) <d is almost d-regular.

In addition, we will use the Lovasz Local Lemma [1]. For a set of events £ and a graph G on vertex set £, we say that G
is a dependency graph for £ if each event E € £ is mutually independent from the family of events which are not adjacent
to E in G.

Lemma 7 (Lovdsz Local Lemma). Let £ be a finite set of events in a probability space ® and let G be a dependency graph for £. Let
N(E) denote the neighborhood of E in G for each E € £. Suppose there is an assignment x : £ — [0, 1) of real numbers to £ such that
forall E € £, we have

P(E) <x(E) [] (—x(E. (5)

E’eN(E)

Then, the probability that none of the events in £ happens is

P (ﬂ E) > [ ] -xE)>o0.

Ee€& Ee&

We will also need the following concentration inequality.

Theorem 8. (McDiarmid’s inequality [22]) Suppose X1, ..., Xm are independent random variables. Suppose X is a real-valued random
variable determined by X1, ..., Xm such that changing the outcome of X; changes X by at most b; for all i € [m]. Then, for all t > 0,
we have
P[|X —E[X]| > ] <2 2
— >t] < exp(— 72)
Zie[m] bi

4. Upper bound

Our coloring process occurs in two stages. The first coloring uses n colors to color a majority of the edges of K;. This
coloring is defined by constructing appropriate hypergraphs 7 and C for which a C-free matching in # corresponds to a
partial coloring of K, which contains no “conflicts” C € C. In particular, this coloring will be a tiling of a subgraph of Kj,
with 2-colored triangles, where no two triangles which intersect in a vertex share a color.

We will say that a copy of Ks is bad if it is colored with at most 7 colors. In the following lemma, we show that
each bad Ks in our partial coloring must contain one of a handful of bad subgraphs, which we refer to as having type
tefa,b,c,d,e, f}.

Lemma 9. Let f : E(K,) — C be an edge-coloring where every color class consists of vertex-disjoint edges and 2-edge paths, and any
two monochromatic 2-edge paths share at most one vertex. In addition, assume any two 2-colored triangles which share a vertex must
have disjoint sets of colors. Then every bad K5 contains one of the following types of bad subgraphs (shown in Fig. 1):

(a) An alternating C4 formed by two monochromatic matchings,

(b) An alternating Cs with one monochromatic matching and a second color on a disjoint edge and path,

(c) The subgraph Q which contains a two-colored triangle and consists of two monochromatic matchings and one monochromatic
path,



E. Gomez-Leos, E. Heath, A. Parker et al. Discrete Mathematics 347 (2024) 114012

l

(a) Alternating C4

m

(f) Three monochromatic matchings

Fig. 1. Bad subgraphs in K; which correspond to edges in the conflict hypergraph C.

(d) A subgraph consisting of one monochromatic matching and two monochromatic paths,
(e) A subgraph consisting of two monochromatic matchings and one monochromatic path, or
(f) A subgraph consisting of three monochromatic matchings.

Proof. Fix a bad copy K of Ks, and suppose it does not contain a type a bad subgraph. (That is, K has no 2-colored copy
of C4.) We will show that K must contain one of the other five types of bad subgraphs.

In order for K to receive at most 7 colors on its 10 edges, there must be at least three color repeats. Since every color
class contains vertex-disjoint edges and 2-edge paths, each color can appear at most 3 times on K. Moreover, if a color i € C
appear three times, then it must appear on a 2-edge path and an edge. In this case, any other color repeat must appear on
a monochromatic 2-edge matching, because any two monochromatic 2-edge paths can only intersect in one vertex and any
two triangles which share a vertex have disjoint colors. Therefore, K contains a subgraph of type b.

Thus, we may assume that each color appears at most twice on K. So, K must contain at least three monochromatic
2-edge matchings or paths. Note that since any two monochromatic 2-edge paths can intersect in at most one vertex, any
three such paths would require at least six vertices and hence cannot be contained in K. Therefore, K must contain at least
one monochromatic 2-edge matching and at most two monochromatic 2-edge paths, resulting in one of the bad subgraphs
of type ¢, d, e, or f.

Moreover, it can be easily shown in these cases that K must contain one of the nine subgraphs in Fig. 1. For example,
any bad subgraph of type f must contain three monochromatic 2-edge matchings, say in colors i, £, m. Since there are no
monochromatic 2-edge paths and no alternating C4 in this case, the subgraph with edges of colors i and £ must form an
alternating path Ps. Then there are only two non-isomorphic ways to place the matching of color m without creating an
alternating C4. The other types of bad subgraphs can be checked similarly. O
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We will define a hypergraph H and conflict system C so that the edges of C correspond to bad subgraphs in K. Our key
technical result below, Theorem 10, guarantees that our choices of H and C satisfy the requirements of Theorem 6 needed
to give a C-free matching of H which corresponds to a partial (5, 8)-coloring of Kj.

To color the remaining edges of K;,, we will apply a random coloring using a set of n' =% new colors. Properties (IV) and
(V) of Theorem 10 allow us to use the Lovasz Local Lemma to show that the resulting union of these two colorings is a
(5, 8)-coloring of Kj.

In order to state Theorem 10, we need some additional terminology. Given a partial edge-coloring of K, we say a set
of uncolored edges E’ C E(K;) completes a bad subgraph of type t € {a, b, c,d, e, f} if there is a way to assign colors to E’
which would create a bad subgraph of type t. In particular, we will be interested in the cases where an edge or a 2-edge
matching completes a bad subgraph.

Theorem 10. There exists § > 0 such that for all sufficiently large n in terms of 8, there exists an edge-coloring of a subgraph F C K,
with at most n colors and the following properties:

(I) Every color class consists of vertex-disjoint edges and 2-edge paths.
(I) For all triangles xyz in K, where xy and yz receive the same color i and xz is colored ¢, the vertex y is an isolated vertex in color
class £, and xz forms a component in color class .
(III) There are no bad subgraphs in F.
(IV) The graph L = K,, — E(F) has maximum degree at most n! .
(V) Foreach uncolored edge xy € E(L) and for each typet € {a, b, c,d, e, f} of bad subgraph, there are at mostn' =% edges X'y’ € E(L)
with {x, y} N {x, y'} = @ for which {xy, x'y’} completes a bad subgraph of type t.

4.1. Proof of Theorem 10

For clarity, we use k throughout the proof when discussing the number of colors to distinguish between counting vertices
and counting colors.

We start by constructing a random vertex set as follows. Let W = Uie[k] W;, where W1, ..., W} are disjoint copies of
V (Kp). Initially, for i € [k], set V; = V! = . Now, for each vertex w; in W;, independently with probability p =1/6 add a
copy v; of w; to the set V/. Otherwise, with probability 1 — p, add a copy v; of w; to the set V;. Let V = U,-e[k] V; and
V' = Uie[k] V. Note that while this process is similar to the one used by Joos and Mubayi [21], it differs in that we add
vertices to a new set V’ with probability p rather than simply deleting the vertices.

Now, we construct our 9-uniform hypergraph 7 with vertex set E(K,) UV U V', For each triangle K = uvw in K, and
each pair of distinct colors i, £ € [k], we add the edge

{uv, uw, vw, uj, vi, Wi, Ve, W, Uy}

to H if uj, vi, wi, ve,we €V and u, € V'. We will denote this edge in H by e = (K,i,¢). Note that a matching in H
corresponds to a collection of edge-disjoint triangles uvw in K, where uv and uw have color i and vw has color ¢, and
where no other 2-colored triangle containing u uses color ¢ (because only one of the two vertices u, and u), exists in
V (#H)). Thus, a matching in # yields a partial coloring of K, which satisfies properties (I) and (II) of Theorem 10.

In order to achieve properties (III)-(V), we will later define an appropriate conflict hypergraph C and trackable test
functions for H.

But first, we check that the degree and codegree conditions for 7{ needed to apply Theorem 6 are satisfied. In particular,
we will show that # is essentially d-regular, where d = %ﬁ. Then, it is easy to check that Ay(H) = 0(d/n) <d'~¢ for

€ (0, }1). As in [21], each vertex in H of the form uv € E(K;) has expected degree
Eldyv)]=@m—2)-kk—1)-3-(1—p)°p
and each vertex of the form u; € V; has expected degree
n—1
Eldy (ui] = (( ) ) +m-Dnh-2)+n-1)(n— 2)) (k—=1)- (1= p)*p.

In addition, we have that the expected degree of a vertex of the form u; is

n—1
Eldy up] = ( 5 ) (k—1)-(1-p)°.
By our choices of p =1/6 and k =n, each vertex in H has degree d ~ %n3.
We can apply McDiarmid’s inequality to show concentration of these degrees for each type of vertex in #. First, fix
uv € E(G) and consider how the degree of uv in H will change if some w € V is instead placed in V' (or vice versa). For
each w e VUV/, let by =n? if w is a copy of u or v and by, =n otherwise. Thus, }_,, b2, = 0(n>). Now instead fix u; € V;

7
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or uj € V{. For each w € V.U V'\{u;}, let by = n? if w is a copy of u or w e V; U V{, and let by, =n otherwise. Again, we
have >, b%v = 0(n°), so in either case, applying Theorem 8 shows concentration on an interval of length 0 (1n%/2). Thus, we
have with high probability that
5° 3 8/3 5° 3 8/3
n” —0(m <8(H)<A(H) < —=n o (n°7).
o () <6(H) < AH) < 5o’ + 0 @)

In addition, McDiarmid’s inequality implies that for any two u;, v; € V, there are O(n?) edges containing both u; and
v; with high probability. To see this, define b,, for w € V\{u;, v;} by by, =n if w is a copy of u or v or if w € V;, and by
by =1 otherwise.

We will also need to show that another quantity is close to its expected value, but for now, we assume that this is
the case and fix a choice for H with these properties to refer to as the deterministic 9-uniform hypergraph #. We set
d= A(H), so H is essentially d-regular and d = ®(n?).

We now define a hypergraph C with vertex set E(7{) and edges of size 4, 5, and 6 which is a conflict system for #. The
edges of C correspond to bad subgraphs in K;, which arise from 4, 5, or 6 triangles in K, that form a matching in 4. More
precisely, given a bad subgraph H of type t, we include Ey = {exy : xy € E(H)} in C if Ey is a matching in H. We call this
edge of C a conflict of type t. It is easy to verify that for every type of bad subgraph H, 4 < |Ey| < 6. Indeed, this follows
from the fact that any monochromatic path of length 2 in H corresponds to a single element in Ey, every 2-colored triangle
in H corresponds to a single element in Ey, and every monochromatic matching of size 2 corresponds to a two elements
in Ep. For every graph edge xy in H, let ey, be the H-edge in Ey containing the element xy.

We now check the degree conditions needed to show that the conflict hypergraph C is (d, O(1), &)-bounded for all
€ e (0, }1). Condition (C1) is met since 4 < |C| <6 for all C €.

For condition (C2), we consider the maximum degree in C) for each 4 < j <6. To this end, fix e = (K, i, £) € V(C) with
K = xyz where xy and yz receive color i and xz receives color ¢. To count the conflicts of type a or b containing e, note
that there are O (n*) ways to pick a second edge in # containing color i or ¢, say ¢’ = (K’, i, m) with K’ = uvw. Then, each
of the other two #-edges in the conflict must contain a graph edge with one vertex in {x, y, z} and the other in {u, v, w},
and these two H-edges must share at least one color, so there are O(d) ways to pick a third edge in H and O(d/n) ways
to pick a fourth edge in H to complete the conflict of type a or b.

By similar reasoning, there are O(n°) conflicts of type c in C® containing e to which e contributes a single graph edge.
There are an additional O (n°) conflicts of type ¢ containing e to which e contributes all three graph edges, xy, yz, and zx.
To see this, note that there are O (n*) ways to pick a second H-edge K’ containing the color ¢, after which the third and
fourth H-edges in the conflict must each contain a graph edge with one vertex from {x, y, z} and one vertex from K’. Thus,
there are O(d) choices for the third edge in the conflict, and since the third and fourth edges also share a color, there are
0 (d/n) choices for the fourth edge to complete a type c conflict.

It remains to count the conflicts of type t € {d, e, f} which contain e. We may assume for any bad subgraph H corre-
sponding to a conflict C of type t which contains e that e contributes either the monochromatic path xyz in color i or the
edge xy in color i. Let j be the size of a conflict of type t. To count the conflicts of type t containing e in the first way,
note that there are O (n?) ways to pick the other two graph vertices in H, A(?) = 0(d) ways each to pick another j — 3
‘H-edges in C which will be in matchings of distinct colors (since we know each of these 7 -edges must contain a particular
graph edge), and A,(H) = O0(d/n) ways each to pick the last two H-edges to complete C (since for each, we know either a
graph edge and a color which it must contain or we know two graph edges which it must contain). Similarly, for edges in
CY containing e in the second way, there are O (n3) ways to pick the other graph vertices in C, A(H) = 0(d) ways each to
pick another j—4 H-edges in C (since we know each of these 7{-edges must contain a particular graph edge), and O (d/n)
choices each for the last three #-edges (since we know for each of these either a graph edge and color or two graph edges
which it must contain). Thus, A(CY) = 0(d’~!) for each 4 < j <6.

Finally, condition (C3) can be verified using very similar arguments to bound the codegrees by A jr(C(f)) = O(df*f//n) <
di=7'~% forall 4<j<6and 2< j' < j— 1. Thus, C is a (d, 0(1), &)-bounded conflict system for # for all & € (0, . as
desired.

In order to obtain property (IV) of Theorem 10, we define the following test functions and check that they are (d, ¢, C)-
trackable. For each v € V (Ky), let S, C E(K;;) be the set of n — 1 edges in K, incident to v. Let wy : E(*) — [0, 2] be the
weight function that assigns every edge of H the size of its intersection with S,. Then, w,(H) = Zeesv dy(e) =nd — 0 (n3),
proving (W1). Since w, is a 1-uniform test function, (W2)-(W4) are trivially satisfied. Therefore, for each v € V(K;), wy is
(d, g, C)-trackable.

We could now apply Theorem 6 to obtain properties (I)-(IV) of Theorem 10. Indeed, for suitable ¢ € (0, }l) and sufficiently
large n, Theorem 6 yields a C-free matching M C H such that for every v € V (K;), we have

wy(M) > (1 —d=)d "wy(H) > (1 —n"%)n

for § < &3log,(d). Thus, for every v € V(Ky), there are at most n'~% edges in K, incident to v that do not belong to a
triangle selected by M. This proves property (IV).

In order to guarantee property (V) of Theorem 10, we define several additional test functions. These test function will
ensure that we do not create bad subgraphs when coloring L = E(K;) — F by the second, random coloring.

8
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We will need some additional terminology to describe these new test functions. For a conflict C € C, we will call a subset
C’ c C a subconflict of C. Given a subgraph G C L and a subconflict C’ c C, we say G completes the conflict C with C' if G
completes a bad subgraph in K, with the subgraph of F corresponding to C’. That is, an uncolored subgraph G completes
C with C’ if there is a way to color the edges of G so that G together with the colored subgraph of F corresponding to C’
is a bad subgraph. In particular, we will use this idea when G is a single edge in K, or a pair of disjoint edges in Kj.

For all distinct x,y € V(Ky), for jx, jy € {1,2}, and for any type ¢ of conflict, we define Pj, j,  to be the set of all
subconflicts C’ with the following properties:

1. €’ contains H-edges ex = (Kx, ax, Bx) and ey, = (Ky, ay, By) containing x and y, respectively, such that either KyNK, =
@ and [{ax, Bx) N{ay, By}l =1 or [(Kx N Ky) —{x, y}| =1 and {ay, Bx} N {aty, By} =1,

2. there is an edge x'y’ € E(L) disjoint from xy such that {xy, x'y’} completes a conflict C of type t with C’, and

3. for each z € {x, y}, if o, is the color incident to z in K, which appears in the bad subgraph corresponding to C, then «;
is incident to z exactly j, times in K. In the special case t = ¢ where all three edges of Ky appear in the bad subgraph,
set jx=2.

Note that given a conflict of type ¢ with size j € {4, 5, 6}, the subconflicts in Pj, j, r will have size j — 2. Furthermore,
some of these sets will be empty, as there may be no subconflicts for a particular choice of x, y, jx, and jy, so we disregard
these cases for the rest of the proof.

We can show using McDiarmid’s Inequality that in the random 9-uniform hypergraph # considered earlier, we have for
all distinct x, y € V(Ky), jx, jy €{1,2}, and t € {a, b, ¢} that with high probability,

2
(p(1 = p)°)
JxJy
Indeed, for w € V\{x, y}, define b,, =n® if w is a copy of x or y and b,, =n> otherwise; hence }_ ., b% = 0(n'3). We

can similarly show for all x, y € V(Kp), jx, jy € {1,2}, and t € {d, e, f} that with high probability, if j is the size of a conflict
of type t, then

Pix.jy.tl = Jdent + O(n20/3)_

(p(1—p)s)’

|Pj>njy,t| = T . kjnzf_s + O(n3j_?).
IxJy
Since k =n, this gives for all t € {a, b, c,d, e, f} that with high probability,
55\ 72 p3i-5 16
Piviytl=\ 25 ——— +0mI).
Pix gyt (65> e ( )

We will assume from now on that we have chosen H such that this property holds.

Let wyy j,.j,.t be the indicator weight function for the subconflicts in Pj, j, . Assume for now that these are (d, ¢, C)-
trackable test functions for H for all ¢ € (0, %). By including these weight functions when we apply Theorem 6, we obtain
a matching M such that

M
j—2 N PJijyef

for each x, y, jx, jy, t.

In addition, we define 7}, j, ¢ to be the set of all subconflicts C with the same properties as Pj, j, r, except that prop-
erty 2 is replaced by the condition that {xy} completes a conflict of type t with C. So, we can think of each subconflict
C in 7j, j,t as extending a subconflict C’ in Pj, ;,: by one H-edge (K,y,y’) where K is edge-disjoint from K, and K
and contains the graph edge x'y’ with which xy completes C’. Thus, given a conflict of type t with size j € {4,5, 6}, the
subconflicts in 7j, j, r will have size j — 1. As before, some of these sets will be empty, as there may be no subconflicts for
a particular choice of x, y, jx, and jy, so we disregard these cases for the rest of the proof.

Fix some C’ € Pj, j, r. Since H is essentially d-regular, we have dy (x'y") =d+ 0(n?), and since Ay(H) = 0(d/n), almost
all edges containing X'y’ in { form a matching with ey and e,. Thus, we have

= Wiy jojyt (M) < (1 +d)d 2Py o < (14070 (6)

n
3j—2jxjy

T iptl = Jxiy (@£ 0M*)|Pj, j,.cl-

Let W;(,y,jx,jy.t
(d, &, C)-trackable test functions for # for all € € (0, }l). Applying Theorem 6 with all of our weight functions, we obtain a

matching M such that

M
ji—1 N 7;‘><ajy~,t

be the indicator weight function for the subconflicts in 7j, j, r, and again assume for now that these are

—&3\ 4—(j— _ n
= Wiy eyt M) = (1= d™Hd™ VT i > (=07 o5 (7)
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for each x, y, jx, jy.t.
By (6) and (7), the number of edges described in property (V) of Theorem 10 is at most

.. M M _
Z Jxdy |\ . N Pjeiyt] =\ N Tyt <n!™?,
o j—2 j—1
Jx.Jy€(1,2}
This proves (V).
Thus, all that remains is to show that wyy j, j,r and w;ij jy.t are (d, &, C)-trackable test functions for H for all

€ € (0, }l). By our estimations of [P}, j, (| = ®(ndi—2) and [Tyl = ®(nd’—1), condition (W1) holds for Wiy, juy.t and
w;y Voudpet® Also note that condition (W4) is vacuously true for both functions.

To see condition (W2) for wyy j, j, .+, fix an edge e = (K, i, ¢) in H with K =xuv, and suppose that e is in at least one
subconflict C" € Pjy.iy.t- We consider cases based on the size j of the conflicts of type ¢. First, let j = 4. Then any edge f
for which C’ = {e, f} must contain either one of the #-vertices y; or y, or one of the graph edges {yu, yv}. Thus, there
are 0(d) <n’/d"** pairs in P, j, ¢ containing e.

If instead j =5, then there are two inequalities to check. Note that any subconflict C' = {e, f, f’} in Pj,.jy.t must have
an edge f containing an H-vertex in {y;, y¢, yu, yv}, and an edge f’ containing either two graph vertices in e U f (and
hence an #-vertex of the type ab) or a graph vertex and a color in e U f (and hence an H-vertex of the type a;). Thus,
there are at most O (d?) < n'9/d'*¢ such subconflicts containing e. If we now also fix a second edge f = (K’,s,t) in H
which is in at least one subconflict C’ with e in Pij,.jy.t» then either s € {i, ¢} (or t € {i, £}) or K and K’ share a vertex.
In the first case, the third edge f’ in any C’ containing e, f must contain one of the graph edges between a vertex in K
and one in K’, and in the second case, f’ must contain a graph vertex from K or K’ and a color in {i, ¢, s, t}. So, there are
0(d) < n'%/d?*+¢ =n*=¢ such subconflicts containing e, f.

The cases for j =6 are similar. There are 0(d®) <n'3/d'*¢ subconflicts C’ ={e, ¢/, f, f'} € Pjy.iy.t Which contain e since
there are k?n? ways to pick an edge e’ which shares a graph vertex with e, then 0 (d) ways to pick a second edge f which
shares a graph vertex with e Ue’ with a fixed color, and finally O (d/n) ways to pick the third edge f’ since we know both a
graph edge and color it must contain. In addition, there are O (d?) <n'3/d**¢ ways to pick a subconflict containing a fixed
pair e, e’ and 0(d) < n'3/d>*¢ ways to pick a subconflict containing a fixed triple e, ¢/, f. Thus, condition (W2) is satisfied
for wyy j,.jy.t-

To see property (W2) for w;,yijyjy,t, recall that each subconflict C in 7j, j, r is formed by adding an edge f in H to a

subconflict C" in Pj, j, ¢, where f must contain the graph edge x'y’" with which xy completes C'. So, there are at most 0 (d)
subconflicts C which extend a particular C’. Now suppose t has size j, fix an edge e = (K, i, £) in H, and suppose that e is
in at least one subconflict C € 7}, j, . Since wyy j, j, ¢ satisfies property (W2), the number of subconflicts C containing e is

at most 0(d) - n3i=3/d1+¢ < w;’y,jx,jy’t/d”g, as desired. The cases where we fix two or three edges in A follow similarly.
Now we will show that wy y j, j, .« satisfies property (W3). To this end, fix two H-edges e = (K,i,¢) and f = (K, s, t)
which are in at least one subconflict in P}, j, . together. We will show for each j € {4, 5, 6} that |(Ce)! "' N(Cy) ™| <di=17%.
Note that the number of conflicts of size j € {4, 5,6} containing e (and not necessarily f) is at most A(CY) = 0(d/~).
However, any subconflict of size j — 1 which also completes a conflict with f must use either two additional fixed vertices
(if K and K’ are disjoint) or one other fixed vertex and one more fixed color (if K and K’ intersect in a vertex), and thus

there are at most 0(d’~!/n?) < 0(d’~17¢) such subconflicts. By the same reasoning, w/, Vit Satisfies property (W3). O

4.2. Proof of Theorem 1

Applying Theorem 10 with 2§ in place of §, we obtain a coloring of a subgraph F C K, with the five desired properties.
In particular, the remaining uncolored subgraph L = K, — E(F) has maximum degree A(L) <n'~® by property (IV). We now
randomly color the edges of L from a set P of k=n'"% new colors. For each edge in L, we assign its color with equal
probability 1/k, independently of the other edges.

We will show using the Local Lemma that the union of these two colorings of F and L is a (5, 8)-coloring of K,. In
order to do so, we define several types of bad events. First, for any pair of adjacent edges e, f in L, we define A, s to be
the event that both e and f receive the same color. Then P (A, ) = k1.

The other bad events will correspond to appearances of bad subgraphs. By our construction of the coloring of F, none of
these subgraphs can appear in K, using only edges colored in F. Furthermore, since we use disjoint sets of colors on F and
L, and each color in a bad subgraph appears twice (except for type b bad subgraphs, where one color appears three times),
it suffices to define at most three types of bad events for each type of bad subgraph (with one, two, or three monochromatic
matchings coming from L). Some of the bad subgraphs do not require all three types of bad events; for example, in bad
subgraphs of type c, the 2-colored triangle must be in F, so a single type of bad event suffices in this case.

We will say that a subgraph H of K, is potentially bad if there is a way to color its edges in L using colors from P that
would create a bad subgraph. That is, G is potentially bad if H N L completes H into a bad subgraph. For example, any copy
of C4 in L is potentially bad, as is any copy of C4 in which one pair of matching edges is in F and the other is in L.

10
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For each potentially bad subgraph H in K, and corresponding type t of bad subgraph, let By be the event that the
edges of HNL receive colors from P which make H into a bad subgraph of type t. Note that if m = |HNL|, then m € {2, 4, 6}
since HN L can consists of one, two, or three 2-edge matchings. Then P (By ;) < 2k—m/2,

Let £ be the set of all bad events defined above. Two events are edge-disjoint if their corresponding edges in L are
distinct. Let E € £. There are at most 6 ways to pick a graph edge xy in E, and for each type t of bad event, we will bound
the number of these which share the edge xy with E. There are at most A(L) =kn~% events Ae 5 which contain xy. Now
we will consider events By ;. If m = 2, then by property (V) of the matching used to color F, we know there are at most
n'=2% = kn=? events By which contain xy.

If m =4, then t € {a, e, f). First, suppose t = a. There are 0(A(L))? = 0(k*n~2%) events By, which contain xy, since
there are A(L) ways each to pick a neighbor of x and a neighbor of y in L to complete the 4-cycle. Now suppose t € {e, f}.
For any bad subgraph H of type t, H N L must be a path on 5 vertices with both endpoints in H N F. There are 0(A(L)%) =
0 (k*n—2%) ways to pick a 4-vertex path containing xy in L. Note that the fifth vertex of H is determined by this choice of
path. Indeed, some edge f of HNF must be induced by the four vertices on the path, and this edge comes from an H-edge
which either contributes a monochromatic 2-edge path to H or contributes one edge of a monochromatic 2-edge matching
to H. In either case, the edge f’ in HN F which receives the same color as f determines the fifth vertex of H, and hence,
fixes the bad rest of the bad subgraph. Thus, there are O(A(L)?) = 0 (kn~2%) events By with m =4 containing xy.

Finally, if m = 6, then it must be the case that t = f. There are at most O(A(L)3) ways to create a 5-vertex path in L
containing xy, and hence, to create a potentially bad subgraph of type f. Thus, there are at most 0(A(L)3) = 0 (k*n—3%)
bad events By s containing xy.

To apply the Local Lemma, we now assign a number xg € [0, 1) to each bad event E € £. For each bad event of type
Ae,f, let x4 = 10/k. For each bad event of type By with m=[H N L], let xg m = 10/k™/2. Note that the probability of any
event A r is k=1, which is smaller than

—28 28 2,-28 3,28
xa(1= x0T (1 = x5 2) 2% —x5.0)°CT VA x50 %€ = (1 + 0(D)xa.

In addition, for each m € {2, 4, 6}, the probability of any event By ; with m = |H N L| is at most 2k~™/2, which is smaller
than

28 28 2,-28 3,28
xpm(1—x2) 00 (1 — x5 )00 (1 — x5 )OF (A — x5 6)OF T = (1 4 0(1))xp .

Thus, condition (5) holds, and Lemma 7 implies that with positive probability, our colorings of F and L give a (5, 8)-coloring
of Ky, as desired. O
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