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Abstract

Accurate simulation of electronic excited states of large chromophores is often difficult due to the
computationally expensive nature of existing methods. Common approximations such as
fragmentation methods that are routinely applied to ground-state calculations of large molecules
are not easily applicable to excited states due to the delocalized nature of electronic excitations in
most practical chromophores. Thus, special techniques specific for excited states are needed. A-
SCF methods are one such approximation that treats excited states in a manner analogous to ground
state calculations, accelerating the simulation of excited states. In this work, we employed the
popular initial maximum overlap method (IMOM) to avoid variational collapse of the electronic
excited state orbitals to the ground state. We demonstrate that it is possible to obtain emission
energies from the first singlet (S1) excited state of many thousands of dye molecules without any
external intervention. Spin correction was found to be necessary to obtain accurate excitation and
emission energies. Using thousands of dye-like chromophores and various solvents (12,318
combinations) we show that spin-corrected initial maximum overlap method (SC-IMOM)
accurately predicts emission maxima with a mean absolute error (MAE) of only 0.27 eV. We
further improved the predictive accuracy using linear fit-based corrections from individual dye
classes to achieve an impressive performance of 0.17 eV. Additionally, we demonstrate that
IMOM spin density can be used to identify the dye class of chromophores, enabling improved
prediction accuracy for complex dye molecules such as dyads (chromophores containing moieties
from two different dye classes). Finally, the convergence behavior of IMOM excited state SCF

calculations is analyzed briefly to identify the chemical space where IMOM is more likely to fail.
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1. Introduction

Modern optical materials can be developed and tuned to achieve specialized goals.!”* Small-
molecule ionic isolation lattices (SMILES)' represent one such recent example that solves the
longstanding®> issue of self-quenching of fluorescence in high-density solid-state materials. The
SMILES materials have the unique ability to turn on the fluorescence of dyes in solid-state
materials, thereby broadening the scope of potential applications.®’ Initial observations' on
SMILES materials have suggested certain rules must be followed by the dye molecules for optimal
performance. This rule-based approach has opened the door for theoretical investigations that pre-
screen dye molecules to accelerate the design, synthesis, and discovery of novel optical materials
with desirable properties.®® The rules that need to be screened include properties such as redox
potentials, excitation and emission energies, singlet-triplet gap, etc., and they depend on the
specific application being considered. Among these properties, evaluation of the emission energy
is considered one key bottleneck since it is a property of the excited state and requires optimization

of the excited state geometry.

The study of excited states poses a significant challenge in computational chemistry. Electronic
excited states are purely quantum mechanical in nature, and typically start from a solution of the
ground state solution. This situation makes these calculations more expensive and, in many cases,
significantly more challenging to perform for large molecules. Highly accurate methods like
EOMCC'"’ and CASSCF!' can only be applied to smaller molecules due to their steep
computational scaling with system size. There have been some notable attempts applying such
methods to large molecules but, routine application is not practical.'>!* The most widely used
method, time-dependent density functional theory (TDDFT),!* provides a reasonable compromise
between cost and accuracy for standard use with medium-sized molecules. Using this method,
vertical excitation energies (at the ground state geometry) can be routinely obtained for molecules
of the size of 100 atoms. However, the calculation of more complex properties of excited states,
such as, emission spectra (requiring excited state optimization) are still expensive, limiting the

range of application while increasing the cost of screening dye molecules.

A-SCF methods have long been used to obtain excitation energies, well before the advent of
linear response methods like TDDFT.!>!® These methods obtain the excitation energy as the

difference between the energy of two separate calculations, one each for the ground and excited



states. The application of such methods is straightforward for transitions to the lowest electronic
excited states involving a different symmetry from the ground state. However, this approach often
fails if the excited state is not the lowest energy of a given symmetry, resulting in variational

collapse. A few different formulations such as, relaxing virtual orbitals,!”"

relaxing both virtual
and occupied orbitals among themselves,? level shifting of virtual orbitals®! and saddle points of
electronic energy?? have been proposed to circumvent this issue. The maximum overlap method
(MOM) by Gill et al. overcomes this issue by populating states based on the overlap of new orbitals
with old ones.?* This process leads to a non-Aufbau electronic configuration for the excited state,
avoiding variational collapse in many cases. A more robust method called initial maximum overlap
method (IMOM) was proposed later, which improved its convergence significantly.?* These new
generations of A-SCF methods have mostly been developed for application to problems where
TDDFT fails, such as doubly excited states,>*2® Rydberg excited states,>**’ core excitation,?®
and conical intersections.’>?* However, the computational efficiency of such methods over

TDDFT has not been the focus of attention in most studies.>°

Kowalczyk et al. assessed the performance of A-SCF methods for electronic excitations in a
small set of 16 of different dye molecules and demonstrated performance similar to TDDFT.*! In
the current work, we show the successful application of IMOM to a large number of dye molecules
(over 4500) belonging to a variety of popular dye classes with a focus on emission maxima (more
computationally expensive than excitation energy). Two different datasets were employed for our
analysis. Our initial tests were focused on a relatively smaller subset of data obtained from
PhotoChemCAD 3,*? containing 339 different dye molecules belonging to 20 different families.
Out of these dye molecules, only 214 had available emission data from 19 different dye classes.
Seven of these molecules had convergence issues while doing excited state optimizations with
IMOM and two of them were too large to perform TDDFT optimizations. Thus, our first dataset
consisted of 205 molecules (Figure 1). The different dye types are annotated in different colors.
We will follow this color scheme later while analyzing the performance of IMOM. These

molecules contain common chromophores such as cyanines, xanthenes, porphyrins, etc., and they
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Figure 1: Representative molecules from 19 different dye classes in PhotoChemCAD 3 along with the
number of molecules from each class in our dataset (in brackets). In total, 205 molecules are considered in
our dataset. This dataset is called PCAD-dataset in this article.

range in size from small to large containing up to 181 atoms, forming a good quality test set, called

the PCAD-dataset, for showing the scope of the application.

Even though the PCAD-dataset contains common chromophores, it is small compared to the

33-36 are now available due to the explosion

chemical space of potential dyes. Several larger datasets
of machine learning for the virtual high-throughput screening of dye molecules.’’*° However, a

majority of these datasets consist of small organic molecules with unknown optical properties.



Typically, these models generally use excitation energies from TDDFT, xTB-sTDA,* or CC2*!
calculations as reference values. More recently, Joung et al. compiled a large database of optical
properties of organic molecules containing a total of 20,236 data points comprised of 7,016 unique
chromophores in 365 solvents or in the solid state.*> Our second large dataset is a subset of this
collection chosen using a filtering procedure (Figure 2). Since we will be performing excited state
optimizations, we placed a few restrictions on the size of molecules, availability of solvent
parameters, closed shell molecules, availability of non-conflicting experimental emission data, etc.
The final subset of 12,318 datapoints comprising 4,487 unique chromophores and 69 solvents is
called the Large-dataset.

Solvents including

Data points Chromophores Solid state

(a)

(b)

(c)

(d) 18142 6412 1019

(e) | 17724 | 6376 1016

() | 14186 | 4817 639

(9) 13307 4741 69
(h) 13293 4734 69
(i) | 12318 | | 4487 | 69

Figure 2: Procedure for dataset curation. (a) Original dataset from Ref 42 (SMILES* strings of
chromophores and solvents), (b) removing counter-ions and solvent from chromophore SMILES strings,
(c) replacing deuterated solvents with their protonated analogues such as water (H>O) in place of its
deuterated analog (D20), (d) discarding data points with no emission data, (¢) removing data points with
conflicting data, i.e., if multiple data points are present corresponding to the same chromophore-solvent
combination but, they have different reported emission maxima, (f) capping chromophores size to 80 atoms,

(g) remove datapoints with parameters not available in Gaussian, (h) removing radicals and C_, and (i)

discarding datapoints with convergence issues while performing IMOM calculations (vide infra).

Using the PCAD-dataset (205 dyes), we show that the excited states obtained using a spin-
corrected version of IMOM (SC-IMOM) match those from TDDFT. Further, we show that the true
strength of A-SCF methods is in the calculation of excited state gradients required to obtain
emission energies. Leveraging this aspect of A-SCF methods and the unique property of IMOM
for furnishing excited state wavefunctions, we obtain emission maxima of these large dye
molecules and compare them to their corresponding experimental values. Using the Large-dataset

(4,487 dyes and 12,318 dye-solvent combinations), we show that our assertions are generally



kic >> ke,

Kasha’s rule

Sy
Figure 3: Simplified Jablonski diagram denoting the excitation
and emission phenomena.

applicable to a broad range of dye molecules. All counterions of the dye molecules were removed

while performing calculations.
2. Methods

All calculations were performed using a modified version of Gaussian** at B3LYP-
D3BJ/Def2SVP level of theory.*> ¢ While the basis set is modest, the performance of a larger
basis set (Def2TZVP) was found to be essentially identical (vide infra). Additionally, the use of a
smaller basis set permits the screening of many thousands of candidates at a consistent level of
theory, and the results (vide infra) are surprisingly good. The spin corrections were performed
using an external Perl script interface. Our own implementation enabled us to have better control
over our analysis and will facilitate further developments in the future. First, the ground state
structures were optimized and confirmed to be minima using a frequency analysis, followed by
excited state optimizations for emission. Excitation energies were obtained at the ground state (So)
geometry. Emission energies were obtained at the first excited state (S1) geometry since the rate
of internal conversion (kic) is generally much faster than rate of emission (kem) as per Kasha’s

rule,*’

as illustrated by a representative Jablonski diagram in Figure 3. The initial ground state
structures for the Large-dataset were obtained automatically by first performing a conformational
search (python script provided along with the supplementary information), followed by single
point DFT (B3LYP-D3BJ/Def2SVP) calculations to obtain the lowest energy conformer. The

lowest energy conformer is optimized and confirmed to be a minimum using frequency analysis.
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Figure 4: Workflow for performing IMOM and its spin corrected version SC-IMOM.

Excited state calculations were performed using both TDDFT and IMOM. Since all the
molecules considered have closed shell electronic configuration, ground state structures were
obtained by calculations using a “restricted” formalism. However, the excited state calculations
use restricted and unrestricted formalisms for TDDFT and IMOM, respectively. Unrestricted
wavefunctions were necessary for IMOM to enable switching of orbitals to obtain the initial guess
as shown in Figure 4. IMOM avoids variational collapse to the ground state by obtaining the
excited state as a non-Aufbau determinant using a maximum overlap condition. The excited state
orbitals are obtained by maximizing the overlap of the occupied orbitals with the initial guess. The
overlap of orbitals (O;) is obtained as per eq 1. Electrons are filled in the orbitals in the order of
most to least overlap. The excited state orbitals are non-orthogonal to those in the ground state.

However, the excellent performance (vide infra) shows that this is not a critical factor.

2
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The IMOM excited states correspond to broken spin symmetry solutions. The triplet
contribution to the excitation energy can be approximately removed by using the spin correction
of Ziegler et al.*® (eq 2) and is applied to obtain the “spin-corrected” singlet energies. If needed,

the composite energy from eq 2 can be used to optimize the geometry of the spin-corrected singlet,
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Figure 5: (a) The workflow followed in this work in obtaining the A-SCF (IMOM and SC-IMOM)
absorption and emission energies. (b) Schematics of approach where, the solid (blue) arrow represents the
steps taken i.e., we are probing the excited state and the dotted arrows represent the actual sequence of
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but the effects were found to be small (Figure S1). The spin corrected A-SCF method will be
called SC-IMOM throughout the rest of this article.

Esc_imom = 2Eimom — ETriplet (2)

We apply our spin correction to both absorption and emission energies. The absorption energy
is obtained at the ground state geometry. On the other hand, the emission energy is obtained at the
excited state geometry. An appropriate workflow is designed and presented in Figure Sa and
Figure 5b provides a pictorial illustration of our approach. For absorption, we perform both
standard SCF and SCF using the maximum overlap condition to obtain E;s and Ejyom
respectively. The IMOM and SC-IMOM absorption energies are obtained as per eqs. 3 and 4

respectively.

IMOM Absorption = Epom — Egs (3)
SC — IMOM Absorption = (2 X Epyom — Erripier) — Ecs (4)



The IMOM excited state is optimized to obtain the excited state geometry for emission (Figure
Sb). For optimization, steps were taken on the potential energy surface of the electronic excited
state. In the initial implementation illustrated in Figure 5b, we performed ground state calculations
at every step to obtain the guess for the excited state calculation using the maximum overlap
condition. While the ground state calculation is clearly not needed for every step, we elected to do
this in this initial study to avoid the collapse of the wavefunction to the ground state during the
excited state optimization. Thus, every step in the excited state optimization consisted of three
stages, viz. a standard SCF ground state calculation, an SCF for the excited state using maximum
overlap condition, and excited state SCF gradient. Since all three are ground state-like calculations,
this method is computationally efficient. Finally, we spin-corrected the emission energy as per eq

5. Here, the superscript S1 denotes calculations carried out at the excited state geometry.
SC — IMOM Emission = (2 X Ejpyor — Eptiee) — Egb (5)

There are two important conditions for the success of the IMOM and SC-IMOM models used
in this work. (1) The converged excited state should be a broken symmetry singlet state with singlet
and triplet states having close to equal contribution. This requirement was found to be satisfied for
our test set using B3LYP as very few molecules had convergence issues (vide infia) with <S*>
values of the rest of the molecules lying between 0.9 and 1.1 all through the optimization process
(<S* =1 indicates equal mixing of singlet and triplet). (2) Usage of appropriate initial guess, i.e.,
choice of orbitals to switch. Since we are aiming to predict experimental emission energies, we
will be restricting ourselves to the first singlet excited state (S1). The choice of first singlet excited
state relies on Kasha’s rule. Thus, the only orbital switching we will perform involves the HOMO
and LUMO orbitals, simplifying the process. This approach also helps to show that A-SCF
methods can be applied in a black-box manner by eliminating the need for human intervention
specifically in the choice of orbitals to switch to obtain the initial guess. Figure S2 demonstrates
that other initial guesses, such as HOMO—1 to LUMO and HOMO to LUMO+1 produce higher
excited states for all 205 molecules in the test set. Thus, the HOMO-LUMO switch will be
considered default for IMOM and SC-IMOM throughout the rest of the article.

3. Results and Discussion

3.1 Assessment of the performance using the PCAD-dataset
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Figure 6: Comparison of absorption energies for (a) IMOM and (b) the spin corrected version (SC-IMOM)
with respect to TDDFT. The PCAD-dataset is used in this analysis. The color coding is according to Figure
1. The red dotted line indicates the Y=X line.

We begin with analyzing the importance of spin correction to IMOM energies. Figure 6
compares the TDDFT excitation energies of the PCAD-dataset corresponding to Si excited state
with IMOM (without spin correction) and SC-IMOM (with spin correction) in Figure 6a and
Figure 6b, respectively. Each of the different dye types are color coded (see Figure 1). To test the
accuracy of IMOM in obtaining excitation (absorption) energies, we used the well-established
method, TDDFT, as the reference value. IMOM systematically underestimates the excitation
energies for the whole dataset with a mean absolute error (MAE) of 0.39 eV. Despite the
underestimation, the correlation was still high with R? value of 0.97 using linear regression. The
best fit line was also found to be approximately parallel to the Y=X line with a slope of 0.99. This
systematic underestimation could be attributed to the contamination of the IMOM excited singlet
states from triplet excited states. This contamination is due to the wavefunction (Figure 4) not
being an eigenstate of the S? operator. The excited state obtained by IMOM has biradical character
(two unpaired spins with <S?>= 1), as illustrated in the wavefunction shown in Figure 4. However,
the TDDFT excited state is a pure singlet. Since we are interested in singlet excited states, the
triplet contribution needs to be filtered out. The coupling of the two spins (J) in a diradical (two

unpaired spins) can be written as per eq 6.

1
] = E[Esinglet - Etriplet] (6)
Spin contamination is a common occurrence in the study of low-spin metal complexes using

the efficient single-reference DFT method. Thus, several workers*->! have investigated methods

10



to remove the spin contamination or estimate the coupling constant (J) of magnetic centers.
Yamaguchi et al. provided one such approach that approximately projects out the spin
contamination of a general broken symmetry (BS) state using the high spin state (HS) as per eq
7.5% This method needs only two different calculations, one at broken symmetry (not a spin
eigenstate) and one with high-spin state (triplet for our purpose). The high spin state is employed

due to the near absence of spin contamination in that state.

— (EBS - EHS)
((S%)us — (5?)5s)

A drawback of this method is that the analytic gradient of this method can be somewhat

J (7

expensive as it scales closer to post-SCF methods.>* Since our IMOM excited states show biradical
characteristics of <S*> = 1, a simplification of eq 7 can be achieved. Considering our high spin
state is a triplet, broken-symmetry state is IMOM, and utilizing their approximate <S*> values of

2 and 1, the simplified form of eq 7 is presented in eq 8.

J = Eimom — ETriplet (8)
This relationship yields the approximate singlet (SC-IMOM) energy as per eq 2. The spin

correction is shown to improve performance (Figure 6b) with a lower MAE of 0.18 eV compared
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Figure 7: Comparison of absorption energies for SC-IMOM
with respect to second singlet excited state (S,) of TDDFT.
The PCAD-dataset is used for this. The color coding is
according to Figure 1. The red dotted line indicates the Y=X
line.
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to the uncorrected IMOM. After correction, the correlation (R? value) remained high with a slope
approximately parallel to Y=X line. The small decrease in correlation is due to the overestimation
of absorption energies for aromatic hydrocarbons. This overestimation can be attributed to the
excited states being too high in energy and the absorption spectrum lying in the UV region. Further,
the high symmetry of these molecules results in excited states having non-negligible contributions
from multiple one-electron excitations. This situation is not ideal for IMOM since it is a single
determinant method and uses guess from switching an electron between two orbitals corresponding
to a one-electron transition. Except for these small aromatic hydrocarbons, the SC-IMOM and
TDDFT absorptions have similar excitation energies covering the entire visible region including

the near UV.

To reinforce our assertions that the SC-IMOM energies obtained by HOMO-LUMO orbital
switching correspond to the Si state, we compared them to the Sz excited states obtained using
TDDFT (Figure 7). The TDDFT Sz state is generally found to be higher than SC-IMOM with a
0.54 eV MAE. The correlation was also significantly lower when compared to the Si state from
TDDFT along with the linear regression line drifting away from the Y=X line. Thus, it can be said
with reasonable certainty that the HOMO-LUMO orbital switching used in SC-IMOM reflects
transitions to the Si excited state. However, this transition may not be the one with the highest
oscillator strength. We tested this idea by comparing SC-IMOM absorption energies with the
corresponding experimental values. The error is larger when the absorption energy is higher
(Figure S3). This outcome is due to the absorption energy not corresponding to the lowest excited
state (Figures S4 and S5). Thus, prediction of absorption maxima using IMOM will require
calculation of oscillator strengths and will be the topic of future investigation. Overall, the SC-
IMOM energy corresponds to the Si excited state with two major implications. (1) This approach
facilitates automation for large scale application (vide infra) and (2) emission energies can be

obtained by optimizing the S1 excited state as per Kasha’s rule.*’

The simple expression of the SC-IMOM energy in eq 2 allows for easy gradient formulation
as a linear combination of IMOM and triplet gradients as carried out by Hanson-Heine et al.>* >*
for a few coumarin dyes along with a test set of small molecules. They observed that the impact
of spin correction was significantly greater for excitation energies than for geometry and

vibrational frequencies. Our test calculations agreed with their observations (Figure S1). Thus,
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Figure 8: Comparison of emission energies for (a) SC-IMOM and (b) TDDFT with respect to experimental
emission maxima. The PCAD-dataset is used for this. The color coding is according to Figure 1. The red
dotted line indicates the Y=X line.

optimization of the Si excited state for emission was performed using IMOM instead of SC-
IMOM. The use of IMOM was limited to obtaining the S excited state geometry and SC-IMOM
was used to get the emission energy. This approach has the added benefit of being cost effective.
Figure 8 presents the comparison between theoretically calculated emission compared to
experimental emission maxima. Unlike absorption energies, here we compare the two theoretical

methods, TDDFT and SC-IMOM, separately.

For the vast majority of cases, both methods perform equally well. Both TDDFT and SC-
IMOM overestimate the emission energies of the high energy excited states of the aromatic
hydrocarbons (light-pink data) with SC-IMOM estimation being higher. This outcome was
expected from the results in Figure 6b where SC-IMOM absorption was higher than TDDFT.
More importantly, SC-IMOM had significantly better performance in the lower excitation energy
region consisting mainly of xanthenes, which are more valuable dyes for a variety of applications
spanning from bioimaging>>* to optical materials.’” Taken as a whole, SC-IMOM performed
marginally better than TDDFT in predicting emission maxima. This finding is evident from a
slightly lower MAE and higher correlation relative to the experimental value. The performance of
SC-IMOM in obtaining emission maxima is found to be similar to the best-performing functional
in the study of 101 excitation energy of 14 small organic molecules by Leang et al. (MAE ~0.3
eV).%
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Generally, in modern computational chemistry, much larger basis sets (polarized triple zeta or
larger) are used to obtain results to enable comparisons with experiment. However, for valence
excited states, polarized double-{ quality basis sets are often enough.’® Nevertheless, it is good
practice to test if the results obtained are converged with respect to change in basis set size. Thus,
we performed SC-IMOM emission calculations (single point at Def2SVP optimized structure)
using a triple-C basis set (Def2TZVP) and compared it to double-C quality basis set results (Figure
9). All the points in Figure 9 are located on the diagonal Y=X line with a very small MAE (0.05
eV). Thus, the results at the double-{ Def2SVP basis set can be considered adequate for our
calibration. The reasonable performance at such a small basis set can be attributed to the relatively
similar electronic distribution in the ground and lowest excited state from which emission often
occurs (compared to states such as Rydberg excited states or core excitations). Since excitation
energy in A-SCF methods are obtain as difference in SCF energy of two different states, there may

be some cancellation of errors leading to faster convergence with respect to the size of basis set.

3.2 Application to the Large-dataset

The results thus far indicate SC-IMOM accurately predicts emission maxima of chromophores
belonging to several different families of dye molecules. However, the number of chromophores

in the PCAD-dataset is very small compared to the chromophores in the literature. Emission
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Figure 10: (a) Comparison of emission energies predicted by SC-IMOM to experimental emission maxima
for the Large-dataset. The data points are color coded according to the solvent they are in (Figure S6). (b)
The corrected SC-IMOM error is plotted against the experimental emission maxima. The corrections are
performed using the linear fit equation in (a) as per eq 8. The red dotted line indicates the Y=X line.

energies for a broader range of molecules need to be obtained to verify the accuracy of SC-IMOM
in predicting emission maxima for a variety of chromophores. To this end, we performed
calculations on the Large-dataset containing a large number (4487) of different chromophores and

solvents (69), forming a good representative dataset for all the chromophores in the literature.

The results for the comparison between SC-IMOM and experimental emission maxima on this
Large-dataset is summarized in Figure 10. The data points in the scatter plot are colored as per the
solvent and demonstrate no systematic dependence of the predicted error on solvation. The
correlation between the predicted and experimental values were slightly lower (R? = 0.665),
however, the corresponding errors were also slightly lower (MAE = 0.27 eV) compared to the
PCAD-dataset. A large component (~40%) of the errors in the dataset lie between —0.1 and —0.3
eV, as illustrated by the histogram in Figure S7a. Thus, SC-IMOM using the B3LYP-
D3BJ/Def2SVP level of theory marginally underpredicts emission. Overall, the performance of
SC-IMOM is impressive when considering the target data is experimental instead of a high-level

theoretical method, which is typically the case.

The theoretical predictions may be further improved by calibration, e.g., by adding a constant
correction factor or using the best fit line (linear regression). The best fit line is more appropriate
as it accounts for the systematic error in the data. The corrected theoretical prediction can be

obtained as per the following equation:
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Corrected Prediction = (Prediction — intercept)/slope

©)

Using the corrected prediction by linear regression, the error was reduced to 0.22 eV as shown

by the lower CMAE (corrected mean absolute error) in Figure 10(b). As expected, the linear

regression line for the corrected prediction vs experimental value is the Y=X line with the

correlation remaining unchanged. The errors resulting from the corrected predictions lie between

—0.1 and 0.1 eV, as illustrated by the histogram in Figure S7b being centered around 0 eV.
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Figure 11: The datapoints corresponding to chromophores containing 3 common moieties such as (a)
BODIPY, (b) Coumarin and (c) Cyanine are presented. The SMARTS expressions used to identify the dye
classes are presented in Table S1. Note that molecules belonging to multiple dye classes are excluded here.
The corrected MAE (CMAE) is calculated using the corresponding linear fit equations as per eq 9.

A further improvement in performance can potentially be achieved by correcting for the

systematic errors in individual families of chromophores using a linear regression as per eq 9. This

approach needs categorization of chromophores into their corresponding dye families. We used

SMARTS patterns to identify chromophores belonging to the 13 most common dye classes (Table
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S1). BODIPY and carbazole were the most and least represented dye class, appearing 1040 and 54
times, respectively, in the Large-dataset. Figure 11 presents the calculated vs experimental
emission of different chromophore-solvent pairs belonging to three out of the 13 dye classes. For
other dye classes please refer to Figure S8. Note that the chromophores are chosen such that they
belong to only one of these dye classes. Chromophores belonging to multiple dye classes were not
considered in this classification. Since anthracene is a part of perylene, the chromophores

belonging to the perylene dye class were not considered to belong to the anthracene dye family.

A large variation in performance of SC-IMOM is observed for the various dye classes with
MAE’s ranging from 0.09 eV for carbazole dyes to 0.47 eV for anthracene dyes. The corrected
predictions using individual linear regressions of the dye classes improved performance
significantly as per the lower CMAE compared to MAE for all the dye classes. The improvement
in performance due to the correction was most significant for the cyanine dyes, from 0.27 eV to
0.06 eV, due to the systematic underprediction. The results for chromophore-solvent pairs
belonging to one of the 13 dye classes are shown in Figure 12. Using this additional categorization

of the dye classes, we improved the CMAE from 0.22 eV (Figure 10b) to 0.17 eV (Figure 12b).
3.3 Using IMOM spin density to classify chromophores into dye classes

The linear regression line for the corrected prediction falls along the Y=X line in Figure 12b.

However, unlike Figure 10, there is an improvement in the correlation. This improvement is due

(a) 5.0 - (b) 5.0 -
y=0.882x+0.054 Y=X . S y=1.000x-0.000 Y=X .-
451 R2?=0.752 . © 457 R?=0.763 .t
- £
2 40 240
"E ]
g35 E 3.5
n =
£ 3.0 © 3.0
w £
5 2.5 4 & 2.5
: 3
U 2.0+ +~ 2.0 4
’
1.5 s 1.5
e MAE = 0.27eV S CMAE = 0.17eV
1.04+—— r r r T T r 1.0 T T T : . . r
1.0 1.5 20 25 30 35 40 45 5.0 1.0 15 20 25 30 35 40 45 5.0
Experimental Emission (eV) Experimental Emission (eV)

Figure 12: (a) Comparison of emission energies predicted by SC-IMOM to experimental emission maxima
for the part of Large-dataset belonging to one of the 13 dye classes in Table S1. The data points are color
coded according to the solvent they are in as per Figure S6. (b) The corrected SC-IMOM error is plotted
against the experimental emission maxima. The corrections are performed using the linear fit equations of
individual dye classes in Figures 11 and S8 as per eq 9. The red dotted line indicates the y=x line.
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to the separate correction used for each class of dye. This impressive performance could be
achieved for chromophores that could be categorized into one of the dye classes. However, such a
classification is complex in general. Specifically, for chromophores containing moieties from
multiple dye classes, the use of structural features is not sufficient. In such cases, electronic
features, such as, natural transition orbitals®® (NTO), are widely used to identify the character of
the electronic transitions in TDDFT.%!-%* Thus, TDDFT, being a linear response method, requires

the calculation of NTOs for a concise identification of the excited states.

Unlike TDDFT, IMOM obtains the excited state orbitals. Thus, IMOM can identify the excited
state properties directly. To demonstrate this idea, we chose a substituted BODIPY -anthracene

(b)

C ;
( )A 03 1 mRaw sc-MOM
3
‘:0-25 TmCorrected using Linear fit
e BODIPY
w 0.2 4{mcCorrected using Linear fit
§ Anthracene
E 0.15
&
o 0.1
E.
g 0.05 .
0
BODIPY Anthracene
Raw SC-IMOM| Corrected using Linear fit

Figure 13: (a) Example of a molecule belonging to two different dye classes viz., BODIPY (shown in red)
and anthracene (shown in blue). (b) IMOM Mulliken spin density at the excited state geometry. The spin
density in red and green denotes negative and positive spin density respectively. (¢) Comparison of raw
SC-IMOM and corrected SC-IMOM emission energies using either BODIPY or anthracene linear fit in
Figures 11a or S8c respectively with experimental emission maxima.
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dyad (BAD) (Figure 13a). Using only structural features, this chromophore belongs to both the
BODIPY and anthracene dye families. Filatov ef al. attributed the emission of this BAD to a “local
emission” of the BODIPY chromophore with the first excited state (S1) being a n—>m* excitation.®
The IMOM Mulliken spin density (Figure 13b) agrees well with the previous report. Identification
of the dye class using spin density can be utilized along with the correction based on categorization
into dye classes to improve the raw SC-IMOM predicted emission as illustrated in Figure 13c.
The raw error of SC-IMOM was calculated to be 0.15 eV. Using the correction from the spin
density that assigns the BAD emission to BODIPY dye class helped improve the performance by
reducing the error to 0.05 eV. In contrast, if BAD was assigned to the anthracene dye class, the

performance worsened with an increased error of 0.29 eV.

Thus, accurate classification of the Si excited state / emissive state to a single chromophore
class is critical in obtaining higher accuracy using linear fit-based corrections. The accuracy of
these corrections can also be improved by adding more chromophore-solvent pairs or improving
the dye identification strategies. Further improvement in performance may require machine
learning models as they do not need explicit detection of dye classes. These ideas will be the focus

of future work.
3.4 Analysis of the convergence behavior of IMOM excited state SCF calculations

A-SCF methods can be employed as alternative to canonical excited state methods such as
TDDFT.3! % However, methods such as IMOM which facilitate SCF calculations on electronic
excited states not the lowest energy of a given symmetry tend to have more difficulties to achieve
SCF convergence. In principle, convergence can be achieved by changing the SCF algorithm of
choice such as direct optimization,? level shifting?' and minimizing square of the gradient,? etc.
While we have not explored the convergence performance of such alternate algorithms, we have
performed a limited analysis of our current results to identify and understand the chemical space

of systems where difficulties in convergence have been observed thus far.
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Figure 14: (a) and (b) present the percentage of chromophore-solvent combinations in the large-dataset
whose IMOM excited state optimization did not converge for different dye classes and range of emission
maxima respectively. The results for dye classes are presented for all the chromophores that could be
classified uniquely into one of the 13 dyes classes in Table S1. The range of experimental emission is
limited to [1.5 eV, 3.75 eV) range where enough data is available.

We take advantage of the large dye chemical space coverage of the Large-dataset to make
meaningful assertions. In total 7% (975 out of 13,293) chromophore-solvent combinations had
excited state SCF convergence issue during IMOM excited state optimization. The rate of
convergence (93%) is much higher than our initial expectations since we are performing
calculations on excited state structures away from equilibrium and many different solvents (69).
The variation in the rate of chromophores with convergence issues in different dye classes is
presented in Figure 14a. Anthracene dyes had the most convergence issues (15%). On the other
hand, perylene, cyanine and carbazole dyes did not have any convergence issues. The 100%
convergence of these three dye classes could be partly attributed to the fewer number of data points
(less than 100) in those three dye classes. Overall, in the majority of dye classes the rate of
convergence issues was lower than 4%, including Bodipy with more than 1000 chromophore-

solvent pairs.

Further, we investigated the dependence of the rate of convergence issues on the emission
maxima. The results are presented in Figure 14b. At lower energy emission region there are fewer
issues (less than 2%). The rate of convergence issues increases going to higher energy range of the
spectrum peaking around 3 eV. The rate of convergence issues correlates well with the SC-IMOM

error which also increases, in magnitude, with increasing emission energy peaking around 3 eV
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(Figure S9). Thus, uncorrected IMOM has better and more reliable performance in the lower

energy range of the visible spectrum.
4. Conclusions

The A-SCF method, IMOM, accelerated the prediction of emission maxima for the purpose of
screening large numbers of dye molecules. Small (205) and large (12,318) datasets were employed
to show the generality of our observations. Using IMOM, we were able to obtain Si excited state
structures and emission energies using an automated procedure, making the process black box.
While IMOM underestimated excitation energies, a spin corrected version (SC-IMOM)
significantly improved the accuracy. Since emission generally takes place from the first singlet
excited state (Kasha’s rule), we demonstrated that optimization of the Si excited state accurately
reproduced experimental emission energies with MAE of 0.30 and 0.27 eV for the small and large
datasets containing diverse sets of chromophores. We classified the contents of the large dataset
into chromophores belonging to 13 different common dye classes, further lowering MAE to 0.17
eV for chromophores belonging to several popular dye classes. We demonstrated the ability of
IMOM spin density to identify the dye class of a complex chromophore dyad with structural
moieties from two different dye classes. Finally, we show that the rate of convergence of IMOM
excited state SCF calculations has small but significant variations among the different dye classes
and emission energy. The analysis revealed that anthracene dye class has the most convergence
issues and generally convergence issues increased with higher emission energy peaking around 3
eV. The accuracy of the predicted emission energies, the unsupervised nature of the method, and
the economy of calculations showcase the potential for SC-IMOM in the design of optical

materials with desirable emission properties.

Supporting Information

The supporting information contains tables, figures, coordinates, numerical data and python script
used to generate the initial conformations of the Large-dataset. The supporting information is

available free of charge on the journal website.
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