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A B S T R A C T

Climate change is a societal grand challenge and many nations have signed the Paris Agree-
ment (2015) aiming for net-zero emissions. The computing community has an opportunity
to contribute significantly to addressing climate change across all its dimensions, including
understanding, resilience, mitigation, and adaptation. Traditional computing methods face
major challenges. For example, machine learning is overwhelmed due to non-stationarity
(e.g., climate change), data paucity (e.g., rare climate events), the high cost of ground truth
collection, and the need to observe natural laws (e.g., conservation of mass). This paper shares a
perspective on a range of climate-smart computing challenges and opportunities based on multi-
decade scholarly activities and acknowledges the broader societal debate on climate solutions.
Moreover, it envisions advancements in computing methods specifically designed to tackle the
challenges posed by climate change. It calls for a broad array of computer science strategies
and innovations to be developed to address the multifaceted challenges of climate change.

1. Introduction

Climate-smart computing aims to help us ‘‘understand and analyze the climate ecosystem, build resilience to climate-driven
extreme events, and mitigate and adapt to climate change’’ [1]. Its advanced computing techniques range from smart sensor-based
networks to novel climate informatics techniques, such as artificial intelligence (AI). These technologies are crucial for global
efforts to mitigate the severe impacts of climate change, which has become the foremost issue confronting the global community.
The increasing frequency of extreme events, such as extended heat waves, underscores the urgency of these efforts. Bringing
nthropogenic greenhouse gas (GHG) emissions to zero, sometimes referred to as ‘‘net zero’’, is viewed as critical to averting the
orst impacts of global warming and climate change. According to the Paris Agreement, signed by over 70 countries, achieving net

ero is essential to maintain a livable planet. This commitment is underscored by the global engagement with climate goals and
pecific pathways to net zero currently being pursued by the United Nations.

Fig. 1 shows the role of GHG removal in climate change mitigation. The left subfigure shows historical and projected GHG
emissions over decades, with brown areas representing gross positive CO2 emissions, and light greenish-gray areas showing
other GHGs like methane (CH4), nitrous oxide (N2O), and fluorinated gases. The ‘‘Business as usual’’ trajectory indicates rising
emissions without intervention, while the ‘‘Below 2 ◦C’’ pathway highlights the necessary reductions to net zero GHG emissions by
reducing gross positive GHG emissions (green areas) and increasing negative emissions (blue areas), which represent activities that
actively remove carbon from the atmosphere. The right subfigure categorizes activities associated with these efforts: conventional
abatement technologies such as renewable energy, advancements in emitting technologies, and carbon removal technologies,

∗ Corresponding author.
E-mail addresses: yang7492@umn.edu (M. Yang), jayap015@umn.edu (B. Jayaprakash), ghosh117@umn.edu (S. Ghosh), jungx367@umn.edu (H.T. Jung),

eagon012@umn.edu (M. Eagon), wnorthro@umn.edu (W.F. Northrop), shekhar@umn.edu (S. Shekhar).
https://doi.org/10.1016/j.pmcj.2025.102019
Received 10 July 2024; Received in revised form 28 January 2025; Accepted 29 January 2025
vailable online 7 February 2025 
574-1192/© 2025 Elsevier B.V. All rights are reserved, including those for text and data mining, AI training, and similar technologies. 

https://www.elsevier.com/locate/pmc
https://www.elsevier.com/locate/pmc
https://orcid.org/0000-0002-8354-4622
mailto:yang7492@umn.edu
mailto:jayap015@umn.edu
mailto:ghosh117@umn.edu
mailto:jungx367@umn.edu
mailto:eagon012@umn.edu
mailto:wnorthro@umn.edu
mailto:shekhar@umn.edu
https://doi.org/10.1016/j.pmcj.2025.102019
https://doi.org/10.1016/j.pmcj.2025.102019
http://crossmark.crossref.org/dialog/?doi=10.1016/j.pmcj.2025.102019&domain=pdf


M. Yang et al.

i
u

o
G
(
t
c
A
w
i
T
n
t
3

i
c
c

I
m
u

K
t
t

Pervasive and Mobile Computing 108 (2025) 102019 
Fig. 1. The role of greenhouse gas removal in climate change mitigation [2].

ncluding reforestation. Compared to historical trajectories of net GHG emissions, these emission targets are both ambitious and
rgent.

Computing will play a growing role in helping different sectors of the economy work towards net zero. Computing itself generates
emissions, however, so it is useful to understand where its emissions come from. Fig. 2 presents the sectors that contribute most
to global GHG emissions [2,3], namely energy systems, industry, agriculture, transportation, and buildings. Globally, the energy
sector is the largest contributor to anthropogenic GHG emissions, followed by industry and agriculture, although, the importance
f these sectors may differ by region. For example, in the U.S., the transportation sector is the largest contributor to anthropogenic
HG emissions [4]. Of particular interest to the computing science community is the information and communications technology

ICT) sector, which contributes approximately 2% of global GHG emissions and 4% of global electricity consumption. Fig. 3 shows
he components of ICT emissions, including personal user devices, networks, and data centers [5]. Notably, pervasive and mobile
omputing (PMC) technologies, including distributed systems and mobile networks, are major contributors within these categories.
s shown in Fig. 4, mobile and embedded devices account for a substantial portion of the embodied GHG emissions for user devices,
ith smartphones and laptop PCs among the most significant contributors. Similarly, Table 1 presents network GHG emissions,

ndicating that mobile networks are responsible for the majority of both embodied and use-stage emissions among network types.
hese insights emphasize the substantial role of pervasive and mobile computing in driving ICT-related emissions, underscoring the
eed for targeted strategies to manage and mitigate these environmental impacts. Further driving the increase in energy within
he ICT sector are large AI models, particularly those running in extensive data center facilities. These models can require up to
 to 5 million gallons of water daily for cooling, adding substantial pressure on energy and water resources and intensifying ICT’s

environmental footprint. ‘‘The shift towards AI has dramatically increased energy consumption in data centers, with the International
Energy Agency (IEA) predicting a doubling of global data center electricity demand between 2022 and 2026, driven significantly
by AI’s energy-intensive model training processes’’ [6].

Advancements in computation techniques are also required, given that climate-related tasks rely heavily on computationally
ntensive simulations and vast amounts of data from Earth observations. Table 2 shows illustrative climate-smart computing research
hallenges and opportunities within various computing subareas identified by the U.S. National Science Foundation [1]. The
omponents of climate-smart computing include:

‘‘(1) smart sensor-based networks or self-adaptive robots for real-time data collection under extreme conditions, (2) disaster-
resilient communication networks, (3) advanced computing infrastructures for efficient data storage and aggregation, and
high-speed, heterogeneous computing resources for processing vast volumes of climate-related data and complex climate
models, (4) state-of-the-art data-driven computational modeling and high-precision simulations for deeper insights and
discoveries, (5) innovative climate informatics, including AI, for enhanced analysis and prediction, and (6) human-centered
computing approaches for visualizing key challenges, impacts, and solutions.’’

n this paper, we adopt NSF’s use of the term informatics to refer to ‘‘the study and development of computational techniques for
anaging and utilizing information throughout its entire lifecycle’’ [7], encompassing activities such as application domain & data
nderstanding, data preparation, modeling & analysis, evaluation, and deployment [8].

ey insights. Our aim here is to provide a visionary introduction to open problems in climate-smart computing. We explore
he challenges and opportunities associated with both the current application of computing and the advancement of computing
echniques in the realms of climate understanding, resilience, mitigation, and adaptation. The key insights of the paper are

summarized as follows:
2 
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Fig. 2. Total global greenhouse gas emissions by economic sector in 2019 [2].

Fig. 3. Total ICT sector carbon footprint (2020) [5].

Fig. 4. Allocation of embodied GHG emissions for devices. Numbers included only for the most contributing device types [5].

• Computing is central to addressing climate change, with applications supporting climate understanding, resilience, mitigation,
and adaptation through data-driven approaches and advanced modeling.

• PMC technologies play an essential role in building climate resilience by supporting early warning systems and real-time
monitoring. IoT-enabled alerts and mobile networks enable communities to prepare for and respond to extreme climate events
like floods, wildfires, and storms, enhancing adaptive capabilities at the local level.
3 



M. Yang et al.

S
s
e
a
f
r
S
C

O

2

b
a

Pervasive and Mobile Computing 108 (2025) 102019 
Table 1
Network GHG emissions for 2020 allocated to network types [5].

Use stage GHG Embodied GHG Total GHG
(Mtonne CO2e) (Mtonne CO2e) (Mtonne CO2e)

Total networks 153 31 184

Mobile networks 101 17 118
Fixed broadband 38 14 51
Fixed telephony 14 0 14

Table 2
Representative research topics for climate-smart computing [1].
Computing subareas Climate-related challenges and opportunities

Sensors, clocks, IoT, devices, edge computing, etc. Real-time data collection under extreme conditions
Networks (wireless, wired) Resilient to natural disasters
Infrastructure (e.g., Cloud, clusters, etc.) Efficient data storage and aggregation
Simulation, Digital Twins Deeper understanding and new discoveries of climate
Informatics (e.g., AI, Data Science) Provide advanced analysis and prediction capabilities
Human-centered computing Understanding and visualizing key challenges and impacts

• Effective integration of diverse climate data sources, including IoT and satellite data, enables real-time climate modeling and
enhances forecasting accuracy for timely responses to climate events.

• As computing demand grows, PMC technologies, including mobile networks and IoT devices, are contributing substantially
to emissions by the ICT sector due to their extensive deployment and power requirements. Reducing PMC’s environmental
footprint through low-power computing, energy-efficient hardware, and sustainable data management practices is essential.

• Interdisciplinary collaboration ensures that climate-smart computing aligns with scientific and societal needs, while ethical
and responsible practices prioritize equity, data privacy, and environmental justice in climate solutions.

cope. Our recommendations cover open research problems related to climate change, opportunities we see to apply computation
cience to these problems and examples of areas where we believe advancements in computing techniques are needed. While some
xamples and data are drawn from the U.S. due to the high availability and accessibility of relevant data, our larger aim is to
ddress global climate challenges, and many figures reflect broader trends where possible. The paper is not an exhaustive summary
rom either a climate or computing perspective. Interested readers can refer to Intergovernmental Panel on Climate Change (IPCC)
eports (e.g., [2,9]) or other materials, such as the book Mathematics and Climate [10], Insolvent: How to Reorient Computing for Just
ustainability [11], the environmental awareness section in the Red Blue Dictionary [12] and the Special Issue on Computing and
limate in the Computing in Science & Engineering journal [13], among others.

utline. The remainder of this paper is structured as follows:

• Section 2, Illustrative Patterns in Climate Change, provides essential background on climate trends, impacts, and extreme
events. This section sets the stage by describing how climate change drives computational needs, from modeling global climate
systems to tracking local weather anomalies.

• Section 3, Climate Applications of Computing, showcases how computing supports climate understanding, resilience, mit-
igation, and adaptation. Examples include advanced simulations for climate projections, predictive analytics for extreme
events, and tools for managing energy-efficient infrastructure. This section also introduces the contribution of PMC in climate
applications through technologies such as nanosatellites and IoT devices, which enable real-time data collection and localized
adaptation.

• Section 4, Emerging Challenges in Climate-smart Computing, outlines specific computing advancements required to support
climate goals. Here, we discuss how computing must evolve, focusing on topics like decarbonizing computing, building climate-
resilient systems, and enhancing interdisciplinary collaboration. Further, we discuss the trade-offs between the pros and
cons of additional computing in the context of climate change, given computing itself also produces emissions. This section
also discusses challenges in integrating large, diverse climate datasets and ensuring responsible, human-centered computing
practices.

• Section 5, Conclusions and Future Work, summarizes key insights and takeaways and calls for sustained research and education
efforts. This final section emphasizes the role of the computing community in addressing urgent climate challenges.

• An Appendix provides a table of acronyms (Table A.6) and a glossary of key terms (Table A.7)

. Illustrative patterns in climate change

To keep the article self-contained, we summarize key climate change patterns from recent centuries, providing essential
ackground for the computing community. Additionally, we provide formal definitions of the four key areas of climate-related
ction – Understanding, Resilience, Mitigation, and Adaptation – as these serve as the main themes tying the paper together.
4 
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Fig. 5. The trend of global average surface temperature [14].

Fig. 6. A conceptual representation of the shift in the probability distribution for average and extreme temperatures as a result of global warming [15].

Increases in human activities such as industrialization, increased consumption of natural resources, deforestation, and fossil fuel
burning result in high GHG emissions (as shown in Fig. 1). For instance, industrial processes release significant amounts of carbon
dioxide (CO2) and methane (CH4), both potent greenhouse gases. The transportation sector, with its reliance on fossil fuels, is
nother major contributor. These activities not only increase GHG levels but also reduce the Earth’s ability to absorb these gases
hrough natural sinks like forests and oceans, exacerbating the problem.

As shown in Fig. 5, there is a warming trend in the last century that cannot be explained by long-term or short-term natural
ariations and events [14,16,17]. According to the latest Synthesis Report from the IPCC [18], ‘‘it is likely that well-mixed
reenhouse gases (GHGs) contributed to a warming of 1.0 ◦C to 2.0 ◦C’’. This significant increase in global temperatures has profound

effects on the climate system. Additionally, the variability of precipitation is increasing in a warmer climate [19], indicating more
erratic and extreme weather patterns. Rising temperatures cause plant and animal species to migrate to higher altitudes and away
from the equator, seeking cooler habitats. This shift disrupts ecosystems and biodiversity. It also alters the timing of seasons, causing
spring to arrive earlier and autumn to come later, which can affect traditional agricultural cycles and natural ecosystems.

That rise in temperature explains the increased frequency and intensity of climate extremes (e.g., heatwaves, flooding) supported
by statistics and physical science. Fig. 6 illustrates a statistical view using a conceptual representation of the temperature distribution
shift. It can be observed that the frequency of extremely high temperatures increases non-linearly, with ‘‘a small increase in average
temperatures leading to large changes in the frequency of extreme heat events’’ [15]. Critically, more heat events emerge at the
pper tail (far right in Fig. 6), which would not have occurred under normal climate conditions. From a physical science perspective,

it is known that warmer air holds more water vapor. This means that rising temperatures lead to heavier rainfall and increased flood
isks. Rising temperatures also accelerate the melting of glaciers and polar ice, contributing to sea level rise and coastal erosion.
ther trends are summarized in Table 3 [20].

To avert the worst impacts of climate change, the Intergovernmental Panel on Climate Change (IPCC) [2,9] has defined four key
reas of climate-related action:

• Understanding: Comprehending the drivers of planetary processes and projecting how these processes might change under
various scenarios, such as increased greenhouse gas emissions [21].

• Resilience: The ability of our social, ecological, or socioecological systems and its components to anticipate, reduce,
accommodate, or recover from the effects of a hazardous event or trend in a timely and efficient manner [9].

• Mitigation: The human interventions to reduce the source of greenhouse gas emissions and protect natural carbon sinks [2].
5 
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Table 3
Trends in climate and weather extremes in a warmer world [20].
Extreme event Trends

Heavy Precipitation Increasing instances of heavy and intense rainfall and snowfall, leading to a higher risk of flooding.
Storms More frequent and stronger storms such as hurricanes due to the increased energy in a warmer atmosphere.
Atmospheric Rivers Longer, wider, and wetter atmospheric rivers, resulting in greater flood damage.
Heatwaves More frequent, hotter, and longer-lasting heatwaves.
Drought Increased likelihood of droughts, with warmer temperatures causing drier and longer drought periods.
Wildfires Larger and more dangerous wildfires occur over longer seasons and in more unexpected areas.

• Adaptation: The singular of adjustment in natural or human systems in response to actual or expected gradual climatic stimuli
or their effects, which moderates harm or exploits beneficial opportunities [9].

These four areas are intricately connected. Techniques for climate understanding, such as global climate system modeling [21],
provide foundational knowledge to comprehend planetary processes and predict future climate scenarios. Based on this foundational
understanding, other climate change actions are developed in an interdependent manner. For example, climate-resilient development
that integrates adaptation measures with mitigation strategies promotes sustainable development universally [9]. In the rest of this
paper, we describe how specific computing techniques can help with each area, highlighting their pivotal roles.

3. Climate applications of computing

Computing is a crucial tool in climate action. In this section, we discuss societal applications of computing techniques across
climate understanding, resilience, mitigation, and adaptation. Within each subsection, subheadings connect the paragraphs with the
computing components from Table 2, so readers can easily spot the categories of computational work involved.

3.1. Climate understanding

Computational techniques provide valuable insights into the complex processes driving climate change, from monitoring climate
change to modeling and assimilating observational data. By leveraging these techniques, researchers can better inform policymakers
and the public about the impacts of climate change and guide efforts to mitigate and adapt to these changes. Computing areas
crucial for understanding climate change include simulation, data assimilation, computing infrastructure, sensors, and informatics.
Each area plays a vital role in advancing our knowledge of climate processes and improving climate models.

Simulation. Analyzing and projecting the amount of carbon dioxide and other greenhouse gases emitted in coming decades can help
understand and project the trend of global temperatures under different scenarios. Example simulation models include global climate
models (GCMs) [22]. These models use many different factors such as water vapor, carbon dioxide, heat, and the Earth’s rotation
as inputs to compute the interaction between these factors with the ocean, air, and land, and then produce a projection of how the
Earth’s climate may change. An example is shown in Fig. 7 [23]. The two subfigures show annual historical and a range of plausible
future carbon emissions in units of gigatons of carbon (GtC) per year (left) and the historical observed and future temperature
change that would result in a range of future scenarios relative to the 1901–1960 average, based on the central estimate (lines)
and a range (shaded areas, two standard deviations) as simulated by global climate models (right). For example, by 2081–2100,
the projected range in global mean temperature change is 1.1◦–4.3 ◦F under the lower scenario (RCP2.6; 0.6◦–2.4 ◦C, green) and
5.0◦–10.2 ◦F under the higher scenario (RCP8.5; 2.8◦–5.7 ◦C, orange). In addition to these applications, computational simulation
echniques are essential for developing and running complex polar climate system numerical models. For example, regional climate
odels and ice sheet models are used to simulate the response of the polar regions to different climate-forcing scenarios.

nfrastructure. Advanced computing infrastructures, including high-performance computing (HPC), cloud computing, GPUs, and
ata centers, are pivotal in climate simulation as well as processing, analyzing, and storing vast amounts of climate data from
arious sources like satellite observations, in-situ measurements, and climate simulations. HPC systems are essential for running
omplex climate models requiring significant computational power, enabling high-resolution simulations to capture fine-scale
limate processes crucial for understanding regional climate impacts and extreme weather events [24]. Notable examples include
he NCAR supercomputers, such as Cheyenne [25] and the upcoming Derecho [26], which provide substantial computational
esources for climate modeling and simulation. Similarly, Japan’s Earth Simulator has been a cornerstone in climate research,
ffering advanced capabilities for simulating climate systems with high precision [27].

Cloud computing platforms like Amazon Web Services (AWS) and Microsoft Azure provide scalable and flexible resources for
toring and processing large climate datasets, such as AWS Earth [28], Google Earth Engine [29], etc. These platforms offer tools
or distributed computing, data analytics, and machine learning, facilitating collaborative research and real-time data analysis [30].
PUs also play a significant role in accelerating climate model computations, enhancing the efficiency and speed of data processing

tasks.
Data centers are critical for managing climate data, with innovative use of renewable energy sources and advanced cooling

techniques, significantly reducing the carbon footprint of data storage and processing [31,32]. Efficient data management and
storage solutions, like data lakes and distributed databases, enable centralized storage of heterogeneous climate data, supporting
data sharing and collaboration among researchers worldwide.
6 
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Fig. 7. The annual historical and a range of plausible future carbon emissions (left) and the historical observed and future temperature change that would result
for a range of future scenarios (right) [23].

Sensors. Climate change projections are reliant on the use of sensors in climate data collection to provide critical information
(e.g., initial and boundary conditions) for understanding and modeling climate change. Various types of sensors are deployed to
monitor different environmental parameters. Satellite-based sensors, such as those used in Earth Observation (EO) programs like the
entinel and Landsat missions, measure sea surface temperatures, sea ice extent, and atmospheric moisture with high spatiotemporal

resolution. These sensors capture data on the Earth’s biological, physical, and chemical processes using remote sensing technologies,
including multispectral and hyperspectral imaging, radar, and LiDAR [33,34]. Ground-based sensors, including automatic weather
stations, capture data on temperature, humidity, wind speed, and precipitation. Oceanographic sensors deployed on buoys and
moorings measure sea temperature, salinity, and currents, contributing to a better understanding of ocean dynamics [35].
Additionally, ice-tethered profilers collect data on ice thickness and subsurface temperature, which are vital for studying ice sheet
dynamics and permafrost conditions [33]. These sensors, combined with computing techniques, enable the continuous monitoring
of climate variables, enhancing the accuracy of climate models and the reliability of climate predictions.

Another important application of sensing techniques is the study of ice sheet dynamics. Ice sheets, such as the Greenland and
Antarctic ice sheets, are massive reservoirs of freshwater that can significantly contribute to sea-level rise if they melt. Remote
sensing methods like interferometric synthetic aperture radar (InSAR) and altimetry data processing enable researchers to monitor
ice sheet surface elevation changes, ice flow velocities, and ice mass balance. These techniques help identify regions of accelerated
ice loss and improve our understanding of the mechanisms driving ice sheet instability [36,37].

Informatics. Computing techniques are crucial for analyzing and interpreting the vast amounts of data collected from climate
observing systems, such as automatic weather stations, oceanographic moorings, and ice-tethered profilers. Data assimilation
techniques, such as Kalman filtering and variational methods, combine observations with model predictions to improve the accuracy
and reliability of climate simulations [36,37]. However, missing data [38–40] poses significant challenges in climate data science.
Gaps in data can lead to biases and uncertainties in climate models and hinder the validation of model outputs. Advanced
imputation techniques and robust data assimilation methods are essential to address these issues and ensure the integrity of climate
research [38,41].

Permafrost, or permanently frozen ground, is another critical component of the climate system. Machine learning algorithms
applied to remote sensing data can help map permafrost distribution and monitor its thermal state. This is important for
understanding the potential release of greenhouse gases, such as methane and carbon dioxide, from thawing permafrost, which
can further amplify global warming [42]. The combination of observational data with model simulations [43–46] can significantly
enhance the ability to capture and predict spatial variability in climate phenomena.

Another primary application of informatics in computing is the study of sea ice dynamics. Satellite remote sensing data and
computing techniques enable researchers to monitor changes in sea ice extent, thickness, and motion. For example, machine learning
lgorithms can be applied to satellite imagery to automatically detect and track sea ice features, such as leads (linear cracks in the
ce), polynyas (areas of open water surrounded by sea ice), and ice floes (large pieces of floating ice). These techniques help quantify
he rate of sea ice loss and improve our understanding of the underlying processes driving these changes [36,42,47–49]. Additionally,
he combination of satellite data with in-situ measurements allows for the validation and enhancement of model accuracy, providing
 more comprehensive understanding of spatial variability in sea ice dynamics [37,50].

.2. Climate resilience

Climate extremes caused by climate change, such as heatwaves, droughts, and megastorms, can result in economic losses, injuries,
nd even fatalities [53], as shown in Fig. 8 [51]. For example, extreme heat can cause heat stroke and dehydration, leading to death.
7 
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Fig. 8. Climate change can affect climate extremes and result in major impacts on society [51].

Fig. 9. Upper: The number of heat waves per year (frequency); lower: The number of days between the first and last heat wave of the year (season length) [52].

Between 14 and 19 June 2024, ‘‘at least 1,301 people on the Hajj pilgrimage to Mecca died due to extreme heat, with temperatures
exceeding 50 ◦C (122 ◦F), making it the deadliest Hajj to date’’ [54]. Increased global temperatures exacerbate these hazards,
making them more extreme and frequent. Fig. 9 illustrates the increase of heatwaves in the U.S., with bar graphs and maps showing
changes in the number of heatwaves per year (frequency) and the number of days between the first and last heatwave of the year
season length) across all 50 metropolitan areas by decade [52]. The size/color of each circle in the maps indicates the rate of
hange per decade. It is clear that heatwaves are becoming more frequent and intense with global warming. Therefore, the ability
o anticipate, prepare for, and respond to these extremes—collectively known as climate resilience—is crucial to reducing the impact
f climate change. Table 4 provides a summary of example computing techniques to help reduce the risks associated with climate
xtremes. Here, risk is defined with the multiplicity of two components: the probability of extreme events and the exposure to these
8 
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Table 4
Computing techniques can help with different stages in climate resilience.
Stage Computing techniques

Risk assessment Sensors: Risk maps

Planning Simulation: Scenario-based resilience planning

Response Cross-cutting : Geo-targeted alert warning with trust building

Recovery Cross-cutting : Resource allocation optimization and infrastructure rebuilding
simulations

Risk mitigation Informatics: Database of best practices and recommendations

Fig. 10. An example tropical storm track forecast cone over two days of observation and prediction [59].

events. The following illustrates some of the ways to contribute to climate resilience, such as sensors, simulation, informatics, and
human-centered computing.

Sensors. At the risk assessment stage, a primary application of sensor techniques is in anticipating extreme events and providing
early detection to generate risk maps. For instance, the frequency and intensity of wildfires have dramatically increased over the past
ecade, leading to extensive damage to both ecosystems and human settlements [55]. While complete prevention of wildfires is not
easible, their early detection and precise geolocation at initial stages can significantly mitigate the resulting destruction. Traditional
etection methods often depend on witness reports. As a result, incipient fires, especially in the wilderness, may remain undetected
or extended periods, producing only limited visible indicators such as small smoke plumes or subtle changes in temperature and
ases. Sensing techniques are necessary for more efficient and accurate monitoring of vast and remote areas. For example, ground-
ased sensors can detect conditions conducive to wildfires, such as hot, dry weather, and strong winds. Chemical sensors can also

provide real-time data on carbon dioxide and smoke particles [56,57]. Unmanned aerial vehicles (UAVs) equipped with these sensors
have the potential to offer high spatial and temporal resolution data, facilitating the mapping of chemical fire signatures in complex
terrains before they are visibly detectable [58].

Simulation. Scenario-based resilience planning is a vital strategy for decision-makers planning for extreme events. This process
involves considering various potential manifestations of high-risk extreme events and exploring the effects of multiple potential
future conditions on important resources. During this process, computing techniques are utilized to develop prediction models that
estimate future conditions, aiding in the identification and selection of action plans [60]. A final step involves using computing
ystems to optimize actions if a given scenario occurs. For instance, evacuation planning, a common strategy to protect people from
he impacts of extreme events such as wildfires and hurricanes, relies heavily on computing-based models for both planning and
anaging evacuation during disaster response phases [61,62].

nformatics & human-centered computing . During heat waves or other extreme events, humans need clear and actionable
nformation about how to protect themselves. Informatic techniques can be used to develop databases of information (e.g., public
uildings with AC that can serve as cooling centers) or best practices (e.g., recommendations by body size for water intake). Human-
entered computing can disseminate this information to the public, including sending warnings, assigning shelters, and presenting
chedules through trusted channels (e.g., priests, etc.).

During rapidly moving events such as hurricanes, communicating with the public requires special consideration of spatiotemporal
ariances. Fig. 10 shows the track forecast of the center of Hurricane Beryl in July 2024 [59]. The current and predicted positions
f the center of the storm are denoted by ‘X’ and black dots, respectively. The cones represent the probable tracks of the center
9 
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Fig. 11. Sectoral innovations for global net-zero game changers [2,63].

of the tropical storm, and the level of warning for nearby coastal areas is indicated by color. The shifts in the predicted trajectory
and intensity of the hurricane reflect the spatiotemporal variation and data complexity inherent in these predictions. Conveying the
uncertainty of these predictions in public service announcements is very challenging. There is a need to assess the existing gaps in
public understanding and develop new techniques to effectively communicate these uncertainties, ensuring that the information is
oth accessible and actionable. Without such efforts, public distrust of weather advisories may put lives in danger.

3.3. Climate change mitigation

Climate change mitigation includes measures to slow the release of GHG into the atmosphere, either by reducing the source
e.g., decarbonization of transportation and other industries) or by enhancing the sinks that remove these gases from the atmosphere
e.g., ocean and forest preservation). Numerous efforts have been made to identify opportunities for climate change mitigation.
ig. 11 candidate sectoral innovations of net-zero ‘‘game changers’’ [63]. The bottom part of the figure presents the global
HG emissions by sector as of 2019 [2], providing a context for where emissions reductions are most urgently needed. The top
ortion of the figure offers an overview of technological innovations targeting GHG reduction across different economic sectors.
hese innovations are organized by sector, including transportation technology (e.g., advanced batteries, connected and automated
ehicles), electricity generation (e.g., advanced solar, nuclear fission, wind), industrial processes (e.g., low-CO2 chemicals, low-CO2
oncrete), buildings and infrastructure, agriculture and methane reduction, and carbon removal. Each category highlights specific
dvancements within the sector to drive emissions reduction. This section further discusses the role of computing components in
upporting and accelerating these innovations.

ensors & networks. In the field of urban planning, pervasive computing supports smart building infrastructure equipped with
eal-time data collection and analysis capabilities. These buildings utilize IoT devices, including smart thermostats, lighting systems,
nd energy management systems, which can dynamically adjust settings of heating, ventilation, and air conditioning (HVAC)
ystems [64] based on occupancy patterns, external weather conditions, and energy usage trends [65]. Additionally, integrating
enewable energy sources with smart grid technology allows buildings to optimize energy use by balancing supply and demand,
toring excess energy, and reducing reliance on non-renewable sources [66].

ptimization algorithms. An impactful application of computing for climate change mitigation is carbon-aware site selection [67],
hat is the strategic selection of facility locations to minimize the associated carbon emissions. Carbon-aware site selection is
articularly important within the supply chain industry. Each site – including suppliers, manufacturing plants, distribution centers,
nd customer locations – serves as a distinct element in the local transportation ecosystem. This ecosystem is characterized by
nfrastructure, transport modes, reliability, and cost considerations. By selecting site locations that minimize transportation distances

between them, companies can significantly reduce greenhouse gas (GHG) emissions associated with product distribution. These
techniques become increasingly effective as the volume of materials to be transported grows.

Informatics. Computing techniques play a big role in reducing GHG emissions in transportation. One way is by improving
nderstanding and modeling of tailpipe emissions, the biggest source of emissions in the transportation sector. The engine control
nits of modern conventional vehicles are computers that make the engine run with a particular objective including maximizing
10 
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Fig. 12. Examples of climate mitigation and adaptation [75].

power output, maximizing fuel economy, and minimizing tailpipe emissions. The simplest algorithm is a widely used look-up
table of control variables, like fuel delivery and ignition timing, that is filled using extensive pre-production testing. With the
advent of promising machine learning techniques, researchers have investigated the performance of physics-aware machine learning
models in modeling emissions like NOx [68] and soot [69] using appropriate engine variables. These models help better understand
the emissions phenomenon by modeling the non-linear dynamics of engine combustion that lead to anomalous amounts of GHG
emissions. In addition, software tools [70,71] have been developed that evaluate the electrification potential of different types of
vehicle fleets. Another work [67] highlights the potential mitigating impacts of a vehicle-to-grid infrastructure (V2G), a bi-directional
charging system that enables EVs to both absorb excess power as well as push energy back to the grid. Intelligent siting of charging
infrastructure can help encourage broader adoption of electric vehicles while focusing on locations with low carbon intensity and
renewable energy sources. Finally, smart charge scheduling can be used to help balance energy grid demand and the financial and
environmental costs of charging electric vehicles [72].

In addition to electrification, intelligent energy management is also a key to speeding this transition and minimizing emissions.
Eco-routing involves optimizing routes for transportation networks to minimize fuel consumption and greenhouse gas emissions. By
using real-time traffic data, AI algorithms can determine the most efficient routes, reducing overall travel time and environmental
impact.

Simulation. Several simulation tools and digital twins also help in mitigating GHG emissions in the transportation sector. SUMO
(Simulation of Urban MObility) [73] is widely used to model and predict traffic flows, to help optimize urban planning and
reduce vehicular emissions. By simulating various traffic scenarios, SUMO helps develop more efficient transportation networks,
consequently mitigating the carbon footprint of urban mobility. A similar simulation tool, FASTSim (Future Automotive Systems
Technology Simulator) [74], has been instrumental in evaluating the efficiency and emissions of different vehicle technologies,
including electric and hybrid vehicles. The tool allows researchers to simulate the performance of these vehicles for pre-defined trips
and under various conditions, providing valuable insights into their potential for reducing GHG emissions. Such traffic simulators
nd digital twins play a crucial role in helping policymakers, fleet managers, and vehicle manufacturers formulate strategies that
an help mitigate the ill effects of vehicular emissions.

.4. Climate change adaptation

Adaptation to climate change refers to the process of adjusting systems in response to actual or expected gradual climatic stimuli
or their effects. This strategy is essential for reducing vulnerability across sectors such as agriculture, infrastructure, water resources,
and human health. Some illustrative examples that differentiate adaptation from mitigation are shown in Fig. 12 [75]. For example,
nything that aims to reduce carbon dioxide emissions is mitigation, such as renewable energy and eco-friendly transportation.
ncreasing urban green areas can both mitigate and promote adaptation to climate change while adapting agriculture based on
ntomological surveillance is an example of adaptation. Both mitigation and adaptation actions are crucial for averting the worst
mpacts of climate change. Mitigation will limit the future impacts of climate change, and adaptation will help the world cope
ith those changes. However, trade-offs involving factors such as vulnerability, economic development, and fair share climate

ontributions may tip the scale in one direction for a community. For example, a smaller nation like Tuvalu will focus primarily on
daptation, as ‘‘it is a low-lying island nation that faces the near-term threat of sea level rise’’ [75]. Effective adaptation safeguards

against the adverse effects of climate change, ensuring the continued functioning and resilience of societies and ecosystems. In this
context, climate-smart computing plays a pivotal role in enhancing adaptive capacity. Through real-time monitoring, data analytics,
and machine learning, smart computing can significantly improve the effectiveness and efficiency of adaptation strategies.

Besides understanding how adaptation relates to mitigation, some readers may be interested in how adaptation relates to
resilience. In this context, it is useful to categorize climate impacts as either extreme events or gradual changes. Extreme events,
11 
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Fig. 13. Adaptation to balance food supply and demand [76].

ncluding extreme heat, wildfires, and droughts, were discussed in Section 3.2 and illustrated in the bottom two rows of Fig. 8.
radual changes include sea level rise, melting of glaciers and ice sheets, permafrost thawing, the gradual movement of plant and
nimal species to higher elevations and away from the equator, as well as the gradual loss of productivity of agriculture and forests
nder a business-as-usual scenario. While these events may not risk the immediate loss of life and livelihoods, and mitigation can

take time, these gradual changes risk major losses over centuries if not decades. Thus, it is important to plan actions for adaptation
to such gradual changes. An example of balancing food supply and demand is shown in Fig. 13 [76]. Food demand will grow in the
uture due to population growth and changing diets (black line), and the food supply must meet this demand. However, under a
usiness-as-usual approach, food production will decrease over time due to climate change (red line). To ensure the world remains
esilient against hunger, the large resulting gap between food supply and demand should be bridged by adaptation approaches
yellow and green lines). The following discusses how different components of computing are crucial for adaptation.

ensors. Sensors play a pivotal role in climate adaptation, from agriculture to urban planning. Smart sensors in buildings
an contribute to energy efficiency by detecting occupancy and adjusting lighting and air conditioning accordingly [77,78]. In
griculture, sensing is important for entomological surveillance. Tracking the movements and population of insects can help detect
he presence of pests that affect crop health [79,80]. This allows farmers to implement timely interventions, reducing crop damage
nd improving yield. In addition, water resource management benefits from sensors that monitor soil moisture, rainfall, and potential
ater leaks to help optimize irrigation systems and conserve water [81]. Based on these applications, precision agriculture uses

echnologies such as sensors, GPS, and data analytics to collect and analyze detailed information about crop conditions, soil health,
nd environmental factors. Precision agriculture recognizes that soil is a spatially variable continuum and that its impacts on food
roduction are also spatially variable [82]. This continues to be the building block on which site-specific crop management and
recision pasture management have developed. By acknowledging and leveraging this spatial variability, precision agriculture helps
ptimize field-level management of crop farming practices, leading to more efficient use of resources and increased agricultural
roductivity.

imulation. Using projected climate data and elevation maps, simulations can model sea-level rise and its effects on coastal
egions [83–85]. This can help planners identify vulnerable areas and develop appropriate protective measures, such as flood barriers
r evacuation routes. Similarly, flood simulations can predict inland areas prone to flooding, helping communities prepare and
espond effectively [86,87].

Aside from disaster management, urban planning can also benefit from simulations that predict the cooling effect of green
nfrastructure to reduce urban heat islands [88]. In agriculture, simulation models can predict the impacts of climate variables
n crop yield, guiding farmers in selecting optimal planting times and crop varieties [89,90].

nformatics. Water resource management is crucial in adapting to changing precipitation patterns and droughts. Predictive models
orecasting water demand and availability aid in efficient water resource allocation, and smart irrigation systems can use sensors and
I to optimize water usage in agriculture to conserve water [91]. For example, autonomous agents such as aerial drones can be used

o monitor crop health and apply resources efficiently [92,93]. In addition, informatics can help develop drought-resistant crops
and adjust planting schedules by analyzing soil health, weather patterns, and crop performance data. For example, bioinformatics
analysis of genetic data from different agricultural species can identify traits that confer resistance to climate stressors [94].

Many populous areas will also need to adapt to an increase in the level and frequency of uncomfortable heat. Addressing
urban heat islands by developing green roofs, urban forests, and reflective surfaces helps to cool cities and reduce air conditioning
needs [95]. Geographic Information Systems and remote sensing can help map urban heat islands and identify optimal locations for
such green infrastructure [96].
12 
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Table 5
Computing Assumptions Violated by Climate Change (e.g., Global Warming and Impacts).

Assumptions violated Possible approaches

Economics is the main objective, not environmental impact Decarbonizing computing

More computing is always better Study the tradeoffs between the pros and cons of additional
computing

Black swan events exceeding current design specifications are
rare

Climate resilient computing

Current computing techniques are adequate for addressing
the volume, velocity, and variety of climate data

Climate-scale computing techniques

Isolated paradigms (e.g., physics, computing) can adequately
address climate-related issues

Interdisciplinary convergence

Solution quality is the sole metric of model evaluation Responsible computing

3.5. Climate debate

There is an ongoing debate surrounding climate change, as highlighted in the red-blue dictionary entries under environmental
wareness [12]. For example, when discussing sustainability, one side emphasizes resource renewal and minimal ecological harm—

arguing that reliance on fossil fuels is unsustainable due to finite resources and environmental damage. They often propose renewable
nergy sources such as solar and wind, and criticize large-scale farming methods for harming ecosystems and public health. In

contrast, the other side stresses the economic and employment implications of phasing out fossil fuels, points to the cost and
reliability challenges of renewables, and defends industrial farming for its efficiency and affordability. Diving into the key areas
of climate-related action introduced in this section, both sides share a common interest in resilience and economics. However, one
perspective emphasizes mitigation measures to achieve net-zero emissions (e.g., the Paris Agreement), while the other prioritizes
adaptation strategies from a consumer and market-oriented viewpoint. Nonetheless, as illustrated in Fig. 12, there are potential win-
win solutions – such as water and energy conservation and increased urban green spaces – that could address climate challenges in
ways that benefit multiple stakeholders.

4. Advancing climate-smart computing

While computing techniques can be successfully applied to many climate-related tasks, the process of climate change itself
often undermines traditional computational assumptions, posing significant challenges to existing methods. For instance, traditional
informatics techniques rely on the notion that past conditions can predict future events. However, this assumption may be violated
in climate-related tasks. Factors such as the non-stationarity induced by climate change, the rarity of specific climate events, the
high costs associated with ground truth collection, and the necessity to adhere to natural laws like the conservation of mass, can
verwhelm traditional data-driven machine learning models.

Consequently, there is a critical need for advancements in computational techniques to address these emerging challenges. For
xample, purely data-driven analytic models typically require large training datasets and often struggle to produce results consistent
ith physical laws. There is a pressing need for research into the systematic integration of physical science principles, such as
echanistic process-based models, into machine learning frameworks [97]. Another example is the need to shift from an economic

ocus to a climate and environment-centric approach in computational design. Sensors and devices previously optimized primarily for
conomic efficiency now need to also consider environmental impacts. Potential approaches could include recycling-friendly designs
sing sustainable materials and multi-objective optimization that balances economic and environmental impacts. This section focuses
n five possible approaches in climate-smart computing, as summarized in Table 5, and discusses possible approaches for each.

.1. Decarbonizing computing

Computing itself consumes energy and produces substantial GHG emissions. As the demand for computing resources continues
o grow, particularly with the expansion of data centers and other infrastructure, it becomes increasingly important to integrate
nvironmental considerations (e.g., carbon footprint) into the evaluation of computing techniques.

ensors. Opportunities exist to reduce the carbon footprint of sensors. For example, sensors used in precision agriculture can be
esigned to leverage wind and solar power from the environment. This would help minimize their reliance on batteries, thereby
educing maintenance costs and environmental impact. Further energy savings can be achieved by optimizing sensor operating
chedules with advanced edge machine learning algorithms [99]. These algorithms can dynamically adjust data collection frequency
ased on real-time analysis of soil moisture, weather forecasts, and crop requirements, ensuring that sensors are active only when
ecessary. Moreover, integrating predictive analytics with historical data and environmental conditions can optimize energy use
cross the entire sensor network, contributing to lower overall emissions. Finally, since the materials used in manufacturing sensors
an themselves contribute to environmental pollution, developing environmentally friendly materials for sensors is crucial [100,101].
iodegradable and recyclable materials can help mitigate their environmental impact.
13 
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Fig. 14. Regional growth in electric demand due to data centers [98].

Networks. During the data lifecycle, data will be replicated, migrated, deduplicated, and eventually archived or deleted. All these
operations involve both storage and networking devices. Reducing emissions from computer networks presents significant challenges
to computer science. There is a critical need to develop energy-efficient hardware, software, and algorithms. For example, in
emerging 5G networks, dynamic strategies such as shutting down 5G radios, cell towers, and other equipment when not in use
can significantly reduce energy consumption [102]. Additionally, energy-efficient packet routing can be achieved by shifting loads
patiotemporally to times and places with lower carbon footprints, optimizing the use of network resources based on the current
nergy grid’s carbon intensity. Advanced time data analytics and predictive modeling leveraging data, including weather, grid load,
nd grid carbon intensity, can enable a more effective balance of energy supply and demand, seamlessly integrating renewable energy
ources. These measures can reduce energy losses and GHG emissions while enhancing the reliability of the energy infrastructure.
urthermore, integrating blockchain technologies to create decentralized energy markets can allow consumers to trade surplus
enewable energy, promoting a more sustainable energy ecosystem [103].

nfrastructure. The growing awareness of the role that the emission of greenhouse gases (GHG) plays in climate change has
otivated various industries to carefully monitor and plan for their GHG emissions. The electricity and heating sector has been
 large contributor to GHG emissions, reaching over 40% of the total emissions in the world in 2021 [3]. Increased demand for data
enters and other computing facilities is projected to be the largest driver of the growth in electric load in the US, amounting
o a forecasted growth of 4.7% in peak demand by 2028 [98]. Fig. 14 illustrates the expected growth in electric demand by

different regions in the U.S. This increasing demand underscores the importance of optimizing energy use in data centers to minimize
their environmental impact. Effective strategies include optimizing energy consumption based on location and time-specific GHG
intensities, integrating renewable energy sources, and improving the energy efficiency of computing infrastructure [104,105]. These
measures are crucial to reducing GHG emissions from data centers and achieving sustainable growth in the computing industry.

Another major area of adaptation is the enhancement of cooling systems to handle higher temperatures. Traditional data centers
consume vast amounts of energy for cooling. Adaptive solutions, such as utilizing ambient air in cooler climates or implementing
advanced technologies like liquid cooling, can reduce energy consumption [106–108]. For example, Google’s data center in Finland
ses seawater for cooling, effectively reducing its energy consumption and environmental impact [109]. Smart computing could
elp further optimize these systems by predicting cooling demands using machine learning algorithms, thus reducing operational
osts.

nformatics. Optimally distributing the large-scale computations performed by data centers can significantly minimize GHG
missions while supplying the energy needed to run these data centers. This requires scalable multi-objective optimization of
istributed computing algorithms. For instance, when training artificial intelligence (AI) models, the distribution of learning clusters
an be determined based on factors such as operational cost, bandwidth requirements, and network latency tolerance [110]. GHG
missions can also be included in the optimization scheme, prioritizing data centers located in regions with low GHG-emitting energy
ources, such as photovoltaic solar, wind, or storage, to handle more computation.

Another key computer science opportunity is the spatiotemporal scheduling of computing loads to take advantage of times and
laces with lower carbon footprints of electricity. This involves developing algorithms that dynamically shift computational tasks
o data centers in locations and at times where the carbon intensity of the local power grid is lowest. Furthermore, climate-smart
14 
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Fig. 15. Electrical grid marginal emissions rate data of US at different time stamps [113].

foundation models [111] can be developed to help reduce the cost of retraining informatics models from scratch, thereby reducing
the emissions associated with large AI models. Selecting algorithms with lower emissions, such as opting for linear search instead
of binary search when it results in lower energy consumption, can further reduce emissions.

ptimization. A crucial requirement of all decarbonization efforts is a standardized means of measuring their effectiveness.
eductions in ‘𝑔CO2𝑒𝑞’ (grams of carbon dioxide equivalent) measured at the source are valuable, especially when CO2 is the
rimary emitted GHG. However, designing and deploying technology aimed at climate change mitigation requires an estimated
easure of expected effectiveness. This estimate can be derived using models that simulate emissions generation. Such models are
ell-researched in sectors like transportation, where emissions models have minimal spatial dependencies. In the computing sector,

he closest useful metric is the energy expenditure of running an algorithm. Kansal et al. [112] introduced the concept of ‘energy
omplexity’ to refer to the type and amount of computing resources used. Building on this, Jayaprakash et al. [67] proposed the

idea of ‘‘carbon complexity’’, which provides an approximate emissions value by accounting for the carbon intensity of the local
ower grid and the energy complexity of running the algorithm. A simple and standardized metric of carbon complexity could offer
 quantitative method for assessing the carbon footprint of various computational processes, enabling better-informed decisions
imed at reducing overall carbon emissions.

However, the marginal emissions rates from electrical grids (Fig. 15) indicate that GHG emissions rates from electricity generators
ary by location and time. These regional and temporal variations challenge the i.i.d. (independently and identically distributed)
ssumption typical in traditional computing techniques, making the definition of carbon complexity more challenging. Developing
ethods to account for these variations is an essential computer science challenge in the quest to reduce the carbon footprint of

omputing.

.2. Additional computing and its trade-offs

A key assumption in the applications of computing to societal sectors is that more computing is always better. However, it can be
iolated in the context of climate change, particularly for mitigation, as computing also has emissions. While increasing computing
ower and data availability can potentially reduce environmental impacts in various domains through targeted applications, the
nvironmental costs of the computing and data infrastructure itself may simultaneously rise. Therefore, monitoring the climate
osts associated with computing and data, and critically analyzing these tradeoffs, present important directions for future research.

.2.1. Short-term trade-offs
An illustrative example of the short-term trade-off between the benefits and costs of increased computing and data is presented

n a recent study on the climate mitigation potentials of teleworking [114]. This study compared GHG emissions from working
nsite versus from home, taking into account factors such as information and communication technology (ICT) usage, commuting,
on-commute travel, and office and residential energy use. The main results (Fig. 16 [114]), show that while remote and hybrid
ork reduce energy consumption in offices and from commuting, it increases workers’ ICT usage. Despite this increase in ICT usage,

he study concludes that its effects on the overall carbon footprint are less significant compared to those of commuting and office
nergy consumption.

.2.2. Long-term trade-offs
As discussed in Section 3, increasing the use of computing and data can help reduce emissions across various domain applications

ver time. However, this process may exhibit the law of diminishing returns [115], meaning that while the initial reduction due to
increased computing might be significant, the marginal savings in emissions may decrease as computing power continues to escalate.
For instance, an accurate machine learning prediction model for farmland emissions is crucial for sustainable agriculture. Initially,
adding more data to such a model can lead to substantial improvements in accuracy, resulting in greater emissions reductions.
However, beyond a certain threshold, additional data may result in diminishing improvements due to factors like overfitting
or the inherent limitations of the model. Moreover, more data and larger computational models will consume more energy. A
conceptual illustration of such tradeoffs is given in Fig. 17. The green curve shows the diminishing returns in emissions reduction
from computing and the downward-sloping cost function (red) represents the impact of additional computation. The net emission
reduction (blue) rises initially but declines as returns diminish. From a long-term optimization perspective, an important research
challenge is to identify the peak point in net emissions reduction.
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Fig. 16. Effect of remote and hybrid work on carbon footprint in the case of Microsoft. RW = remote work, HW = hybrid work, OW = onsite work. [114].

Fig. 17. A conceptual representation of the long-term tradeoff between the benefits and costs of computing with the scale of computing.

.3. Climate resilient computing

As climate conditions become more extreme, ‘black swan events’ – rare and unpredictable occurrences that exceed current
design specifications – are likely to become more frequent. Therefore, advancements in sensors, networks, and other computing
infrastructure are essential to enhance their fault tolerance and reliability under harsh weather conditions. Improving the robustness
f these systems will ensure continuous operation and minimize disruptions during extreme climate events. This includes developing

resilient hardware, implementing adaptive algorithms, and creating redundant network architectures to prevent single points of
failure.
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Sensors. Advancements in computing techniques are essential to achieve the ‘‘all places, all times’’ capability in sensors for climate
resilience. Persistent intelligence in sensors can provide continuous, high-resolution measurements of the environment, crucial for
detecting an early warning of climate extremes. Achieving this is challenging due to the vast geographic scale and the enormous
volume of data generated. Persistent intelligence allows for real-time analysis and decision-making, transforming raw sensor data into
actionable insights. This capability is vital for timely responses to climate threats, ultimately enhancing the resilience of communities
and ecosystems to climate change.

Ruggedized sensors for agricultural applications, capable of withstanding extreme temperatures and humidity levels, exemplify
this adaptation strategy. Smart computing can be used to provide alerts for maintenance and ensure continued operation under
adverse conditions. Ensuring the availability of high-quality data and developing robust models to interpret this data are essential
to improve climate understanding and inform decision-making.

Networks. Networks play a crucial role in disseminating alerts and warnings following the detection of climate events. In this
scenario, developing reliable sensor networks and communication systems remains a critical challenge. Example solutions may
include using mesh topologies [116] and planning for redundancy in communication [117]. Other considerations include battery
conservation, coverage, and latency [118]. Also, moving towards new cellular solutions such as 5G or NB-IoT can be another open
topic, as the use of new cellular solutions specifically designed to support IoT devices and machine-to-machine communication could
provide better coverage, battery saving, data rates, and latency performances in this context. Placing network infrastructure, such as
routers and data centers, in areas less susceptible to climate impacts can also enhance resilience. Smart computing can use predictive

odels to analyze weather patterns and optimize the placement and redundancy of network infrastructure. Geo-redundant networks,
hich can reroute data in case of a local failure due to extreme weather events, illustrate the benefits of this approach.

Adapting to constantly changing climate conditions also requires flexible and scalable computing solutions that can quickly
espond to new data and scenarios. This includes real-time monitoring and predictive analytics to foresee and mitigate impacts.
etrofitting existing computing infrastructure to adapt to new climate realities can be complex and costly. Developing modular and

nteroperable systems that can be easily updated is crucial to future adaptability.

.4. Climate-scale computing techniques

Traditional computing techniques are not designed to handle the tremendous volume, velocity, and variety of data collected
y today’s earth observation technologies. Therefore, there is a pressing need for innovative computing solutions that can process,
nalyze, and interpret this information effectively. Advancements in scalable and adaptive computing techniques are essential for
mproving our understanding and mitigation of climate change impacts.

imulation. One promising avenue is the development of higher-resolution climate models. Current global climate models typically
perate at a spatial resolution of around 100 km, which limits their ability to capture fine-scale processes such as cloud formation and
ocal land-atmosphere interactions. Advances in computing power, such as exascale computing systems, will enable the development
f climate models with much higher spatial resolutions, down to a few kilometers or even sub-kilometer scales. These high-resolution
odels will provide more accurate simulations of regional climate patterns, extreme events, and the impacts of climate change on

ocal ecosystems and human activities [119–121].
Additionally, the concept of digital twins is gaining traction in climate simulation. Digital twins are virtual replicas of physical

ystems that can be used to simulate and analyze complex scenarios in real-time [122]. By creating digital twins of Earth’s systems,
cientists can integrate real-time data with high-resolution models to monitor changes, predict future conditions, and develop
itigation strategies more effectively. This approach enables a dynamic and interactive way to study climate processes, allowing

or continuous updates and improvements to the models based on the latest observations and data inputs.

nfrastructure. There is an increasing need for more sophisticated computing infrastructure to meet the diverse computing
equirements of climate research. For example, climate downscaling, which involves refining coarse-resolution climate model
utputs to very fine resolutions beyond 1 degree, necessitates substantial computational power and storage capabilities [123]. High-
esolution downscaling improves the representation of local climate features, which is essential for assessing climate impacts and
eveloping adaptation strategies at regional and local scales. Combining multiple climate simulation models, also known as ensemble
odeling, can enhance the accuracy and reliability of climate predictions by capturing a wider range of potential future scenarios and

educing uncertainties [124]. This approach requires advanced computing infrastructure to handle the increased data volume and
omputational complexity. As climate models become more detailed and sophisticated, the demand for high-performance computing
ystems, efficient data storage solutions, and robust data management practices will continue to grow, underscoring the importance
f ongoing investment in climate-scale computing infrastructure [24].

The increasing availability of high-resolution satellite observations and in-situ measurements also presents opportunities for
dvancing climate understanding through computing. However, processing and analyzing these large datasets requires advanced
ata management and analysis techniques. Cloud computing platforms, such as Amazon Web Services and Microsoft Azure, provide
calable and cost-effective solutions for storing, processing, and analyzing large climate datasets. These platforms offer a range of
ools and services, such as distributed computing, data analytics, and machine learning, that can be leveraged to extract valuable
nsights from climate data [121,125]. By utilizing these advanced computing resources, researchers can enhance their ability to
anage and interpret extensive climate data, leading to improved models and more accurate climate predictions.
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Informatics. Another important challenge in climate resilience research is designing efficient tools for identifying routes and sched-
ules for large-scale evacuations in the face of natural disasters, such as hurricanes, wildfires, etc. This problem is computationally
difficult because people are distributed across space and time, and multiple paths need to be managed concurrently. The capacity-
constrained route planner (CCRP) [126], advances the concept of a time-aggregated graph to provide the earliest arrival time for
any given start time.

In many cases, an evacuation scenario is accompanied by the need to allocate shelter to fleeing travelers. Given maps of an
evacuee population, shelter destinations, and a transportation network, the goal of Intelligent Shelter Allotment (ISA) is to assign
ot only routes but also exits and shelters to evacuees for quick and safe evacuation. ISA is challenging due to movement conflicts

and transportation network choke points [127].
Continued advancements in evacuation informatics are essential to address large-scale disaster response. For example, enhancing

ata availability is critical, as accurate estimations of evacuee populations and transport capacities will significantly improve the
accuracy of evacuation models. Similarly, integrating detailed pedestrian data, such as walkway maps and link capacities based
on their widths, is crucial for managing foot traffic during evacuations. In traffic engineering, refining link capacity models to
reflect variations in traffic density and incorporating dynamic traffic control measures like signals, ramp meters, and contra-flow
systems are pivotal for simulating emergency conditions more effectively. Understanding evacuee behavior at both the individual
and household levels is also key. This involves tailoring evacuation strategies to accommodate diverse needs, including variations
in physical ability, age, vehicle ownership, and language, which can optimize route and shelter assignments. Finally, evaluating
the effectiveness of evacuation planning systems is paramount. It is important to develop robust methodologies that not only assess
these systems under standard conditions but also challenge them to perform under extreme scenarios, pushing the boundaries of
traditional evacuation models.

4.5. Interdisciplinary convergence

Climate change is a dire societal problem that cannot be fully addressed by isolated paradigms in computing. Thus, systems
thinking is needed to advance current computing techniques to efficiently incorporate data and knowledge from different domains,
such as the physical and social sciences. Interdisciplinary integration enables a holistic approach to tackling climate-related issues
by leveraging the strengths of various fields and fostering collaboration among scientists, engineers, and policymakers.

Informatics. An example of interdisciplinary convergence for climate understanding is the integration of machine learning tech-
niques with physical models. Machine learning algorithms, such as deep neural networks, can be trained on large datasets of climate
observations and model outputs to identify patterns, relationships, and uncertainties that may not be apparent through traditional
statistical methods. These data-driven approaches can complement physical models by providing more accurate parameterizations
of sub-grid scale processes, such as cloud microphysics and turbulence, which are difficult to represent explicitly in climate models.
Furthermore, machine learning can be used to develop surrogate models that emulate the behavior of complex climate models,
enabling faster simulations and uncertainty quantification [121].

Purely data-driven machine learning models have limited success in this task due to their large data requirements and their high
estimation errors given the small amount of available training data [128]. Thus, research is needed to develop physics-informed
informatics models that integrate physical information into machine learning models [129].

4.6. Responsible computing practices

The consideration of responsibility in climate-smart computing is important due to potential harms related to lack of fairness,
accountability, transparency, and other ethical considerations. For example, electric vehicle charging station sites chosen to
maximize utilization may increase inequality, affecting fairness [130]. Similarly, the use of deep neural networks may hamper
the transparency of decision-making.

Responsible computing practices are crucial in ensuring that advancements in computing technology contribute positively to
climate understanding and mitigation. This involves not only the technical aspects of computing but also how information is
communicated and utilized by diverse audiences, challenging the current assumption that accuracy is the main metric of model
evaluation. Human-centered computing plays a significant role in this context, as it focuses on designing systems that are accessible,
intuitive, and effective in conveying complex climate data to non-experts.

Human-centered computing . Climate data is often complex and multidimensional, making it challenging to convey to non-expert
audiences. Advanced visualization techniques, such as interactive dashboards, immersive virtual environments, and augmented
reality applications, can help make climate information more accessible and engaging to policymakers, stakeholders, and the general
public. These tools can facilitate the exploration of climate data, the communication of climate risks and uncertainties, and the
development of more informed and effective climate policies [119,120].

For disaster evacuation, it is crucial to develop strategies that build public trust and ensure compliance, deciding on the optimal
timing for evacuations, the choice of routes, suitable modes of transportation, and shelter assignments are all vital considerations.
Human-computing interaction (HCI) involves designing interfaces and communication channels that are intuitive and accessible to
diverse populations, ensuring that critical information reaches all community members promptly. Effective HCI designs can support
the delivery of timely and clear evacuation instructions via multiple platforms, including mobile apps, social media, public displays,
and direct alerts. Additionally, HCI can facilitate interactive platforms where evacuees can provide feedback, report their status,
18 
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and receive personalized guidance based on their location and circumstances. HCI also plays a role in post-evacuation analysis
and improvement. By collecting user feedback and usage data, designers can refine the systems for better performance in future
cenarios. This iterative process ensures that evacuation tools evolve based on real-world experiences and user needs.

Advances in HCI will likely be crucial for nudging consumers to adopt technologies that help mitigate climate change, most
otably electric vehicles (EVs). A major hindrance in EV adoption is range anxiety — the uncertainty of how far an EV will run
efore requiring a charge. Colder climates and aggressive driving reduce EV range quickly, exacerbating range anxiety. A recent
ew York Times article highlighted the frustration of EV owners in Chicago as frigid weather diminished battery performance and

ignificantly increased charging times [131]. Information about these factors, if presented in real-time, can help EV owners make
nformed decisions about charging and routing and reduce range anxiety. Interfaces that dynamically adjust the estimated range
ased on a driver’s driving style are implemented in a wide range of EVs today. However, accuracy remains an issue with these
alculations, especially when coupled with the effects of colder ambient temperatures. Algorithms that account for the effects of
mbient temperature on EV range and also estimate battery performance for different driving styles, such as aggressive, moderate,
nd eco-friendly driving, can act as a valuable real-time feedback mechanism for consumers. Additionally, the UI could present
ossible re-routing options, including a detailed map of all nearby and in-route charging stations, their availability, and their
espective wait times. This holistic approach ensures that EV owners have the necessary information to make informed decisions,
hereby enhancing their confidence in EV adoption.

. Conclusion and future work

Climate change is one of the most pressing societal challenges of our generation, affecting ecosystems, economies, and public
ealth worldwide. Computing has a unique role to play, with applications that are already helping society understand climate
hange, mitigate its effects, build resilience, and support adaptation efforts. At the same time, climate data and processes often
hallenge traditional computing assumptions, posing significant challenges for the field in the years ahead.

This paper has outlined key areas where computing can contribute to climate-smart solutions, focusing on the themes of
ecarbonizing computing infrastructure, enhancing climate resilience, enabling large-scale data handling, fostering interdisciplinary
pproaches, and promoting responsible computing practices.

.1. Key takeaways

The key takeaways of this perspective paper are summarized as follows:

• Climate debate is still ongoing. However, common ground is emerging on resilience, economy, mitigation/adaptation
win-win, etc.

• Computing is essential for managing climate change. Across climate understanding, resilience, mitigation, and adaptation,
computing provides essential tools to manage, analyze, and respond to climate-related data and challenges. PMC technologies
such as nanosatellites and IoT devices have proven highly valuable for climate impact monitoring, real-time data collection,
and localized climate adaptation efforts. These technologies offer comprehensive environmental monitoring across diverse
and inaccessible regions, providing crucial data to improve climate models, track environmental shifts, and enable responsive
adaptation interventions.

• Computing can be decarbonized. The growing energy demands of computing infrastructure contribute significantly to
greenhouse gas emissions. PMC technologies, including mobile networks and IoT devices, have become significant contributors
to computing emissions due to their extensive deployment and power requirements. Efforts to decarbonize computing include
optimizing energy usage, incorporating renewable energy sources, and implementing advanced cooling solutions. Research into
energy-efficient algorithms, carbon-aware scheduling, and distributed computation will also be vital for reducing emissions
and supporting sustainable computing growth.

• Climate modeling requires better integration of diverse data. Climate data integration poses unique challenges due to the
high volume and diverse sources, including satellite sensors, weather stations, and large-scale climate simulations. Effective
frameworks are needed to manage this heterogeneous data, supporting real-time processing and integration into predictive
models. These advancements can improve forecasting accuracy, allowing for timely responses to climate threats. Additionally,
distributed computing and cloud platforms are essential for handling large climate datasets, enabling scalable and collaborative
research efforts.

• Computing systems must be made climate-resilient. Climate change brings an increase in extreme events, requiring resilient
computing systems that can withstand and adapt to these stresses. PMC technologies play an essential role in building
climate resilience by supporting early warning systems and real-time monitoring. This includes advancements in fault-tolerant
hardware, robust sensor networks, and adaptive algorithms capable of operating in harsh conditions. Key examples are climate-
resilient infrastructure for data centers, geographically redundant networks to handle data rerouting during local failures, and
predictive analytics that support climate resilience planning. Additionally, climate-resilient computing infrastructure needs to
be modular and interoperable to allow for efficient updates and adaptability as climate conditions evolve.
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• Climate-smart computing cannot be achieved without interdisciplinary collaboration and responsible practices.
Effective and holistic climate solutions require cooperation across disciplines, leveraging insights from computing, envi-
ronmental and other physical science, social science, and policy. This approach enhances climate understanding, improves
mitigation strategies, and supports comprehensive adaptation planning. Responsible computing is also crucial, ensuring
fairness, transparency, and equitable access to technology. Human-centered computing designs can improve the accessibility
of climate data for diverse populations, while ethical considerations guide decisions about data privacy and environmental
justice. Interdisciplinary and responsible computing efforts aim to ensure that climate solutions are both scientifically rigorous
and socially beneficial.

.2. Emerging research priorities

As computing evolves to address climate change, we see several urgent research needs emerging.

• Prioritizing Emissions Reduction and MRV in Pervasive Computing: Given the environmental impact of pervasive and
mobile computing technologies, emissions reduction and measurement, reporting, and verification (MRV) [132] are essential
research areas for the PMC community. Developing methodologies for accurate and scalable MRV and exploring efficient
architectures and energy-saving designs are high-priority areas. Reducing the emissions of pervasive computing infrastructures,
while maintaining their effectiveness for climate adaptation and mitigation, is a complex but necessary challenge.

• Energy-aware AI Models: The rapid growth in large AI models is driving a notable increase in data center energy demands.
Research is needed to understand, measure, and mitigate the energy consumption associated with AI training, inference, and
deployment. Solutions could include optimizing algorithms for energy efficiency, developing energy-aware AI frameworks,
and exploring alternative computing architectures to reduce energy needs without compromising performance. To counteract
Jevons’ Paradox [133] – the phenomenon whereby increased efficiency can lead to higher overall energy use – future research
should also consider strategies that also limit the extent of resource-intensive AI activities.

• Probing the Benefits and Costs of Increased Computing and Data Collection: The growth of computing and data for
climate applications brings both significant benefits and considerable environmental costs. Future research must assess and
balance the trade-offs between increased data collection and computational power (for applications like climate modeling,
real-time monitoring, and predictive analytics) against their energy demands and emissions footprint. Balancing these factors
is crucial for sustainable development in climate-smart computing, especially as data and computing needs expand.

e urge the computing community to engage deeply with climate-related topics, as there is much we can do to advance solutions
or climate mitigation, resilience, and adaptation. Educators should integrate climate topics into computing curricula to foster a new
eneration of climate-aware computing professionals, and funding agencies should prioritize research that addresses these urgent
hallenges.
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Table A.6
Table of Acronyms.
Acronym Definition

PMC Pervasive and mobile computing
GHG Greenhouse Gas
IPCC Intergovernmental Panel on Climate Change
AI Artificial Intelligence
IoT Internet of Things
HVAC Heating, Ventilation, and Air Conditioning
ML Machine Learning
HPC High-Performance Computing
TEG Time-Expanded Graphs
CCRP Capacity-Constrained Route Planner
ISA Intelligent Shelter Allotment
TAG Time-Aggregated Graph
RCM Regional Climate Model
ISM Ice Sheet Model
ECM Engine Control Module
V2G Vehicle-to-Grid

Table A.7
Glossary of key terms.

Term Definition

Greenhouse Gases Gases in Earth’s atmosphere that trap heat, such as carbon dioxide, methane, nitrous oxide, and fluorinated gases,
contributing to the greenhouse effect.

Net Zero The balance between the amount of greenhouse gas emissions produced and the amount removed from the
atmosphere, achieving no net increase in atmospheric GHG levels.

Global Warming The long-term rise in the average temperature of the Earth’s climate system, primarily due to human activities such as
burning fossil fuels and deforestation.

Climate Change Long-term changes in temperature, precipitation, and other climate conditions on Earth.

Climate Understanding Comprehending the drivers of planetary processes and projecting how these processes might change under various
scenarios, such as increased greenhouse gas emission

Climate Resilience The ability of a social, ecological, or socioecological system and its components to anticipate, reduce, accommodate, or
recover from the effects of a hazardous event or trend.

Climate Change Adaptation The process of adjustment in natural or human systems in response to actual or expected climatic stimuli or their
effects, which moderate harm or exploit beneficial opportunities.

Climate Change Mitigation Human interventions to reduce the source of greenhouse gas emissions and protect natural carbon sinks.

Industrialization The process of developing industries in a country or region on a wide scale, often leading to increased greenhouse gas
emissions.

Phenological Shifts Changes in the timing of seasonal biological events such as flowering, migration, and breeding, often influenced by
climate change.

Scenario Simulation Using models to predict and analyze the outcomes of different hypothetical scenarios, often used in planning for
climate resilience and adaptation.

Risk Assessment The process of identifying and evaluating the potential adverse effects of climate-related events on various sectors and
systems.

Regional Climate Model A type of climate model that focuses on specific regions of the world, providing more detailed climate predictions than
global models.

Vehicle-to-Grid A system that allows electric vehicles to communicate with the power grid, storing excess energy and supplying it
back to the grid when needed.

Time-Expanded Graphs A mathematical representation used in network flow problems, where the network is duplicated for each time point to
simulate the passage of time.

Precision Agriculture A farming method that uses sensors, GPS, and data analytics to optimize crop management by recognizing soil’s spatial
variability, improving resource efficiency and productivity.

Decarbonize The process of reducing carbon dioxide and other greenhouse gas emissions resulting from human activities,
particularly through the adoption of renewable energy sources, energy efficiency measures, and sustainable practices.

Responsible Computing The practice of developing and using computing technologies in a manner that ensures fairness, accountability,
transparency, and ethical considerations.

Appendix. Tables

See Tables A.6 and A.7.
21 



M. Yang et al. Pervasive and Mobile Computing 108 (2025) 102019 
Data availability

No data was used for the research described in the article.

References

[1] N. Amla, D.D. Silva, M. Littman, M. Parashar, NSF on chien’s grand challenge for sustainability, Commun. ACM 66 (5) (2023) 36–37.
[2] IPCC, Climate Change 2022 - Mitigation of Climate Change: Working Group III Contribution to the Sixth Assessment Report of the Intergovernmental

Panel on Climate Change, Cambridge University Press, 2023, http://dx.doi.org/10.1017/9781009157926.
[3] International Energy Agency (IEA), Global energy review: CO2 emissions in 2021, 2022, https://www.iea.org/reports/global-energy-review-co2-emissions-

in-2021-2. Licence: CC BY 4.0.
[4] U.S. Environmental Protection Agency E.P.A. 430-R-23-002, Inventory of U.S. greenhouse gas emissions and sinks: 1990–2021, 2023.
[5] J. Malmodin, N. Lövehagen, P. Bergmark, D. Lundén, ICT sector electricity consumption and greenhouse gas emissions – 2020 outcome, Telecommun.

Policy 48 (3) (2024) http://dx.doi.org/10.1016/j.telpol.2023.102, URL https://ideas.repec.org/a/eee/telpol/v48y2024i3s0308596123002124.html.
[6] B. Walsh, How AI is fueling a boom in data centers and energy demand, TIME (2024) URL https://time.com/6987773/ai-data-centers-energy-usage-

climate-change/. (Accessed: 11 November 2024).
[7] National Science Foundation, Information integration and informatics (III), 2024, https://new.nsf.gov/funding/opportunities/iii-iis-information-integration-

informatics. (Accessed: 4 November 2024).
[8] P. Chapman, J. Clinton, R. Kerber, T. Khabaza, T. Reinartz, C. Shearer, R. Wirth, CRISP-DM 1.0: Step-by-step data mining guide, 2000, URL

https://www.ibm.com/docs/en/spss-modeler/saas?topic=dm-crisp-10-guide. (Accessed: 11 November 2024).
[9] IPCC, Climate Change 2022: Impacts, Adaptation, and Vulnerability. Contribution of Working Group II to the Sixth Assessment Report of the

Intergovernmental Panel on Climate Change, Cambridge University Press, 2023, http://dx.doi.org/10.1017/9781009325844.
[10] H. Kaper, H. Engler, Mathematics and climate, SIAM, 2013.
[11] C. Becker, Insolvent: How to reorient computing for just sustainability, The MIT Press, 2023, http://dx.doi.org/10.7551/mitpress/14668.001.0001,

arXiv:https://direct.mit.edu/book-pdf/2118617/book_9780262374668.pdf.
[12] Red Blue Dictionary, Food, environment & health, 2025, URL https://redbluedictionary.org/food-environment-health/. (Accessed: 20 January 2025).
[13] J.H. Faghmous, V. Kumar, S. Shekhar, Computing and climate, Comput. Sci. Eng. 17 (6) (2015) 6–8, http://dx.doi.org/10.1109/MCSE.2015.114.
[14] B.B.C. Climate & Verify data journalism teams, 2024 first year to pass 1.5c global warming limit, BBC News (2025) URL https://www.bbc.com/news/

articles/cd7575x8yq5o. (Accessed: 20 January 2025).
[15] S. Perkins-Kirkpatrick, A. Pitman, Extreme events in the context of climate change, Public Heal. Res. & Pr. 28 (4) (2018) 2841825, http://dx.doi.org/

10.17061/phrp2841825, URL http://www.phrp.com.au/wp-content/uploads/2018/12/PHRP2841825.pdf.
[16] Copernicus Climate Change Service, 2024 virtually certain to be warmest year and first year above 1.5◦C, 2024, URL https://climate.copernicus.eu/

copernicus-2024-virtually-certain-be-warmest-year-and-first-year-above-15degc. (Accessed: 11 November 2024).
[17] R. Lindsey, L. Dahlman, Climate change: Global temperature, Clim. Gov 16 (2020).
[18] H. Lee, K. Calvin, D. Dasgupta, G. Krinner, A. Mukherji, P. Thorne, C. Trisos, J. Romero, P. Aldunce, K. Barret, et al., IPCC, 2023: Climate change 2023:

Synthesis report, summary for policymakers. Contribution of working groups i, II and III to the sixth assessment report of the intergovernmental panel
on climate change [core writing team, h. Lee and j. Romero (eds.)]. IPCC, geneva, Switzerland., 2023.

[19] A.G. Pendergrass, R. Knutti, F. Lehner, C. Deser, B.M. Sanderson, Precipitation variability increases in a warmer climate, Sci. Rep. 7 (1) (2017) 17966.
[20] A. Meyer, H. Bresson, I.V. Gorodetskaya, R. Harris, S.E. Perkins-Kirkpatrick, Extreme climate and weather events in a warmer world, Clim. Change 44

(2023).
[21] J.H. Faghmous, V. Kumar, A big data guide to understanding climate change: The case for theory-guided data science, Big Data 2 (3) (2014) 155–163.
[22] V. Balaji, Climate computing: the state of play, Comput. Sci. Eng. 17 (6) (2015) 9–13.
[23] D. Wuebbles, D. Fahey, K. Hibbard, B. DeAngelo, S. Doherty, K. Hayhoe, R. Horton, J. Kossin, P. Taylor, A. Waple, C. Weaver, Executive summary,

in: D. Wuebbles, D. Fahey, K. Hibbard, D. Dokken, B. Stewart, T. Maycock (Eds.), Climate Science Special Report: Fourth National Climate Assessment,
Volume I, U.S. Global Change Research Program, Washington, DC, USA, 2017, pp. 12–34, http://dx.doi.org/10.7930/J0DJ5CTG.

[24] V. Balaji, Climate computing: the state of play, Comput. Sci. Eng. 17 (6) (2015) 9–13, http://dx.doi.org/10.1109/MCSE.2015.114.
[25] Inside Climate News, Climate models: Supercomputing the weather and world’s future, 2019, URL https://insideclimatenews.org/news/06122019/climate-

models-supercomputer-world-research-program-agu-100-anniversary-cheyenne-wyoming/.
[26] UCAR News, Scientists nationwide launch first projects on new NCAR supercomputer, 2023, URL https://news.ucar.edu/132904/scientists-nationwide-

launch-first-projects-new-ncar-supercomputer.
[27] Wikipedia, Earth simulator, 2023, URL https://en.wikipedia.org/wiki/Earth_Simulator.
[28] Amazon Web Services, AWS earth, 2024, URL https://aws.amazon.com/earth. (Accessed: 09 July 2024).
[29] Google Earth Engine, Google earth engine: A planetary-scale platform for earth science data & analysis, 2024, URL https://earthengine.google.com/.

(Accessed: 09 July 2024).
[30] N. Gorelick, M. Hancher, M. Dixon, S. Ilyushchenko, D. Thau, R. Moore, Google earth engine: Planetary-scale geospatial analysis for everyone, Remote

Sens. Environ. 202 (2017) 18–27, http://dx.doi.org/10.1016/j.rse.2017.06.031.
[31] NOAA National Centers for Environmental Information (NCEI), Climate data online (CDO), 2024, URL https://www.ncei.noaa.gov/cdo-web/. (Accessed:

09 July 2024).
[32] G. Patki, S. Smith, D. Hoang, K. Kandasamy, C. Gao, Sustainable data center cooling using renewable energy sources, IEEE Trans. Sustain. Comput. 7

(1) (2022) 48–57, http://dx.doi.org/10.1109/TSUSC.2020.3016349.
[33] E. Trouve, G. Vasile, M. Gay, L. Bombrun, P. Grussenmeyer, T. Landes, Combining airborne photographs and spaceborne SAR data to monitor temperate

glaciers: potentials and limits, IEEE Trans. Geosci. Remote Sens. 45 (2007) 905–924, http://dx.doi.org/10.1109/TGRS.2006.890554.
[34] C.-W. Tsai, C. Lai, M. Chiang, L.T. Yang, Data mining for internet of things: a survey, IEEE Commun. Surv. Tutorials 16 (2014) 77–97, http:

//dx.doi.org/10.1109/SURV.2013.103013.00206.
[35] Big data analysis for sustainable agriculture on a geospatial cloud framework, Frontiers (2020) URL https://www.frontiersin.org/articles/10.3389/fdata.

2020.00014/full.
[36] J.L. Matthews, G. Peng, W.N. Meier, O. Brown, Polar sea ice: Detection, monitoring and modeling, Remote. Sens. 12 (5) (2020) 807, http://dx.doi.org/

10.3390/rs12050807.
[37] Q. Ding, A. Schweiger, M. L’Heureux, E.J. Steig, D.S. Battisti, N.C. Johnson, E. Blanchard-Wrigglesworth, S. Po-Chedley, Q. Zhang, K. Harnos, M.

Bushuk, B. Markle, I. Baxter, Fingerprints of internal drivers of arctic sea ice loss in observations and model simulations, Nat. Geosci. (2018)
http://dx.doi.org/10.1038/s41561-018-0256-8.

[38] W.S. Parker, The impacts of missing data in climate science, Clim. Change 149 (2018) 569–579, http://dx.doi.org/10.1007/s10584-018-2253-3.
22 

http://refhub.elsevier.com/S1574-1192(25)00008-2/sb1
http://dx.doi.org/10.1017/9781009157926
https://www.iea.org/reports/global-energy-review-co2-emissions-in-2021-2
https://www.iea.org/reports/global-energy-review-co2-emissions-in-2021-2
https://www.iea.org/reports/global-energy-review-co2-emissions-in-2021-2
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb4
http://dx.doi.org/10.1016/j.telpol.2023.102
https://ideas.repec.org/a/eee/telpol/v48y2024i3s0308596123002124.html
https://time.com/6987773/ai-data-centers-energy-usage-climate-change/
https://time.com/6987773/ai-data-centers-energy-usage-climate-change/
https://time.com/6987773/ai-data-centers-energy-usage-climate-change/
https://new.nsf.gov/funding/opportunities/iii-iis-information-integration-informatics
https://new.nsf.gov/funding/opportunities/iii-iis-information-integration-informatics
https://new.nsf.gov/funding/opportunities/iii-iis-information-integration-informatics
https://www.ibm.com/docs/en/spss-modeler/saas?topic=dm-crisp-10-guide
http://dx.doi.org/10.1017/9781009325844
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb10
http://dx.doi.org/10.7551/mitpress/14668.001.0001
http://arxiv.org/abs/https://direct.mit.edu/book-pdf/2118617/book_9780262374668.pdf
https://redbluedictionary.org/food-environment-health/
http://dx.doi.org/10.1109/MCSE.2015.114
https://www.bbc.com/news/articles/cd7575x8yq5o
https://www.bbc.com/news/articles/cd7575x8yq5o
https://www.bbc.com/news/articles/cd7575x8yq5o
http://dx.doi.org/10.17061/phrp2841825
http://dx.doi.org/10.17061/phrp2841825
http://dx.doi.org/10.17061/phrp2841825
http://www.phrp.com.au/wp-content/uploads/2018/12/PHRP2841825.pdf
https://climate.copernicus.eu/copernicus-2024-virtually-certain-be-warmest-year-and-first-year-above-15degc
https://climate.copernicus.eu/copernicus-2024-virtually-certain-be-warmest-year-and-first-year-above-15degc
https://climate.copernicus.eu/copernicus-2024-virtually-certain-be-warmest-year-and-first-year-above-15degc
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb17
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb18
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb18
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb18
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb18
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb18
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb19
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb20
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb20
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb20
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb21
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb22
http://dx.doi.org/10.7930/J0DJ5CTG
http://dx.doi.org/10.1109/MCSE.2015.114
https://insideclimatenews.org/news/06122019/climate-models-supercomputer-world-research-program-agu-100-anniversary-cheyenne-wyoming/
https://insideclimatenews.org/news/06122019/climate-models-supercomputer-world-research-program-agu-100-anniversary-cheyenne-wyoming/
https://insideclimatenews.org/news/06122019/climate-models-supercomputer-world-research-program-agu-100-anniversary-cheyenne-wyoming/
https://news.ucar.edu/132904/scientists-nationwide-launch-first-projects-new-ncar-supercomputer
https://news.ucar.edu/132904/scientists-nationwide-launch-first-projects-new-ncar-supercomputer
https://news.ucar.edu/132904/scientists-nationwide-launch-first-projects-new-ncar-supercomputer
https://en.wikipedia.org/wiki/Earth_Simulator
https://aws.amazon.com/earth
https://earthengine.google.com/
http://dx.doi.org/10.1016/j.rse.2017.06.031
https://www.ncei.noaa.gov/cdo-web/
http://dx.doi.org/10.1109/TSUSC.2020.3016349
http://dx.doi.org/10.1109/TGRS.2006.890554
http://dx.doi.org/10.1109/SURV.2013.103013.00206
http://dx.doi.org/10.1109/SURV.2013.103013.00206
http://dx.doi.org/10.1109/SURV.2013.103013.00206
https://www.frontiersin.org/articles/10.3389/fdata.2020.00014/full
https://www.frontiersin.org/articles/10.3389/fdata.2020.00014/full
https://www.frontiersin.org/articles/10.3389/fdata.2020.00014/full
http://dx.doi.org/10.3390/rs12050807
http://dx.doi.org/10.3390/rs12050807
http://dx.doi.org/10.3390/rs12050807
http://dx.doi.org/10.1038/s41561-018-0256-8
http://dx.doi.org/10.1007/s10584-018-2253-3


M. Yang et al. Pervasive and Mobile Computing 108 (2025) 102019 
[39] A. Sharma, J. Gupta, S. Ghosh, Towards a tighter bound on possible-rendezvous areas: preliminary results, in: Proceedings of the 30th International
Conference on Advances in Geographic Information Systems, 2022, pp. 1–11.

[40] A. Sharma, S. Ghosh, S. Shekhar, Physics-based abnormal trajectory gap detection, ACM Transactions on Intelligent Systems and Technology 15 (5)
(2024) 1–31.

[41] C. Beaulieu, J. Chen, J.L. Sarmiento, The challenge of missing data in climate data science, Nat. Clim. Chang. 10 (2020) 556–561, http://dx.doi.org/10.
1038/s41558-020-0784-5.

[42] A. Kubryakov, I.E. Kozlov, A. Osadchiev, Remote sensing of polar ocean, sea ice and atmosphere dynamics, Remote. Sens. (2020) URL https:
//www.mdpi.com/journal/remotesensing/special_issues/Polar_Ocean_Sea_Ice_Atmosphere_Dynamics.

[43] S. Ghosh, J. Gupta, A. Sharma, S. An, S. Shekhar, Reducing false discoveries in statistically-significant regional-colocation mining: A summary of results,
in: 12th International Conference on Geographic Information Science (GIScience 2023), Schloss-Dagstuhl-Leibniz Zentrum für Informatik, 2023.

[44] S. Ghosh, A. Sharma, J. Gupta, S. Shekhar, Towards statistically significant taxonomy aware co-location pattern detection, 2024, arXiv:2407.00317.
[45] S. Ghosh, J. Gupta, A. Sharma, S. An, S. Shekhar, Towards geographically robust statistically significant regional colocation pattern detection, in:

Proceedings of the 5th ACM SIGSPATIAL International Workshop on GeoSpatial Simulation, 2022, pp. 11–20.
[46] S. Ghosh, A. Sharma, J. Gupta, A. Subramanian, S. Shekhar, Towards kriging-informed conditional diffusion for regional sea-level data downscaling:

A summary of results, in: Proceedings of the 32nd ACM International Conference on Advances in Geographic Information Systems, SIGSPATIAL ’24,
Association for Computing Machinery, New York, NY, USA, 2024, pp. 372–383, http://dx.doi.org/10.1145/3678717.3691304.

[47] S.T. Gille, D. Giglio, C.M. Bitz, P. Heimbach, K. Matsuyoshi, Machine learning for daily forecasts of arctic sea ice motion: An attribution assessment of
model predictive skill, Artif. Intell. Earth Syst. 2 (4) (2023) http://dx.doi.org/10.1175/AIES-D-23-0004.1.

[48] S. Ghosh, S. An, A. Sharma, J. Gupta, S. Shekhar, A. Subramanian, Reducing uncertainty in sea-level rise prediction: A spatial-variability-aware approach,
2023, arXiv preprint arXiv:2310.15179.

[49] S. Ghosh, A. Sharma, J. Gupta, A. Subramanian, S. Shekhar, Towards kriging-informed conditional diffusion for regional sea-level data downscaling,
2024, arXiv preprint arXiv:2410.15628.

[50] J. Zhang, A. Schweiger, M. Steele, H. Stern, C. Ashjian, R. Campbell, Y. Spitz, Melt pond conditions on declining arctic sea ice over 1979–2016: Model
development, validation, and results, J. Geophys. Res. Ocean. (2018) http://dx.doi.org/10.1029/2018JC014298.

[51] Legislative Analyst’s Office (LAO), Climate change resources, 2023, URL https://www.lao.ca.gov/Resources/Climate. (Accessed: 27 June 2023).
[52] U.G.C.R. Program, Heat waves, 2023, URL https://www.globalchange.gov/indicators/heat-waves. (Accessed: 27 June 2023).
[53] C. Tang, C. Monteleoni, Can topic modeling shed light on climate extremes? Comput. Sci. Eng. 17 (6) (2015) 43–52.
[54] W. contributors, 2024 hajj disaster, 2024, https://en.wikipedia.org/wiki/2024_Hajj_disaster#cite_note-1. (Accessed: 27 June 2024).
[55] O. Ali, Interconnected ground sensor networks for early fire detection, 2023, https://www.azocleantech.com/article.aspx?ArticleID=1785. (Accessed: 24

June 2024).
[56] A.D. Falabella, D.O. Wallin, J.A. Lund, Application of a customizable sensor platform to detection of atmospheric gases by UAS, in: 2018 International

Conference on Unmanned Aircraft Systems, ICUAS, IEEE, 2018, pp. 883–890.
[57] A.P. Kaduwela, A.P. Kaduwela, E. Jrade, M. Brusseau, S. Morris, J. Morris, V. Risk, Development of a low-cost air sensor package and indoor air quality

monitoring in a california middle school: Detection of a distant wildfire, J. Air Waste Manage. Assoc. 69 (9) (2019) 1015–1022.
[58] P. Ragbir, A. Kaduwela, D. Passovoy, P. Amin, S. Ye, C. Wallis, C. Alaimo, T. Young, Z. Kong, UAV-based wildland fire air toxics data collection and

analysis, Sensors 23 (7) (2023) 3561.
[59] National Hurricane Center, About NHC graphics, 2024, URL https://www.nhc.noaa.gov/refresh/graphics_at2+shtml/204917.shtml?cone#contents.

(Accessed: 03 July 2024).
[60] B.W. Miller, Deep dive into climate change scenario planning, 2023, https://www.usgs.gov/programs/climate-adaptation-science-centers/science/deep-

dive-climate-change-scenario-planning. (Accessed: 24 June 2024).
[61] Q. Lu, B. George, S. Shekhar, Capacity constrained routing algorithms for evacuation planning: A summary of results, in: International Symposium on

Spatial and Temporal Databases, Springer, 2005, pp. 291–307.
[62] V. Bayram, Optimization models for large scale network evacuation planning and management: A literature review, Surv. Oper. Res. Manag. Sci. 21 (2)

(2016) 63–84.
[63] R. Reolfi, C. Samaras, S.M. Benson, Raising ambition for a rapid and just net-zero transition with game-changing innovations, 2022, https:

//www.whitehouse.gov/ostp/news-updates/2022/11/18/raising-ambition-for-a-rapid-and-just-net-zero-transition-with-game-changing-innovations/. (Ac-
cessed: June 2024).

[64] R. Carli, G. Cavone, S. Ben Othman, M. Dotoli, IoT based architecture for model predictive control of HVAC systems in smart buildings, Sensors 20 (3)
(2020) 781.

[65] M.A. Ahmed, S.A. Chavez, A.M. Eltamaly, H.O. Garces, A.J. Rojas, Y.-C. Kim, Toward an intelligent campus: IoT platform for remote monitoring and
control of smart buildings, Sensors 22 (23) (2022) 9045.

[66] O.F. Orikpete, S. Ikemba, D.R.E. Ewim, Integration of renewable energy technologies in smart building design for enhanced energy efficiency and
self-sufficiency, J. Eng. Exact Sci. 9 (9) (2023) 16423–01e.

[67] B. Jayaprakash, M. Eagon, M. Yang, W.F. Northrop, S. Shekhar, Towards carbon-aware spatial computing: Challenges and opportunities, 2023.
[68] H. Panneer Selvam, S. Shekhar, W.F. Northrop, Prediction of NO x emissions from compression ignition engines using ensemble learning-based models

with physical interpretability, SAE Tech. Pap. Ser. 1 (2021).
[69] B. Jayaprakash, B. Wilmer, W.F. Northrop, Initial Development of a Physics-Aware Machine Learning Framework for Soot Mass Prediction in Gasoline

Direct Injection Engines, Tech. rep, SAE Technical Paper, 2023.
[70] Sawatch Labs, Sawatch ezev analytics, 2022, https://marketplace.geotab.com/solutions/sawatch/. (Accessed: 2022-XX-XX).
[71] A. Badheka, M.J. Eagon, S. Fakhimi, P. Wiringa, E. Miller, A. Kotz, W. Northrop, Development of a heavy-duty electric vehicle integration and

implementation (HEVII) tool, SAE Int. J. Adv. Curr. Pr. Mobil. 5 (2023-01-0708) (2023) 2093–2105.
[72] N.I. Nimalsiri, C.P. Mediwaththe, E.L. Ratnam, M. Shaw, D.B. Smith, S.K. Halgamuge, A survey of algorithms for distributed charging control

of electric vehicles in smart grid, IEEE Trans. Intell. Transp. Syst. 21 (11) (2020) 4497–4515, http://dx.doi.org/10.1109/TITS.2019.2943620, URL
https://ieeexplore.ieee.org/document/8855113/.

[73] D. Krajzewicz, J. Erdmann, M. Behrisch, L. Bieker, Recent development and applications of SUMO-simulation of urban mobility, Int. J. Adv. Syst. Meas.
5 (3&4) (2012).

[74] A. Brooker, J. Gonder, L. Wang, E. Wood, S. Lopp, L. Ramroth, Fastsim: A model to estimate vehicle efficiency, cost and performance, in: SAE 2015
World Congress & Exhibition, SAE International, 2015, http://dx.doi.org/10.4271/2015-01-0973.

[75] A. Adapta, Adaptation or mitigation, 2023, URL https://www.algarveadapta.pt/en/adaptation-or-mitigation/. (Accessed: 27 June 2023).
[76] J.R. Beddington, M. Asaduzzaman, A. Fernandez, M.E. Clark, M. Guillou, M.M. Jahn, L. Erda, T. Mamo, N.V. Bo, C.A. Nobre, et al., Achieving food

security in the face of climate change: Final report from the commission on sustainable agriculture and climate change, 2012.
[77] V. Garg, N. Bansal, Smart occupancy sensors to reduce energy consumption, Energy Build. 32 (1) (2000) 81–87, http://dx.doi.org/10.1016/S0378-

7788(99)00040-7, URL https://linkinghub.elsevier.com/retrieve/pii/S0378778899000407.
23 

http://refhub.elsevier.com/S1574-1192(25)00008-2/sb39
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb39
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb39
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb40
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb40
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb40
http://dx.doi.org/10.1038/s41558-020-0784-5
http://dx.doi.org/10.1038/s41558-020-0784-5
http://dx.doi.org/10.1038/s41558-020-0784-5
https://www.mdpi.com/journal/remotesensing/special_issues/Polar_Ocean_Sea_Ice_Atmosphere_Dynamics
https://www.mdpi.com/journal/remotesensing/special_issues/Polar_Ocean_Sea_Ice_Atmosphere_Dynamics
https://www.mdpi.com/journal/remotesensing/special_issues/Polar_Ocean_Sea_Ice_Atmosphere_Dynamics
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb43
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb43
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb43
http://arxiv.org/abs/2407.00317
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb45
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb45
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb45
http://dx.doi.org/10.1145/3678717.3691304
http://dx.doi.org/10.1175/AIES-D-23-0004.1
http://arxiv.org/abs/2310.15179
http://arxiv.org/abs/2410.15628
http://dx.doi.org/10.1029/2018JC014298
https://www.lao.ca.gov/Resources/Climate
https://www.globalchange.gov/indicators/heat-waves
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb53
https://en.wikipedia.org/wiki/2024_Hajj_disaster#cite_note-1
https://www.azocleantech.com/article.aspx?ArticleID=1785
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb56
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb56
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb56
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb57
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb57
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb57
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb58
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb58
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb58
https://www.nhc.noaa.gov/refresh/graphics_at2+shtml/204917.shtml?cone#contents
https://www.usgs.gov/programs/climate-adaptation-science-centers/science/deep-dive-climate-change-scenario-planning
https://www.usgs.gov/programs/climate-adaptation-science-centers/science/deep-dive-climate-change-scenario-planning
https://www.usgs.gov/programs/climate-adaptation-science-centers/science/deep-dive-climate-change-scenario-planning
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb61
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb61
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb61
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb62
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb62
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb62
https://www.whitehouse.gov/ostp/news-updates/2022/11/18/raising-ambition-for-a-rapid-and-just-net-zero-transition-with-game-changing-innovations/
https://www.whitehouse.gov/ostp/news-updates/2022/11/18/raising-ambition-for-a-rapid-and-just-net-zero-transition-with-game-changing-innovations/
https://www.whitehouse.gov/ostp/news-updates/2022/11/18/raising-ambition-for-a-rapid-and-just-net-zero-transition-with-game-changing-innovations/
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb64
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb64
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb64
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb65
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb65
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb65
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb66
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb66
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb66
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb67
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb68
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb68
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb68
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb69
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb69
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb69
https://marketplace.geotab.com/solutions/sawatch/
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb71
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb71
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb71
http://dx.doi.org/10.1109/TITS.2019.2943620
https://ieeexplore.ieee.org/document/8855113/
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb73
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb73
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb73
http://dx.doi.org/10.4271/2015-01-0973
https://www.algarveadapta.pt/en/adaptation-or-mitigation/
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb76
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb76
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb76
http://dx.doi.org/10.1016/S0378-7788(99)00040-7
http://dx.doi.org/10.1016/S0378-7788(99)00040-7
http://dx.doi.org/10.1016/S0378-7788(99)00040-7
https://linkinghub.elsevier.com/retrieve/pii/S0378778899000407


M. Yang et al. Pervasive and Mobile Computing 108 (2025) 102019 
[78] J. Lu, et al., The smart thermostat: using occupancy sensors to save energy in homes, in: Proceedings of the 8th ACM Conference on Embedded
Networked Sensor Systems, ACM, Zürich Switzerland, 2010, pp. 211–224, http://dx.doi.org/10.1145/1869983.1870005, URL https://dl.acm.org/doi/10.
1145/1869983.1870005.

[79] N.M. Abd El-Ghany, S.E. Abd El-Aziz, S.S. Marei, A review: application of remote sensing as a promising strategy for insect pests and diseases management,
Environ. Sci. Pollut. Res. 27 (27) (2020) 33503–33515, http://dx.doi.org/10.1007/s11356-020-09517-2, URL https://link.springer.com/10.1007/s11356-
020-09517-2.

[80] M.W. Rhodes, J.J. Bennie, A. Spalding, R.H. ffrench Constant, I.M.D. Maclean, Recent advances in the remote sensing of insects, Biol. Rev. 97 (1) (2022)
343–360, http://dx.doi.org/10.1111/brv.12802, URL https://onlinelibrary.wiley.com/doi/10.1111/brv.12802.

[81] M. Qian, C. Qian, G. Xu, P. Tian, W. Yu, Smart irrigation systems from cyber–physical perspective: State of art and future directions, Futur. Internet 16
(7) (2024) 234, http://dx.doi.org/10.3390/fi16070234, URL https://www.mdpi.com/1999-5903/16/7/234.

[82] J.A. Taylor, Precision agriculture, in: M.J. Goss, M. Oliver (Eds.), Encyclopedia of Soils in the Environment (Second Edition), second ed., Academic
Press, Oxford, 2023, pp. 710–725, http://dx.doi.org/10.1016/B978-0-12-822974-3.00261-5, URL https://www.sciencedirect.com/science/article/pii/
B9780128229743002615.

[83] Y. Zheng, H. Sun, An integrated approach for the simulation modeling and risk assessment of coastal flooding, Water 12 (8) (2020) 2076, http:
//dx.doi.org/10.3390/w12082076, URL https://www.mdpi.com/2073-4441/12/8/2076.

[84] S.D.D.M. Déguénon, R. Adade, O. Teka, D.W. Aheto, B. Sinsin, Sea-level rise and flood mapping: a review of models for coastal management, Nat. Hazards
(2023) http://dx.doi.org/10.1007/s11069-023-06225-1, URL https://link.springer.com/10.1007/s11069-023-06225-1.

[85] H. Sun, X. Zhang, X. Ruan, H. Jiang, W. Shou, Mapping compound flooding risks for urban resilience in coastal zones: A comprehensive methodological
review, Remote. Sens. 16 (2) (2024) 350, http://dx.doi.org/10.3390/rs16020350, URL https://www.mdpi.com/2072-4292/16/2/350.

[86] L. Cea, P. Costabile, Flood risk in urban areas: Modelling, management and adaptation to climate change. a review, Hydrology 9 (3) (2022) 50,
http://dx.doi.org/10.3390/hydrology9030050, URL https://www.mdpi.com/2306-5338/9/3/50.

[87] V. Kumar, K. Sharma, T. Caloiero, D. Mehta, K. Singh, Comprehensive overview of flood modeling approaches: A review of recent advances, Hydrology
10 (7) (2023) 141, http://dx.doi.org/10.3390/hydrology10070141, URL https://www.mdpi.com/2306-5338/10/7/141.

[88] Z. Liu, W. Cheng, C. Jim, T.E. Morakinyo, Y. Shi, E. Ng, Heat mitigation benefits of urban green and blue infrastructures: A systematic review of modeling
techniques, validation and scenario simulation in ENVI-met V4, Build. Environ. 200 (2021) 107939, http://dx.doi.org/10.1016/j.buildenv.2021.107939,
URL https://linkinghub.elsevier.com/retrieve/pii/S0360132321003437.

[89] D. Deryng, W.J. Sacks, C.C. Barford, N. Ramankutty, Simulating the effects of climate and agricultural management practices on global crop yield, Glob.
Biogeochem. Cycles 25 (2) (2011) http://dx.doi.org/10.1029/2009GB003765, URL http://doi.wiley.com/10.1029/2009GB003765.

[90] M. Reynolds, M. Kropff, J. Crossa, J. Koo, G. Kruseman, A. Molero Milan, J. Rutkoski, U. Schulthess, Balwinder-Singh, K. Sonder, H. Tonnang, V.
Vadez, Role of modelling in international crop research: Overview and some case studies, Agronomy 8 (12) (2018) 291, http://dx.doi.org/10.3390/
agronomy8120291, URL https://www.mdpi.com/2073-4395/8/12/291.

[91] G. De Souza Groppo, M.A. Costa, M. Libânio, Predicting water demand: a review of the methods employed and future possibilities, Water Supply 19
(8) (2019) 2179–2198, http://dx.doi.org/10.2166/ws.2019.122, URL https://iwaponline.com/ws/article/19/8/2179/69623/Predicting-water-demand-a-
review-of-the-methods.

[92] S.P. Kumar, A. Subeesh, B. Jyoti, C.R. Mehta, Applications of drones in smart agriculture, in: K. Pakeerathan (Ed.), Smart Agriculture for Developing
Nations, Springer Nature Singapore, Singapore, 2023, pp. 33–48, http://dx.doi.org/10.1007/978-981-19-8738-0_3, URL https://link.springer.com/10.
1007/978-981-19-8738-0_3.

[93] A. Abbas, Z. Zhang, H. Zheng, M.M. Alami, A.F. Alrefaei, Q. Abbas, S.A.H. Naqvi, M.J. Rao, W.F.A. Mosa, Q. Abbas, A. Hussain, M.Z. Hassan, L.
Zhou, Drones in plant disease assessment, efficient monitoring, and detection: A way forward to smart agriculture, Agronomy 13 (6) (2023) 1524,
http://dx.doi.org/10.3390/agronomy13061524, URL https://www.mdpi.com/2073-4395/13/6/1524.

[94] A. Shafi, I. Zahoor, E. Haq, K.M. Fazili, Impact of bioinformatics on plant science research and crop improvement, in: K.R. Hakeem, N.A. Shaik, B.
Banaganapalli, R. Elango (Eds.), Essentials of Bioinformatics, Volume III, Springer International Publishing, Cham, 2019, pp. 29–46, http://dx.doi.org/
10.1007/978-3-030-19318-8_2, URL http://link.springer.com/10.1007/978-3-030-19318-8_2.

[95] M. Santamouris, Cooling the cities – a review of reflective and green roof mitigation technologies to fight heat island and improve comfort in
urban environments, Sol. Energy 103 (2014) 682–703, http://dx.doi.org/10.1016/j.solener.2012.07.003, URL https://linkinghub.elsevier.com/retrieve/
pii/S0038092X12002447.

[96] F. Balany, A.W. Ng, N. Muttil, S. Muthukumaran, M.S. Wong, Green infrastructure as an urban heat Island mitigation strategy—A review, Water 12 (12)
(2020) 3577, http://dx.doi.org/10.3390/w12123577, URL https://www.mdpi.com/2073-4441/12/12/3577.

[97] M. Yang, B. Jayaprakash, M. Eagon, H. Jung, W.F. Northrop, S. Shekhar, Data mining challenges and opportunities to achieve net zero carbon emissions:
Focus on electrified vehicles, in: Proceedings of the 2023 SIAM International Conference on Data Mining, SDM, SIAM, 2023, pp. 953–956.

[98] Grid Strategies, The era of flat power demand is over, 2023, https://gridstrategiesllc.com/wp-content/uploads/2023/12/National-Load-Growth-Report-
2023.pdf.

[99] A. Soussi, E. Zero, R. Sacile, D. Trinchero, M. Fossa, Smart sensors and smart data for precision agriculture: A review, Sensors 24 (8) (2024) 2647.
[100] B. Piro, H.V. Tran, V.T. Thu, Sensors made of natural renewable materials: Efficiency, recyclability or biodegradability—the green electronics, Sensors

20 (20) (2020) 5898.
[101] W. Li, Q. Liu, Y. Zhang, C. Li, Z. He, W.C. Choy, P.J. Low, P. Sonar, A.K.K. Kyaw, Biodegradable materials and green processing for green electronics,

Adv. Mater. 32 (33) (2020) 2001591.
[102] R. Labs, The O-RAN whitepaper 2023: Energy efficiency in O-RAN, 2023, URL https://rimedolabs.com/blog/the-oran-whitepaper-2023-energy-efficiency-

in-oran/. (Accessed: 01 July 2024).
[103] H. Taherdoost, Blockchain integration and its impact on renewable energy, Computers 13 (4) (2024) 107.
[104] G. Fridgen, R. Keller, M. Thimmel, L. Wederhake, Shifting load through space–the economics of spatial demand side management using distributed data

centers, Energy Policy 109 (2017) 400–413.
[105] J. Guitart, Toward sustainable data centers: a comprehensive energy management strategy, Computing 99 (6) (2017) 597–615.
[106] A. Beloglazov, R. Buyya, Y.C. Lee, A. Zomaya, A taxonomy and survey of energy-efficient data centers and cloud computing systems, in: Advances in

Computers, vol. 82, Elsevier, 2011, pp. 47–111, http://dx.doi.org/10.1016/B978-0-12-385512-1.00003-7, URL https://linkinghub.elsevier.com/retrieve/
pii/B9780123855121000037.

[107] H. Rong, H. Zhang, S. Xiao, C. Li, C. Hu, Optimizing energy consumption for data centers, Renew. Sustain. Energy Rev. 58 (2016) 674–691,
http://dx.doi.org/10.1016/j.rser.2015.12.283, URL https://linkinghub.elsevier.com/retrieve/pii/S1364032115016664.

[108] M. Wahlroos, M. Pärssinen, S. Rinne, S. Syri, J. Manner, Future views on waste heat utilization – Case of data centers in Northern Europe, Renew. Sustain.
Energy Rev. 82 (2018) 1749–1764, http://dx.doi.org/10.1016/j.rser.2017.10.058, URL https://linkinghub.elsevier.com/retrieve/pii/S1364032117314314.

[109] J. Peterson, Geothermal and other alternative cooling sources for data centers, Energy Eng. 114 (1) (2017) 7–18, http://dx.doi.org/10.1080/01998595.
2017.11810158.

[110] Accelerating deep learning inference with hardware and software parallelism, 2020, https://cloud4scieng.org/2020/04/22/accelerating-deep-learning-
inference-with-hardware-and-software-parallelism/.
24 

http://dx.doi.org/10.1145/1869983.1870005
https://dl.acm.org/doi/10.1145/1869983.1870005
https://dl.acm.org/doi/10.1145/1869983.1870005
https://dl.acm.org/doi/10.1145/1869983.1870005
http://dx.doi.org/10.1007/s11356-020-09517-2
https://link.springer.com/10.1007/s11356-020-09517-2
https://link.springer.com/10.1007/s11356-020-09517-2
https://link.springer.com/10.1007/s11356-020-09517-2
http://dx.doi.org/10.1111/brv.12802
https://onlinelibrary.wiley.com/doi/10.1111/brv.12802
http://dx.doi.org/10.3390/fi16070234
https://www.mdpi.com/1999-5903/16/7/234
http://dx.doi.org/10.1016/B978-0-12-822974-3.00261-5
https://www.sciencedirect.com/science/article/pii/B9780128229743002615
https://www.sciencedirect.com/science/article/pii/B9780128229743002615
https://www.sciencedirect.com/science/article/pii/B9780128229743002615
http://dx.doi.org/10.3390/w12082076
http://dx.doi.org/10.3390/w12082076
http://dx.doi.org/10.3390/w12082076
https://www.mdpi.com/2073-4441/12/8/2076
http://dx.doi.org/10.1007/s11069-023-06225-1
https://link.springer.com/10.1007/s11069-023-06225-1
http://dx.doi.org/10.3390/rs16020350
https://www.mdpi.com/2072-4292/16/2/350
http://dx.doi.org/10.3390/hydrology9030050
https://www.mdpi.com/2306-5338/9/3/50
http://dx.doi.org/10.3390/hydrology10070141
https://www.mdpi.com/2306-5338/10/7/141
http://dx.doi.org/10.1016/j.buildenv.2021.107939
https://linkinghub.elsevier.com/retrieve/pii/S0360132321003437
http://dx.doi.org/10.1029/2009GB003765
http://doi.wiley.com/10.1029/2009GB003765
http://dx.doi.org/10.3390/agronomy8120291
http://dx.doi.org/10.3390/agronomy8120291
http://dx.doi.org/10.3390/agronomy8120291
https://www.mdpi.com/2073-4395/8/12/291
http://dx.doi.org/10.2166/ws.2019.122
https://iwaponline.com/ws/article/19/8/2179/69623/Predicting-water-demand-a-review-of-the-methods
https://iwaponline.com/ws/article/19/8/2179/69623/Predicting-water-demand-a-review-of-the-methods
https://iwaponline.com/ws/article/19/8/2179/69623/Predicting-water-demand-a-review-of-the-methods
http://dx.doi.org/10.1007/978-981-19-8738-0_3
https://link.springer.com/10.1007/978-981-19-8738-0_3
https://link.springer.com/10.1007/978-981-19-8738-0_3
https://link.springer.com/10.1007/978-981-19-8738-0_3
http://dx.doi.org/10.3390/agronomy13061524
https://www.mdpi.com/2073-4395/13/6/1524
http://dx.doi.org/10.1007/978-3-030-19318-8_2
http://dx.doi.org/10.1007/978-3-030-19318-8_2
http://dx.doi.org/10.1007/978-3-030-19318-8_2
http://link.springer.com/10.1007/978-3-030-19318-8_2
http://dx.doi.org/10.1016/j.solener.2012.07.003
https://linkinghub.elsevier.com/retrieve/pii/S0038092X12002447
https://linkinghub.elsevier.com/retrieve/pii/S0038092X12002447
https://linkinghub.elsevier.com/retrieve/pii/S0038092X12002447
http://dx.doi.org/10.3390/w12123577
https://www.mdpi.com/2073-4441/12/12/3577
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb97
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb97
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb97
https://gridstrategiesllc.com/wp-content/uploads/2023/12/National-Load-Growth-Report-2023.pdf
https://gridstrategiesllc.com/wp-content/uploads/2023/12/National-Load-Growth-Report-2023.pdf
https://gridstrategiesllc.com/wp-content/uploads/2023/12/National-Load-Growth-Report-2023.pdf
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb99
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb100
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb100
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb100
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb101
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb101
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb101
https://rimedolabs.com/blog/the-oran-whitepaper-2023-energy-efficiency-in-oran/
https://rimedolabs.com/blog/the-oran-whitepaper-2023-energy-efficiency-in-oran/
https://rimedolabs.com/blog/the-oran-whitepaper-2023-energy-efficiency-in-oran/
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb103
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb104
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb104
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb104
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb105
http://dx.doi.org/10.1016/B978-0-12-385512-1.00003-7
https://linkinghub.elsevier.com/retrieve/pii/B9780123855121000037
https://linkinghub.elsevier.com/retrieve/pii/B9780123855121000037
https://linkinghub.elsevier.com/retrieve/pii/B9780123855121000037
http://dx.doi.org/10.1016/j.rser.2015.12.283
https://linkinghub.elsevier.com/retrieve/pii/S1364032115016664
http://dx.doi.org/10.1016/j.rser.2017.10.058
https://linkinghub.elsevier.com/retrieve/pii/S1364032117314314
http://dx.doi.org/10.1080/01998595.2017.11810158
http://dx.doi.org/10.1080/01998595.2017.11810158
http://dx.doi.org/10.1080/01998595.2017.11810158
https://cloud4scieng.org/2020/04/22/accelerating-deep-learning-inference-with-hardware-and-software-parallelism/
https://cloud4scieng.org/2020/04/22/accelerating-deep-learning-inference-with-hardware-and-software-parallelism/
https://cloud4scieng.org/2020/04/22/accelerating-deep-learning-inference-with-hardware-and-software-parallelism/


M. Yang et al. Pervasive and Mobile Computing 108 (2025) 102019 
[111] R. Bommasani, D.A. Hudson, E. Adeli, R. Altman, S. Arora, S. von Arx, M.S. Bernstein, J. Bohg, A. Bosselut, E. Brunskill, et al., On the opportunities
and risks of foundation models, 2021, arXiv preprint arXiv:2108.07258.

[112] A. Kansal, F. Zhao, J. Liu, N. Kothari, A.A. Bhattacharya, Virtual machine power metering and provisioning, in: Proceedings of the 1st ACM Symposium
on Cloud Computing, 2010, pp. 39–50.

[113] Electricity Maps, , Electr. Maps (2023) https://app.electricitymaps.com/zone/US-NW-WACM?aggregated=false. (Accessed: July. 2023).
[114] Y. Tao, et al., Climate mitigation potentials of teleworking are sensitive to changes in lifestyle and workplace rather than ICT usage, Proc. Natl. Acad.

Sci. 120 (39) (2023) e2304099120.
[115] R.W. Shephard, R. Färe, The law of diminishing returns, in: Production Theory: Proceedings of an International Seminar Held At the University At

Karlsruhe May–July 1973, Springer, 1974, pp. 287–318.
[116] G. Furquim, G.P. Filho, R. Jalali, G. Pessin, R.W. Pazzi, J. Ueyama, How to improve fault tolerance in disaster predictions: a case study about flash

floods using IoT, ML and real data, Sensors 18 (3) (2018) 907.
[117] M. Gamperl, J. Singer, K. Thuro, Internet of things geosensor network for cost-effective landslide early warning systems, Sensors 21 (8) (2021) 2609.
[118] M. Esposito, L. Palma, A. Belli, L. Sabbatini, P. Pierleoni, Recent advances in internet of things solutions for early warning systems: A review, Sensors

22 (6) (2022) 2124.
[119] D.C. Bader, M.A. Taylor, Revolutionizing earth system modeling through exascale computing, 2023, SC23, URL https://sc23.supercomputing.org/2023/

04/06/revolutionizing-earth-system-modeling-through-exascale-computing/.
[120] M.A. Taylor, D.C. Bader, Using next generation exascale supercomputers to understand the climate crisis, 2023, ACM, URL https://awards.acm.org/about/

2023-using-next-generation-exascale-supercomputers.
[121] LLNL Team, LLNL scientists among finalists for new Gordon bell climate modeling award, 2024,
[122] M.G. Juarez, V.J. Botti, A.S. Giret, Digital twins: Review and challenges, J. Comput. Inf. Sci. Eng. 21 (3) (2021) 030802.
[123] C.M. Cooney, Downscaling climate models: Sharpening the focus on local-level changes, Environ. Health Perspect. 119 (12) (2011) A538–A541,

http://dx.doi.org/10.1289/ehp.119-a538.
[124] P. Bauer, A. Thorpe, G. Brunet, The quiet revolution of numerical weather prediction, Nature 525 (2015) 47–55, http://dx.doi.org/10.1038/nature14956.
[125] E3SM-MMF Team, E3SM-MMF: Forecasting water resources and severe weather with greater confidence, Exascale Comput. Proj. (2023) URL https:

//www.exascaleproject.org.
[126] X. Zhou, B. George, S. Kim, J.M. Wolff, Q. Lu, S. Shekhar, O. Nashua, Evacuation planning: A spatial network database approach., IEEE Data Eng. Bull.

33 (2) (2010) 26–31.
[127] K. Yang, A.H. Shekhar, F.U. Rehman, H. Lahza, S. Basalamah, S. Shekhar, I. Ahmed, A. Ghafoor, Intelligent shelter allotment for emergency evacuation

planning: A case study of makkah, IEEE Intell. Syst. 30 (5) (2015) 66–76.
[128] J. Willard, X. Jia, S. Xu, M. Steinbach, V. Kumar, Integrating scientific knowledge with machine learning for engineering and environmental systems,

ACM Comput. Surv. 55 (4) (2022) 1–37.
[129] Y. Li, M. Yang, M. Eagon, M. Farhadloo, Y. Xie, W.F. Northrop, S. Shekhar, Eco-pinn: A physics-informed neural network for eco-toll estimation, in:

Proceedings of the 2023 SIAM International Conference on Data Mining, SDM, SIAM, 2023, pp. 838–846.
[130] H. Jung, M. Yang, M. Eagon, W. Northrop, Revolutionizing electric vehicle management: Spatial computing challenges and opportunities, in: Proceedings

of the 15th ACM SIGSPATIAL International Workshop on Computational Transportation Science, 2022, pp. 1–4.
[131] The New York Times, Electric car owners confront a harsh foe: Cold weather, 2024, URL https://www.nytimes.com/2024/01/17/business/tesla-charging-

chicago-cold-weather.html. (Accessed on [Insert Access Date Here]).
[132] N. Singh, J. Finnegan, K. Levin, D. Rich, M. Sotos, D. Tirpak, D. Wood, MRV 101: Understanding measurement, reporting, and verification of climate

change mitigation, World Resour. Inst. (2016) 4–5.
[133] W. Vanderbauwhede, The climate cost of the AI revolution, 2023, URL https://labs.ripe.net/author/wim-vanderbauwhede/the-climate-cost-of-the-ai-

revolution/. (Accessed: 11 November 2024).
[134] R. Guérin, A. McGovern, K. Nahrstedt, Report on the NSF workshop on sustainable computing for sustainability (NSF WSCS 2024), 2024, arXiv preprint

arXiv:2407.06119.
25 

http://arxiv.org/abs/2108.07258
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb112
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb112
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb112
https://app.electricitymaps.com/zone/US-NW-WACM?aggregated=false
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb114
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb114
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb114
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb115
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb115
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb115
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb116
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb116
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb116
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb117
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb118
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb118
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb118
https://sc23.supercomputing.org/2023/04/06/revolutionizing-earth-system-modeling-through-exascale-computing/
https://sc23.supercomputing.org/2023/04/06/revolutionizing-earth-system-modeling-through-exascale-computing/
https://sc23.supercomputing.org/2023/04/06/revolutionizing-earth-system-modeling-through-exascale-computing/
https://awards.acm.org/about/2023-using-next-generation-exascale-supercomputers
https://awards.acm.org/about/2023-using-next-generation-exascale-supercomputers
https://awards.acm.org/about/2023-using-next-generation-exascale-supercomputers
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb121
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb122
http://dx.doi.org/10.1289/ehp.119-a538
http://dx.doi.org/10.1038/nature14956
https://www.exascaleproject.org
https://www.exascaleproject.org
https://www.exascaleproject.org
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb126
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb126
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb126
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb127
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb127
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb127
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb128
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb128
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb128
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb129
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb129
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb129
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb130
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb130
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb130
https://www.nytimes.com/2024/01/17/business/tesla-charging-chicago-cold-weather.html
https://www.nytimes.com/2024/01/17/business/tesla-charging-chicago-cold-weather.html
https://www.nytimes.com/2024/01/17/business/tesla-charging-chicago-cold-weather.html
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb132
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb132
http://refhub.elsevier.com/S1574-1192(25)00008-2/sb132
https://labs.ripe.net/author/wim-vanderbauwhede/the-climate-cost-of-the-ai-revolution/
https://labs.ripe.net/author/wim-vanderbauwhede/the-climate-cost-of-the-ai-revolution/
https://labs.ripe.net/author/wim-vanderbauwhede/the-climate-cost-of-the-ai-revolution/
http://arxiv.org/abs/2407.06119

	Climate smart computing: A perspective
	Introduction
	Illustrative Patterns in Climate Change
	Climate Applications of Computing
	Climate Understanding
	Climate Resilience
	Climate Change Mitigation
	Climate Change Adaptation
	Climate Debate

	Advancing Climate-smart Computing
	Decarbonizing Computing
	Additional Computing and Its Trade-offs
	Short-term trade-offs
	Long-term trade-offs

	Climate Resilient Computing
	Climate-scale Computing Techniques
	Interdisciplinary Convergence
	Responsible Computing Practices

	Conclusion and Future Work
	Key Takeaways
	Emerging Research Priorities

	CRediT authorship contribution statement
	Declaration of competing interest
	Acknowledgments
	Appendix. Tables
	Appendix . Data availability
	References


