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Abstract— Pruning weight is indicative of a vine’s ability
to produce a crop the following year, informing vineyard
management. Current methods for estimating pruning weight
are costly, laborious, and/or require specialized know-how and
equipment. In this paper we demonstrate an affordable, simple,
computer vision-based method to measure pruning weight using
a smartphone camera and structured light which produces
results better than state-of-the-art techniques for vertical shoot
position (VSP) vines and demonstrate initial steps towards
estimating pruning weight in high cordon procumbent (HC)
vines such as Concord. The simplicity and affordability of this
technique lends its self to deployment by farmers today or on
future viticulture robotics platforms. We achieved an R2=.80 for
VSP vines (better than state-of-the-art computer vision-based
methods) and R2=.29 for HC vines (not previously attempted
with computer vision-based methods).

I. INTRODUCTION

The US wine and grape industry accounts for 1.28% of the
US GDP ($276B) and contributes ∼1.84M US jobs with over
one million acres of land dedicated to grape production [1].
Given their financial impact and the fact that grapes are the
highest value crop produced in the US, there has been a push
in recent years to adapt precision agriculture practices to the
field of viticulture.

Precision viticulture is a management method designed to
optimize yield, costs, and sustainability by accounting for
inter- and intra-vineyard variables that are site and season
specific. Deployment of precision viticulture practices rely
on automated quantification of these variables using a variety
of sensors and data collection techniques [2], [3]. Despite
the significance of the grape industry as a whole to the US
economy, the average vineyard size is less than 100 acres and
many medium to small vineyards lack the financial resources
needed to integrate precision viticulture into their manage-
ment practices. For instance, high labor costs and labor
shortages can make manual data collection impractical and
unaffordable while emerging technologies such as LiDAR,
drones, and multispectral sensing are often too expensive to
justify deployment on a smaller scale. Other sensing tech-
niques, such as remote sensing using satellite imagery, lack
the spatial resolution needed to make localized management
decisions on a vine by vine or block by block basis [4]. To
this end, there is a need to make advancements in automated
vineyard measurements for both farmer operated and robotic
sensing platforms that are sufficiently spatially sensitive to
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Fig. 1. A) VSP vines grow upwards starting from a cordon or cane that is
∼1m above the ground. B) HC Concord grapes sprawl in all directions off
the cordon at a height of ∼1/.5m, many of the shoots grow downwards.

inform decision making at this scale. Such measurements
include yield estimation, normalized difference vegetation
index (NDVI), leaf area index (LAI), crop coefficient, and
pruning weight to name a few. These sensing methods need
to be 1) affordable enough to justify deployment on a small
to medium scale vineyard, 2) easy to use without the need
for specialized training or technical expertise, 3) robust and
reconfigurable enough for both use by farmers today and
deployment on future robotics platforms that are becoming
more ubiquitous in modern farming.

Pruning weight is the measurement of one year old growth
removed after dormant pruning and is an effective way
to assess biomass production, vine balance, vigor, and the
carbon storage cycle in grapevines [5], [6], [7] (Fig. 1.A-
B). Most importantly, the pruning weight is indicative of the
vine’s ability to produce a crop the following year. The ratio
of yield to pruning weight is called the Ravaz Index [6],
and for most vineyards has an optimal value of 5-10 [8].
In conjunction with the previous seasons’ yield, each year
growers can use pruning weight to calculate the Ravaz Index
(Eq. 1) and adjust the number of buds per vine during
cropping to optimize their vine balance for the next year.

Ravaz Index =
Y ield

Pruning Weight
(1)

Obtaining optimal vine balance is particularly important
in colder climates with shorter growing seasons where over-
cropping vines can result in under-ripened fruit. Moreover,
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pruning weights can be used in experimental research and
to inform management practices beyond pruning, such as
rootstock selection [9], nitrogen fertilization [10], phospho-
rus fertilization [11], and irrigation [12]. Manual methods for
pruning weight data collection are laborious, time consum-
ing, and, in the North East, can demand extended exposure to
extreme cold weather during the dormant months of winter
while interfering with the usual pruning workflow [13].
These factors often deter growers from collecting the large
amounts of data needed to calculate a more accurate vineyard
wide average Ravaz Index and make estimating the Ravaz
Index on a vine-by-vine or panel-by-panel basis almost
impossible. In many vineyards, these factors completely deter
the use of Ravaz Index to inform management practices
altogether. This illustrates the opportunity for automation in
pruning weight estimation to lend itself to increased accessi-
bility of precision viticulture practices to grape growers. In
this paper we demonstrate an affordable, simple method to
measure pruning weight using a smartphone camera which
produces results on par with state-of-the-art techniques.

II. RELATED WORK

Advances in computer vision (CV) have led to break-
throughs for autonomous crop monitoring systems on future
robotics platforms. A variety of such robots are at or near
commercial availability for vineyards, such as VineScout,
GRAPE, and Burro. Numerous ground-based systems have
been developed to estimate yield [14], [15], disease de-
tection [16], [17], pruning and shoot characterization [18],
cluster compactness [19], and seed inspection [20]. A more
comprehensive list of ground-based CV systems in precision
viticulture has been compiled by Seng et al. [21]. Similarly,
drones equipped with multispectral camera sensors are capa-
ble of measuring the NDVI in vineyards [22], [23], and RGB
videos from drones leverage photogrammetry to visualize
and quantify vineyard canopy leaf area index [24] and to
predict soil water erosion in Mediterranean vineyards [25].

In recent years, a variety of sensing methods have focused
specifically on pruning weight estimation using both air and
ground-based systems. Dobrowski et al. [26] used multispec-
tral aerial images of 0.5m/pxl spatial resolution to estimate
pruning weight density (kg/m) in sections of ∼15m with
R2=0.68 and R2=0.88 over two years. Garcia-Fernandez et
al. [27] achieved an R2=0.62 on blocks of two vines using
3D point clouds generated via photogrammetry from drone
imagery. With the advancement of LiDAR sensors, a variety
of ground-based 3D sampling platforms have been developed
for estimating pruning weight. GRover [28] achieved a
R2=0.91 for pruning weight and R2=0.76 for wood volume.
While ground based LiDAR systems can provide a higher
level of detail than aerial systems for measuring biomass,
these systems are expensive; costing on the order of thou-
sands of dollars for the LiDAR sensor alone [29].

Efforts to deploy lower cost sensors in the form of
simpler RGB cameras started with McFarlane [30], although
they concluded that more work was needed to determine
pruning weight. Botterill [31], [32] developed an automatic

pruning machine that travels down both sides of the vine
at 2min/vine. It captures a 3D model of the vine, and
mechanically prunes using a 6 joint robotic arm. The funda-
mental issue of image segmentation and uncontrolled lighting
conditions in the field, however, is solved by completely
enclosing the vine in a box. An alternative solution for image
segmentation is to use a white sheet on the far side of the
vine [33], [34], [18], [18], or stereoscopic imaging [33], [18].
Throughout this paper we will refer to ground based sensor
systems that don’t require backdrops or vine enclosure that
can be mounted to a vehicle and driven through the vineyard
as ”on-the-go” systems. Millan et al. [34] achieved on-the-go
RGB camera pruning weight estimations without the use of
a backdrop and R2=0.77. Segmentation was achieved using
a supervised Mahalanobis distance classifier and a support
vector machine for image segmentation. This methodology
requires a $1000 mirrorless DSLR camera and must be
deployed on an ATV with custom mounting and electric
odometric triggering hardware which requires specialized
training. This system is highly sensitive to lighting param-
eters. These factors can be prohibitive to grape growers
looking to deploy automated pruning weight measurements
both in terms of cost and know-how.

The majority of vision-based automated pruning weight
assessment have been focused on vertical shoot positioned
vines, with little attention given to high cordon (HC) vines.
Researchers working towards automation of pruning weight
for HC vines have exclusively used aerial systems or relied
on more expensive LiDAR sensors, as opposed to cheaper
RGB cameras. Vertical shoot positioned (VSP) vines have
a more planar, upward growing structure and can more
accurately be represented with a 2D model, while HC vines
are less structured with shoots pointing in all directions and
draping towards the ground, which explains why 3D sensor
and vine models are needed to measure pruning weight.

We propose a different approach to CV pruning weight
estimation that uses structured light and a smartphone
camera in an effort to address issues of affordability and
ease of use, lowering the barrier of entry for farmers and
horticulturalists. Moreover, simplification of hardware and
increasing robustness to lighting parameters by eliminating
light sensitive machine learning models [35] will lend itself
to deployment on fully autonomous vineyard monitoring
robotic systems. In previous work [36] we demonstrated the
potential for smartphone cameras to be used in vineyards
for yield estimation. One advantage of this approach is the
affordability and ubiquitousness of smartphones. Many grape
growers already own a smartphone, eliminating the need
to purchase expensive equipment as well as the know-how
needed to operate this equipment. The aim of this work
is to develop a robust smartphone-based CV pipeline using
simple structured light to assess pruning weights for use by
farmers today, and to lay the groundwork for deployment
on future autonomous robots. The sensor system is designed
specifically to be inexpensive, simple to use, and compact
to be easily deployed by manually walking down a row,
attaching it to a tractor or ATV, or on a robotics platform
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such as TerraSentia (Earth Sense) or GRover [28]. We have
developed a CV pipeline capable of outperforming state of
the art on-the-go CV-based pruning weight estimation for
VSP vines, and demonstrate first steps towards an adaptation
of this method to be used for HC vines.

III. DATA COLLECTION

Data for VSP vines was collected at the Cornell teach-
ing vineyard in Lansing, New York (42◦ 34’ 22.32”N,
76◦ 35’48.22”W). Mature Vitis vinifera L. (Riesling and
Cabernet Franc) with vine spacing of 6ft x 9ft were cane
pruned and vertically shoot-positioned in accordance with
local practices [5]. Video data was collected in mid-March,
and subsequent pruning weight data was collected at the end
of March. Data for HC canopies were collected at the Cornell
Lake Erie Cooperative Extension Research Facility (42◦22’
19.4592”N, 79◦29’ 8.3538”W). Mature Vitis labrusca (Con-
cord) with vine spacing of 8ft x 9ft were spur pruned. To
serve as ground truth data, pruning weights were manually
collected: the vines were pruned, the clippings were bundled,
tied, and weighed with a small digital scale. Video data
was collected at the beginning of December and subsequent
pruning weight data collection was completed by the end of
December, a time of the year where temperatures average
below freezing in many cool climate regions like New York.

The system consists of a phone, a small battery, and a
line laser. The green line laser (VLM-520-28 LPT) cost
$28 and is a Class 1 laser, producing less than 0.39mW of
light, with ∼510-530nm wavelength. This laser was selected
because of its relatively low cost, safety (no need for eye
protective equipment), and emitting angle of >60◦. The laser
is powered with a 9V battery and is mounted to the phone
via a 3D printed carrying case shown in Fig. 2.A. The laser is
mounted 0.23m to the left and 0.13m in front of the iPhone
camera at a 30◦ angle relative to the field of view. This
horizontal offset lends itself to determining which row of
vines the laser is hitting (Fig. 2.B). The entire system is
mounted on a stabilizing gimbal (Zhiyun-Tech Weebill-S).
An LED light (Neewer CN-160) covered with a red piece of
cellophane was also mounted to the handle of the gimbal to
create red ambient light for easy detection/differentiation of
the green laser light in the video processing pipeline.

Videos were collected at night using an iPhone 13 Pro
with a frame rate set to 240fps (Fig. 2.C-E). In actuality,
the phone collected videos at ∼180fps, likely due to low
lighting forcing higher exposure times. The gimbal was
carried by hand down the row at a brisk walking pace
(roughly 1.25 min/row) with the system facing perpendicular
to the vine canopy. This pace and frame rate corresponds to
a reconstruction spatial resolution of ∼5mm. It could easily
be mounted to an ATV or tractor depending on preference.
The resulting videos were downloaded from the cloud to be
processed on a desktop computer.

Fig. 2. A) The iPhone is mounted to a gimbal via 3D printed L-shaped part.
All non-3D printed hardware is off-the-shelf and simple to assemble. B) The
horizontal distance between the camera and the laser (d), and the angle of
the laser relative to the camera (θ) can be used to determine the distance of
a pixel from the camera given the horizontal coordinate of the pixel using a
camera pinhole model. C) Example of video captured by iPhone camera at
night. D) Image features are detected and tracked in the red color channel
for estimating camera motion. E) A threshold is applied to the green color
channel and only reflected light in the region of interest corresponding to
the nearest row is used in the vine reconstruction.

IV. DATA PROCESSING

A. VSP Vine Pipeline

The CV pipeline generates a 2D silhouette of the vine
and subsequently determines the pruning weight by counting
the pixels corresponding to the vine. Green structured laser
light and red ambient light were selected to simplify the
data processing steps. Isolating the structured light from the
unstructured light is trivially achieved by isolating the green
color channel. The video processing pipeline is composed
of three unique stages. 1) Preprocessing, 2) Tracking and
reconstruction, 3) Image analysis (Fig. 3.A).

Stage one determines the region of the video that contains
patterns of light reflected from the row of vines closest to
the camera. The position of the laser is offset to the left and
panned right relative to the camera. From the camera frame
of reference, objects closer to the camera will create light
patterns further left on the camera’s projection screen and
objects further from the camera will create patterns further
right (Fig. 2.B). Rows of VSP vines are modeled as planes
that are discrete distances from the camera, therefore, light
patterns will be clustered along the horizontal axis depending
on which row the light is reflecting from. The angle of
the laser relative to the camera is set such that objects
further than two row spacings from the camera will not be
illuminated within the camera’s field of view.
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Fig. 3. A) Overview of the CV pipeline for VSP vines. B) Overview of the CV pipeline for HC vines.

To select the horizontal region corresponding to the nearest
row, 2,000 frames in the middle of the video are selected,
the green channel of the images are isolated, and the laser
light pattern is detected using thresholding. The horizontal
location of all laser reflections across all frames is recorded
and a histogram is generated (Fig. 4.A). As expected, this
histogram has a bimodal distribution, the leftmost peak
corresponding to the closest row, and the rightmost peak
corresponding to the further row. A Gaussian mixture model
with two components is fitted to the histogram, the mean
and standard deviation of each distribution is calculated, and
a horizontal window corresponding to a 95% confidence
interval for the first row is selected. This confidence interval
corresponds to the area between the red lines shown in
Fig. 2.E. Any light patterns outside of this region are ignored
as they correspond to the row of vines in the background.

The second stage is camera tracking and image recon-
struction. Tracking the camera motion requires isolating the
red channel (Fig 2.C) and OpenCV’s implementation of the
Shi-Tomasi corner detection algorithm (a variation on Harris
corner detection) [37] is used to find a set of features for each
frame as shown in Fig 2.D. These features are tracked from
frame to frame using OpenCV’s implementation of Lucas-
Kanade optical flow tracking [38]. A 2D transformation
is calculated from frame to frame using this optical flow
field. Outliers, such as features detected in the background,
or as a result of artifacts from the green laser bleeding
into the red channel, are removed using RANSAC [39]
and a 2D translation in camera position from frame to
frame is calculated. A 2D translational motion model yields
acceptable results as the gimbal removes most rotation, and
distance to the vine is relatively consistent throughout the
video.

Reconstructing an image of the vine is achieved by isolat-
ing the light patterns from the green channel that are within
the region of interest and collapsing them into a single binary

Fig. 4. A) Histogram (blue) of the horizontal position of every white
pixel in the thresholded green channel for a uniformly selected subset of
video frames. A two-component Gaussian mixture model (red) is fitted to
determine the region of interest. B) For HC vines the camera is pointed
downwards and a line is visible as a result of the ground being in the
camera frame. C) Post and cordon/trunk detection in Concord vines.

column. One or zero corresponds to the presence or absence
of light patterns at a vertical position using a binary OR
operator. The column is then shifted vertically and scaled
horizontally based on the translation of the optical flow field
generated from the tracking/motion estimation. The width of
the column is determined by the horizontal displacement of
the optical flow field. For this reason tracking and recon-
struction are performed in tandem. The frame of the video
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generates a new column and these columns are horizontally
concatenated to generate a silhouette reconstruction of the
vine (Fig. 5).

The last stage segments the silhouette image of the entire
row into individual panels along post boundaries. First, posts
are detected using a spatial low pass filter and thresholding.
The image is segmented along the major axes of each post’s
pixel region and the pixels corresponding to the post are
removed. Because the cordon is removed each year and
considered part of the pruning weight, no cordon detection
is implemented. Similarly, the trellis wires are included as
part of the reconstruction and are not removed from the
image because every panel contains the same amount of
wire. The wire surface area can be accounted for in the
y-intercept of the calibration line. The total number pixels
in each image are counted and their sum is calibrated to
estimate the pruning weight of each panel.

B. HC Vine Pipeline

The data processing pipeline for videos of HC vines is
similar to that of the VSP vines with a few differences
(Fig. 3.B). Unlike VSP vines that grow upward, the camera
had to be pointed downwards to capture the lower hanging
shoots, which makes the ground visible in the frame and the
laser reflection off the ground creates a straight line pattern.
This ground line (Fig. 4.B) is detected, such that it can be
ignored, using the following steps.

To isolate the ground line, a ring buffer of 5 frames is cre-
ated. For each of the frames in the buffer, the green channel
is isolated and a threshold is applied to create a binary image.
Then all the binary images in the ring buffer were aggregated
into a single image using a pixel-wise logical OR operator. A
linear Hough transform is applied to find the dominant line
created by the laser on the ground. Because this method is
noisy, occasionally dropping frames or generating false lines,
a temporal filter is applied that removes outliers by assuming
that the ground line will change very slowly from frame to
frame. Any frame whose line lies too far from the location
of the previous five lines is considered to be an outlier and
is replaced by the coordinates or the line determined in the
previous frame. All light reflected to the right of this line
is ignored. Determining the vertical bounds between rows is
then completed using the same steps as the VSP vines.

Because HC vines have a less planar structure than VSP
vines, the model incorporates some of the 3D structure of the
vine. In the second stage the mean horizontal pixel location
is stored for each pixel of the resulting column. A camera
model (Fig. 2.B) given by Eq. 2 can be used to convert these
horizontal pixel locations to their corresponding distance
from the camera. Concatenating these columns results in an
image that is a 3D reconstruction of the vine, with each
pixel value corresponding to the distance of the vine from
the camera.

L =
d

1

tan θ
−

x tanHFOV

w

(2)

Where L is the distance of the pixel/vine from the camera,
θ is the angle of the laser relative to the camera, d is the
horizontal offset between the laser and the camera, HFOV
is the horizontal field of view of the camera in degrees, w
is the width of the image in pixels, and x is the horizontal
pixel location of the reflected light.

The image analysis step detects posts and segmenting
the image into individual panels. The cordons and trunks
are detected using a similar technique to post detection as
shown in Fig. 4.C. Each panel image is then partitioned
into 400 smaller equally sized subimages, a value that was
determined empirically given the resolution of the camera
and walking speed. For each subimage, the number of pixels
is counted and multiplied by the standard deviation of the
pixel values in that subimage. These values are summed to
generate the pruning weight estimation. Our reasoning for
this computation is that regions of the image that have more
pixels contain more pruning weight mass. Likewise, regions
of the image that have a higher spread in their distance to
the camera contain more pruning weight due to the shoots
being more perpendicular to the camera plane.

V. RESULTS

TABLE I: Comparison of pruning weight estimation methods. Bolded
entries are results from this paper. OTG: on-the-go. TS: training system.

Sensing Method Cost Platform OTG Resolution
(vines)

Dataset
Size

TS Results
(R2)

[26] Multispectral
Imaging

$25k-
$100k
[40]

Plane NA ∼0.5 ∼90 VSP 0.88

[27] Photogrammetry $1600 UAV NA 2 20 ? 0.62
[28] LiDAR $4500 Custom

Rover
Yes 3 11 Both 0.91

[33] Stereoscopic
Image
Segmentation

$8000 Custom
Rover

Yes 1 39 VSP 0.23

[33] Manual Image
Segmentation

$8000 Custom
Rover

Yes 1 39 VSP 0.84

[34] Backdrop Image
Segmentation

$2000 Modified
ATV

No 1 44 VSP 0.92

[34] Mahalanobis
distance classifier
& SVM

$2000 Modified
ATV

Yes 1 44 VSP 0.77

* Structured Light
2D

$500 ATV/
Walk

Yes 3 55 VSP 0.80

* Structured Light
3D

$500 ATV/
Walk

Yes 4 216 HC 0.80

A. Statistical Analysis

The pruning weight estimates are fitted to measured
weights using least squares linear regression. Leave one out
cross validation (LOOCV) is a common method used to
evaluate the performance of an estimation model on smaller
datasets. LOOCV is performed by removing one data point
from the data set, fitting a regression line, and using that
regression line to predict the pruning weight of the excluded
data point. This process is repeated for each data point in
the data set. We use this technique to calculate a residual
sum of squares (R2), root mean squared error (RMSE), and
mean absolute error (MAE).
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Fig. 5. A) Reconstruction of VSP vines; the planar structure of VSP vines lends itself to modeling with a 2D structure. B) Reconstruction of the HC
vines with 3D model. The color scale below shows the estimated distance from the camera for each pixel.

Fig. 6. A) 55 panels of VSP vines pruning weight estimations are plotted
against manually measured pruning weights. Linear regression line: y =
4.16e7x + 9.56e7 (R2=.80). B) 216 panels of HC vines pruning weight
estimations are plotted against their manual measurements. Linear regression
line: y = 1.22e7x+ 1.86e8 (R2=.29).

B. VSP Vines

The VSP vine reconstruction is shown in Fig. 5.A with
the CV estimations plotted against manual measurements in
Fig. 6.A. The linear regression plot yielded R2=.80 and the
LOOCV of the linear model yielded R2=.78, RMSE=290.9g,
and MAE=245.3g.

C. HC Vines

The HC vine reconstruction is shown in Fig. 5.B along
with the automated post detection results. The resulting
pruning weight estimations are plotted against the measured
weights in Fig. 6.B. The regression plot yielded R2=.29 and
the leave one out cross validation of the linear model yielded
R2=.27, RMSE=859.6g, and MAE=649.8g. We found mea-
suring the depth variance of the 3D model to yield more
accurate results than simply counting the pixels as is done
for the VSP vines. Using a 2D reconstruction for HC pruning
weight estimations (similar to the VSP techniques), our
system achieved R2=.23.

VI. DISCUSSION

We demonstrated that structured light outperforms current
CV pruning weight estimation methods for VSP vines, and
present easy and low-cost in-field deployment for farmers
and future robots. To our knowledge this paper is the first at-
tempt to use ground-based CV for estimating pruning weight
of vines with a procumbent canopy. While our approach to
HC canopies is not yet sufficient for immediate commercial
applications, we have demonstrated that incorporating 3D
information into the vine model improves pruning weight
performance (R2=.30 with 3D model vs. R2=.23 with 2D
model). Smartphones, unlike LiDAR systems, and drones,
are ubiquitous. Moreover, our method does not rely on
machine learning models that can be highly sensitive to light
fluctuations and require large amounts of training data and
labeling. Farmers can deploy this method without buying or
learning to operate highly specialized equipment; they can
likely use the smartphone that is already in their pocket.
Moreover, smartphone cameras are relatively cheap and
small, making them accessible for integration into small
ground-based robots.
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