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Lithium-ion batteries are the focus of significant recent research interest due to their use in energy storage
systems, electric vehicles, and other green technologies. Under various abuse conditions, these batteries
undergo thermal runaway, which can lead to rapid temperature rise, flammable gas release, and fires.
Current simulation approaches for thermal runaway at the full-cell scale involve utilizing kinetic models fit
to experimental data from individual battery components. Despite substantial experimental uncertainty in the
literature for these component experiments, prevalent models have not accounted for such uncertainty or noise.
Here, we introduce uncertainty quantification for lithium-ion battery cathode thermal decomposition modeling
via a novel Bayesian inference methodology. This approach leverages Chemical Reaction Neural Networks and
particle-based uncertainty quantification to infer uncertain kinetic parameters while eliminating traditionally
used simplifications, allowing for improvements to model accuracy and broader consideration of correlated
parameters. We validated this new framework by learning an uncertain decomposition model for NCM333
(nickel-cobalt-manganese) cathode materials using differential scanning calorimetry (DSC) measurements with
added synthetic noise. Then, we quantified the uncertainty in NCM811 cathode thermal runaway chemistry
using experimental DSC measurements from various sources in the literature. Our methodology’s ability to
account for correlated Arrhenius parameters led to much broader uncertain parameter ranges and thus more
generalizability at higher temperatures. We additionally found that the NCM811 model distribution learned
directly from experimental data in the literature has 4¢ onset temperature ranges up to 20 °C wide and specific
reaction enthalpy ranges accounting for upwards of 80% of the mean value, carrying significant implications
for downstream applications. Our work bridges the gap between noisy or uncertain experimental data and
practical cell-scale simulations, thereby facilitating more realistic and robust thermal runaway models that
support enhanced battery safety and performance optimization.

1. Introduction Large-scale oven tests [2], accelerating rate calorimetry (ARC) [3,4],

and fractional thermal runaway calorimetry (FTRC) [5] investigate the

Increasing demand for lithium-ion batteries in myriad applications
including energy storage systems and electric vehicles has led to sub-
stantial recent research interest in the area. In addition to electrochemi-
cal performance, thermal runaway is a key aspect of novel technologies
that must be considered in real-world applications. Abuse conditions
such as overcharging, overheating, and penetration can lead to a cas-
cade of exothermic reactions across battery components, internal short
circuits, catastrophic temperature rise, and frequently combustible gas
venting, fires, and explosions [1]. Developing accurate models to pre-
dict such catastrophic behavior is essential to mitigate safety concerns
and will become more critical as batteries become more energy-dense
and prolific.

* Corresponding author.
E-mail address: silideng@mit.edu (S. Deng).

https://doi.org/10.1016/j.proci.2024.105243
Received 4 December 2023; Accepted 1 June 2024
Available online 24 June 2024

thermal runaway behavior of entire battery cells and can provide global
modeling constraints and trends. To build models that describe this be-
havior, smaller-scale experiments like differential scanning calorimetry
(DSC) [6-9] are needed to extract kinetic parameters and frameworks
from component-level data. These kinetic models are used as the back-
bone for the more detailed, cell-scale simulations, from lumped thermal
runaway in an ARC chamber [4,6] to multi-dimensional models [10]
and even 3-D coupled multiphase combustion studies [11].
Traditionally, Kinetic models are extracted from DSC data via the
Kissinger method [6,8,9,12,13], though this approach is limited in its
assumption of reaction decoupling in multi-peak DSC data, which can
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Fig. 1. Chemical reaction neural network, adapted from [15]. (a) A single neuron
that exactly replicates Eq. (2) for R2. (b) Three stacked neurons to comprise the full
reaction mechanism. The R, node contains the boxed green features in (a), with similar
structures in R, and R;. (¢) Qualitative illustrations of individual and joint parameter
distributions that are learned in this work.

lead to inaccurate kinetics [14,15]. To address this issue, the Chemi-
cal Reaction Neural Network (CRNN) approach [16,17] was recently
generalized to learn thermal-kinetic models from battery component
DSC data with multiple heat release peaks [15]. The CRNN structure
eliminates the major assumptions made in the Kissinger approach,
which enhances its accuracy to the data and to known decomposition
processes. It also exactly satisfies the Arrhenius and mass action laws,
allowing for its trained parameters to be directly used in larger-scale
simulations.

However, a robust model must consider the inevitable uncertainties
and variations in experimental data. Recent ARC experiments have
shown strong cell-to-cell thermal runaway variation [4], largely in-
duced by manufacturing inconsistency. Similar FTRC experiments also
report substantial variability across functionally identical cells [5,18].
At the component scale, DSC experiments are typically conducted on
disassembled cell components, introducing further uncertainties during
disassembly and material processing [19] which lead to variability
within and across data sources [6,15,19].

This uncertainty must be accounted for in kinetic models for re-
liable cell-scale thermal runaway simulations [19]. Recent work [4]
performed uncertainty quantification on cell-scale ARC experiments,
but focused on a simplified one-step global reaction model due to
the sparse information contained in cell-level data. Other recent in-
vestigations studied the sensitivity of similar cell-scale simulations
to uncertain thermophysical parameters, states of charge, and design
configurations [20,21]. The crucial step of uncertainty quantification
for component-scale kinetic models has been identified as essential for
comprehensive and robust models that capture the intricate details of
thermal runaway chemistry [19], but to our knowledge has not yet
been studied.

The recently developed Bayesian CRNN (B-CRNN) methodology
[22] integrates kinetic parameter uncertainty quantification into the
CRNN framework and has been extended to studies with missing
species, reversible reactions, enzymatic reactions, and biological sys-
tems [22,23], enabling the inference of uncertain component models
that account for uncertain experimental data. In the original B-CRNN
work, variational inference assuming independent parameters was used
as an accelerated alternative to traditional Hamiltonian Monte Carlo
(HCM). It becomes necessary, however, especially with temperature-
dependent data and with all Arrhenius parameters calibrated (instead
of only pre-exponential factors), to refine this assumption to adequately
reflect the coupling between these parameters as governed by the
Arrhenius rate law.

The major goal of this work is to develop uncertain models for
component-scale kinetic reactions in lithium-ion batteries. To our
knowledge, uncertainty quantification of thermal runaway kinetic mod-
els is a key issue that has not been addressed in the literature, and as the
backbone of larger-scale, cell-level simulations such capability would
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have broad and meaningful applications. To do so, we propose a novel
methodology that integrates Stein variational gradient descent [24]
with the CRNN architecture in order to infer uncertain kinetic parame-
ters for these models without the need for previously used simplifying
assumptions. This novel inclusion of uncertainty will enable cell and
pack-level simulations to provide mean values in addition to measures
of the scientific community’s confidence in the results, based on our
knowledge of the component-level kinetics.

2. Methodology

To accurately quantify the uncertainty in battery thermal runaway
chemistry from DSC data, we integrate Stein variational gradient de-
scent (SVGD) into the CRNN architecture to account for the correlated
parameter space. First, a single deterministic model is trained with the
uncertain experimental data via CRNN (Section 2.1). This converged
result then serves as the initialization for a distribution of models that
capture the noisy data via SVGD (Section 2.2). Finally, Section 2.3
introduces the battery cathode DSC experiments to which we apply this
novel methodology to demonstrate its capabilities.

2.1. Kinetic modeling via chemical reaction neural networks

In this study, we investigate the decomposition behavior of nickel-
cobalt-manganese (NCM) cathode materials using a three-step sequen-
tial reaction model. Pristine layered NCM cathodes thermally decom-
pose, in order, to the first spinel phase (LiMn,O,-type), the second
spinel phase (Mn;0,-type), and finally the rock salt [25]. These are
accounted for with the normalized masses ¢;, with i = 1 : 4 respectively
indicating these four phases. For i = 1 : 3, the sequential decomposition
reactions R1, R2, and R3 can be written as

¢, —> viciy +4H,, (€8]

where AH; is the specific reaction enthalpy for reaction i, and v; is
the product stoichiometric coefficient. The reaction rates r; can be
expressed using the logarithmic form of the Arrhenius and mass action
Laws,

r; = exp(n;ln[c;] + InA; + b;InT — E, ;/RT), (2)

where n; is the apparent reaction order, A; is the exponential pre-
factor, b; is the non-linear temperature dependence factor, and E,; is
the activation energy. Finally, the total specific heat release rate Q,,, is
the sum of each reaction’s contribution Q,,

Qo = ZQ:‘ = ZAHiri' 3

As in [15], the model with three sequential reactions here is chosen
(over simpler single peak or independent reaction models) based on its
agreement with experimental DSC data and with fundamental phase
change studies in the literature [25]. Here, we take Eq. (2) and insert it
into the CRNN structure of Fig. 1. As per the standard CRNN method-
ology [15-17], we integrate the species gradient outputs to compute
the network’s predicted concentration and heat release profiles. The
loss function is then defined as the mean absolute error between the
experimental heat release data and the CRNN prediction,

Loss = 2 |Qta,,j — ngjNN ) 4)
J

and the parameters are updated similarly to a neural ODE [26] via
the gradient of this loss function, using the ADAM optimizer with a
learning rate of 10~3. Once this deterministic model converges, it is
used to initialize the SVGD-based uncertain algorithm.
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2.2. Uncertainty quantification via Stein variational gradient descent

To incorporate uncertainty, we couple this CRNN approach with
SVGD [24] by defining a set of particles, each a distinct kinetic model,
and then updating their parameters via a specialized form of gradient
descent to form a model distribution that captures the uncertainty in a
given dataset. This methodology removes the mean field approximation
of the Bayes by Backprop (BBB) approach used in the B-CRNN algo-
rithm of [22], while avoiding the high-cost pitfall of HMC sampling
identified in [22]. To approximate the parameter distribution p(x) that
governs the uncertain data, we initialize m particles x; (i = 1,...,m)
around the deterministic CRNN model. Each particle x is a vector of the
17 parameters A;, b;, E,;, n;, v;, and AH; that define the model of
Egs. (1)-(3), and the their converged distribution is trained to best
capture p(x). The gradient direction ¢(x) is defined as

m
B0 = Y [K(x;, )V Tog pxy) + Vi kx5, ), ®)

J=1 < AN _

smoothed gradient repulsive
which includes two terms. Qualitatively, the first term pushes the mod-
els x toward higher probability areas of p(x) via a distance-smoothed
gradient (similar to standard gradient descent), while the second term
provides a repulsive force driving a given model x away from its
close neighbors. In sum, these two terms aim to minimize the data
reconstruction error of the m models while forcing them to differ
from each other (according to noise and data functions defined be-
low) substantially enough to effectively match p(x) with the resulting
distribution of model parameters.
In more mathematical detail, k(xj, x) is the radial basis function

kernel defined identically as in [24],

1
k(3 %) = exp(= 1% = x|I*), (6)
where the bandwidth # is defined as
h = med(x)/log(n), @)

with med(x) as the median pairwise distance between the set of current
points x;. The likelihood function is evaluated as

logp(x) = —% Z Z
[

where QCRNN (x) is the CRNN’s heat release profile given the parame-
ters x, Q;” is the kth dataset, j is the current index within a dataset,
7 is a normalization factor defined for each reaction as the average
standard deviation across all uncertain datasets at a given heating
rate, and finally w; is a user-defined weight (default w; = 1) to
facilitate extracting noise-masked peaks, as in [15]. Further discussion,
theory, and analysis of this inference approach are available in [24].
Here, we emphasize that its particle-based nature inherently captures
the correlation between kinetic parameters, which we find later in
Section 3.1 to be of large importance for these decomposition models.
The relatively expensive gradients of Eq. (8) can additionally be solved
in parallel to maintain computational feasibility.

The DifferentialEquations [27] and ForwardDiff [28] packages in
Julia are used for learning. The SVGD’s converged parameter distri-
butions are agnostic to the initialization [24], so we initialize the m
particles simply as the deterministic model with 1% noise added. The
particles are updated via gradient descent according to Eq. (5) with
multithreaded V, log p(x) calculations and a learning rate initialized as
2x 10~* and decaying 5% every 500 epochs.

CRNN (¢ _ %P ||?
0] (x) Qk.j

— : ®
w. -7
J 2

2.3. Validation and target data

To validate the novel B-CRNN approach proposed here, we use the
NCM333 decomposition data collected at five heating rates in [6]: 2, 5,
10, 15, and 20 °C/min. A deterministic model was previously trained
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Fig. 2. Experimental DSC data for NCM333 decomposition from [6] at 20 °C/min
(red curve), with 100 realizations of 10% synthetic noise added (black points). The
full dataset used in Section 3.1 includes four additional heating rates shown in Fig. S1
(2, 5, 10, and 15 °C/min). (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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Fig. 3. Six experimental datasets for NCM811 decomposition used in Section 3.2,
compiled from [6,29-32].

for this data using a CRNN in [15] with generally strong performance
but substantial inconsistencies across heating rates visible in certain
regions of the data and model. Here we add 10% synthetic noise
captured via 100 realizations (shown in Figs. 2 and S1) in addition to
any experimental uncertainty already present in the data across heating
rates, then demonstrate the capability of our novel B-CRNN approach
in capturing both sources of uncertainty.

We then transition to uncertainty quantification assimilating ex-
perimental data collected by separate research groups. We choose the
collection of NCM811 data obtained from [6,29-32] due to their similar
charging, cleaning, and disassembly methodology, shown here in Fig. 3.
In this demonstration, we move from mixed experimental and synthetic
uncertainty toward pure experimental uncertainty to showcase the full
capability of this B-CRNN approach and provide new insights to the
community.

3. Results and discussion
3.1. Framework validation: NCM333 with synthetic noise

A single distribution of m = 1000 model parameters is learned
that captures the noisy data at all heating rates shown in Figs. 2
and S1. Fig. 4 shows the results of this inference at the lowest and
highest heating rates (all other heating rates are available in Figs. S2
and S3). Any discrepancies seen at a single heating rate are generally
the result of systematic error across the heating rates. In [6,15], for
example, where deterministic models were fit to the same (noise-free)
data, the rightmost R3 peaks matched the 20 °C/min data at the
cost of overpredicting the 2 °C/min data by up to a factor of two,
effectively discarding this low heating rate information. Here, the B-
CRNN instead predicts mean values that lie between the two datasets
with a larger uncertainty range that captures this underlying systematic
error in addition to the added synthetic noise, incorporating all of the
information contained in the DSC data and allowing it to be passed
forward to any cell-scale simulations built on these kinetic models.
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A discrepancy is visible in the <200 °C range, where the SVGD 4-
sigma result collapses to zero despite what appears to be a nonzero
trend in the data. In practice, the SVGD has only three reactions
available (as per the phase change results of [25]), and the MSE loss
function steers the R1 peak toward the more significant heat release
behavior in the 200 °C-275 °C rather than then flat noise in the lower
temperature range. This nonzero behavior below 200 °C is not a true
experimental trend and is instead an artifact of the synthetic noise-
adding process (see the underlying data in Fig. 2). A fourth reaction
RO could be added to capture this remaining flat noise, though due to
the artificial source of such noise and the phase change sequences and
temperature ranges reported in the literature [6,15,25], we expect such
a modification would be superficial and incorrect. Section 3.2 learns
uncertain kinetic models from data without such artificial noise. In
addition to uncertain model predictions, we provide Fig. 5a demon-
strating the near-perfect correlation between the frequency factor and
activation energies for the learned models. We recall Eq. (2) defining
the exponential scaling of the reaction rate with /nA; — E,;/RT. Given
the narrow temperature windows for each reaction’s heat release in
the studied DSC data, it is unsurprising that the frequency factor and
activation energy distribution of Fig. 5a form nearly a straight line with
slope proportional to RT evaluated at a characteristic temperature for
R1. We plot this exponential relationship in Fig. 5a at the characteristic
R1 temperature 7, = 275 °C to emphasize this point, where the
relatively small deviations orthogonal to this line result in the model
prediction variation seen in Fig. 4.

To emphasize the significance of this correlation, we additionally
inferred the kinetic parameters via the BBB-based algorithm proposed
in [22,33], which does not account for such parameter correlation. The
model predictions differ slightly as seen in Fig. 5b due to the different
assumptions made in the BBB and SVGD algorithms, though both
reconstruct the data reasonably. Fig. 5a shows a significant departure
in overall parameter ranges, however, with the BBB models clustering
without correlation around a single mean value. This result is unsurpris-
ing given the mean-field approximation of the BBB methodology, which
was originally developed for black-box neural networks that do not
need to account for physical law-enforced correlations such as that of
Eq. (2). Here, however, it is evident that such an approximation leads to
dramatically underreported uncertainty on the Arrhenius parameters.

While this appears to have only a moderate impact on the model
predictions of Fig. 5b, we recall that DSC-based kinetic parameter infer-
ence is typically carried out with the intent to inform larger, cell-scale
thermal runaway models with practical applications [4,6,10,11] where
temperatures can approach and exceed 1000K. For such extrapolation,
it is important to quantify the more complete range of correlated kinetic
parameters reported by the SVGD-based algorithm used here, as the
temperature-dependent behavior manifests substantially differently at
elevated temperatures (based on Eq. (2)) and may not adhere to the
truncated range of parameters reported by the BBB approach.

The kinetic parameters of the final 1000 SVGD models are available
in the Supplementary Material.

3.2. Uncertainty quantification of NCM811 thermal decomposition kinetics

After validating and demonstrating the merits of the framework in
capturing kinetic uncertainty with correlated parameters, we apply it
to NCM811 DSC data. The DSC studies used [6,29-32] report similar
experimental procedures, but have significant heat release variation
across datasets. A direct numerical integral of the data in Fig. 3 from the
initial temperature up to 275 °C, for example, reveals total heat release
amounts in a wide range from 154 J/g to 293 J/g. We additionally
observe in the data from [30] a substantial amount of background heat
release in the higher temperature regions, which may be an accurate
measurement or an experimental drift that requires baseline shifting
to correct. Additionally notable from inspection of Fig. 3 is a large
variation at around 200 °C in heat release onset temperatures, which
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Fig. 4. Framework validation predictions for NCM333 data with 10% synthetic noise.
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Fig. 6. NCM811 uncertainty quantification results at (a) 5 °C/min and (b, ¢)
10 °C/min. (a) and (b) show 4¢ uncertainty ranges, while (c) shows R1, R2, and
R3 realizations (R1+R2+R3 realizations are omitted for clarity, as the peaks do not
overlap substantially like in Fig. 4). Experimental data shown as gray circles in all
plots. Notable discrepancy in R3 reconstruction likely stems from sparse data in general
and specifically in the >350 °C range, otherwise, R1 and R2 appear to follow the data
and its variations well. Uncertain heat release onset temperature ranges are shown in
zoomed views in (a) and (b) (also tabulated in Table 1). These large ranges imply
significant uncertainty in cathode exothermic behavior onset in the practical, cell-scale
simulations that the current kinetic models are developed for.

along with uncertainty in the total amount of heat released is a key
metric for thermal runaway potential. In summary, the NCM811 data
compiled from the literature shows substantial and inconsistent uncer-
tainty across its three heat release peaks, and the use of deterministic
parameters to describe this data could lead to large errors in practical,
cell-scale simulations.

Since some experiments shown in Fig. 3 observe the R2 peak, when
we apply the proposed B-CRNN framework to this dataset, the weight
in Eq. (8) is changed to w; = 6 in the shaded regions to ensure the
reconstruction of its small and noise-masked peak. We use m = 500
particles to learn a single distribution of kinetic parameters across all
six of these datasets. The uncertain prediction ranges predicted by
the learned model distribution are shown in Fig. 6. The overall 4¢
prediction ranges follow what is seen in the data fairly well. The range
of peak heat release rates for R1 is very wide, as expected from the
substantial uncertainty in the experimental data.

Reaction R3 is not as essential to cell-scale thermal runaway due
to its smaller overall heat release and its late initiation. By 400 °C,
it is likely that an internal short circuit and catastrophic heat release
have already occurred. As a possible result of this, only three of the
cited studies collected data up to and through the heat release of R3.
Due to the reduced amount of data as well as the previously discussed
background noise, the SVGD prediction for this peak has what appears
to be a larger-than-needed uncertainty range. A prior distribution from
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Table 1

Key metrics of uncertain NCM811 kinetic models.
Measure Mean Std. 40 range
T,., 5 °C/min 199.2 2.4 19.2
T,,, 10 °C/min 204.8 2.0 16
AH, (J/g) 165 17.3 138.4
AH," (J/8) 35.4 4.1 32.8
AH;* (J/8) 177.1 19.0 152
Ink,, 225 °C —4.55 0.07 0.58
Ink,, 275 °C -4.31 0.24 1.92
Inks, 410 °C -5.16 0.13 1.04

@ Per gram of reactant ¢, (see Eq. (1)).

a previously learned uncertain model could shrink this uncertain range
and steer the current model toward prior knowledge, though such a
prior is not available in the literature. If a clearer understanding of the
R3 chemistry is desired, repeated experiments or additional datasets
from other sources can be added to the inference process.

Statistics of the inferred uncertain models for NCM811 thermal
decomposition chemistry are reported in Table 1. Taking the tangent
line of a DSC prediction defined at the point of the largest slope,
we define the onset temperature traditionally as its intersection with
the temperature axis. The reaction rate constants are defined as k; =
A;Tbexp(—Ea;/RT), with characteristic temperatures chosen for each
reaction based on their peak heat release rate location in Fig. 6. Follow-
ing the observation of the experimental data, the 4¢ uncertain ranges
on the reaction enthalpies are substantial and nearly span the entire
mean value. The standard deviation itself in all three of these measures
is already greater than 10% of the mean value. The onset temperature
ranges, which depend strongly on the Arrhenius parameters of k;, ad-
ditionally contain large uncertainty (see Fig. 6 insets for a visualization
of this quantity and its 4c range). This uncertainty will propagate
forward to cell-level simulations, where it indicates significant variation
in the heat release window leading directly to internal short circuit [6].
The transition from deterministic to uncertain kinetic parameters lets
modelers capture much more of the interesting variation seen at the
DSC component scale and creates more meaningful and realistic models
that can better inform cell-scale thermal runaway simulations.

The kinetic parameters of the final 500 SVGD models are available
in the Supplementary Material.

3.3. Discussion of practical applications for uncertain models

DSC-based investigations usually focus solely on new data, not
leveraging existing literature. Instead, we propose a framework that
combines data from the literature to learn uncertain parameters for
thermal runaway UQ, aligning with the chemical kinetics field’s it-
erative model improvement process using diverse datasets. Bayesian
inference, being a continual learning framework, allows future efforts
to build on previous posterior distributions, incorporating new results
into the existing literature.

Quantifying uncertainty in component-level thermal runaway kinet-
ics informs cell-scale thermal runaway simulations. In computationally
inexpensive 0-D ARC simulations, the uncertain models learned by
this B-CRNN tool can be directly propagated forward for thermal
runaway predictions. Scaling up to 2-D or 3-D conduction models or
complex multiphase models with heat generation, conduction, pres-
sure buildup/release, and gas-phase combustion makes direct propa-
gation of hundreds of kinetic models impractical. Efficient uncertainty
quantification techniques from the chemical kinetics literature, such
as response surfaces [34,35], neural network-based surrogates [36—
38], and dimension reduction tools [39-41], may aid in sampling
SVGD-inferred models for computationally intensive multidimensional
thermal runaway simulations.
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4. Conclusions

This study focused on quantifying the kinetic uncertainty of battery
cathode thermal runaway kinetics and investigating the correlation
among the uncertain model parameters. We accomplished this by de-
veloping a methodology for inferring uncertain kinetic parameters from
DSC data using CRNNs trained via SVGD. This technique leverages
CRNN'’s ability to learn multi-step kinetics from DSC profiles while pro-
viding uncertain parameters with correlated distributions that capture
more general and temperature-dependent effects that prior CRNN-
based UQ methods have missed. We validated this methodology using a
case with added noise and demonstrated its robustness and practicality
in real-world scenarios by applying it to experimental data taken from
diverse sources in the literature. We successfully quantified substantial
experimental uncertainty in this data and reported various statistical
characteristics of the resultant models.

When scaling up to practical, large-scale thermal runaway simula-
tions, the kinetically interpretable framework of the CRNN allows for
these uncertain kinetic models to be directly applied in cell-scale simu-
lations. Given the ongoing challenges in the literature surrounding reli-
able model development for catastrophic thermal runaway prediction,
the sensitivity of various thermal runaway metrics to component-level
kinetics, and the dearth of uncertainty quantification methodologies
or considerations for such reactions, this introduction of component-
scale kinetic uncertainty will provide useful insights and constraints for
downstream modeling applications.

Novelty and significance statement

This research introduces uncertainty quantification (UQ) for lithium-
ion battery thermal runaway kinetic modelling by proposing a novel
and generalized Bayesian inference methodology. It is motivated by
substantial discrepancies observed in the literature between experi-
mental data collected by different research groups, and to the authors’
knowledge has not previously been considered in the literature from
a modelling perspective. Tackling this problem is significant due to
the increasing reliance of electric vehicles and energy storage systems
on batteries with higher energy densities and advanced materials that
are more prone to catastrophic thermal runaway events, which these
uncertain models can help to provide practical engineering constraints
for.
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