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Abstract—Multiple-Input Multiple-Output (MIMO)
technology has emerged as a critical component in modern
wireless communication systems. As antenna systems
continue to evolve, the development and refinement of
the corresponding information-theoretic bounds and
achievability results remain essential in unlocking the full
potential of future MIMO technologies in information
transmission. To harness the benefits of such information-
theoretic analysis, accurate modeling and analysis of
the antenna’s behavior are essential. Equivalent circuit
models provide a valuable tool for understanding the
performance limits of MIMO antennas. By providing a
simplified representation of complex antenna structures,
these models enable researchers to gain insights into the
antenna’s behavior, predict performance metrics, and
optimize the system for optimal operation. This magazine
paper reviews the advancements in the physical consistent
modeling techniques of MIMO communications and
sheds light on the potential avenues for further research
and development in the field of information theory for
advanced antenna structures and the role of circuit-based
modeling.

I. INTRODUCTION

New antenna and circuit technologies are critical to
realizing larger array apertures, higher frequencies, and
wider bandwidths that are possible for 6G. Advanced
antenna structures such as intelligent metasurfaces and
large aperture antenna arrays are no longer well captured
in a theory that uses abstract antenna arrays, simpli-
fied fading channels, and generic power constraints.
We believe that it is time for the broader information
theory community to rethink many information theoretic
concepts starting from electromagnetic concepts at the
physical layer level, such as channel, noise, power, and
degrees of freedom, all the way up to the network level.

The link between the actual physical quantities and
laws that govern the behavior of the communication
system with the random variables and joint probability
distributions used in information theory is not straight-
forward. For instance, the channel in information theory
is often considered as the part of the system we are
“unwilling or unable to change” [1]. Antennas, which

usually are part of the channel, now have the capability
to dynamically adapt to the channel under the control
of the transceiver through modern technologies such
as metasurfaces. Other important constraints and trade-
offs such as antenna size and bandwidth limitations
are not traditionally incorporated in the information-
theoretic performance analysis. For instance, maximizing
the achievable rate while accounting for the physical
limitations of antennas (e.g., size and mutual coupling)
is a problem that lies at the interface of communication
and electromagnetic theories. Bridging this gap between
these two theories is therefore becoming increasingly
important.

Circuit theory is one approach to building a
physically-grounded information theory. While directly
linking Maxwell’s theory of propagation and Shannon’s
theory of information is attractive and has been elegantly
attempted in prior work [2], there are various reasons
for rather connecting them halfway via circuit theory,
summarized as follows and illustrated in Fig. 1.

1) Kirchhoff’s laws are a consequence of electromag-
netics laws and therefore enjoy their main key prop-
erties such as conservation of power, causality, and
reciprocity.

2) Equivalent-circuit models are widely used in the de-
sign and analysis of antennas/metasurfaces and even
photonic systems and provide key insights.

3) Circuits are mathematical-graphical abstractions of
nature, which makes them very attractive from an
information-theoretic perspective. This connection to
graphical models has been used in the past to perform
inference tasks and channel decoding with analog
circuits [3], [4].

4) Incorporating other components in the RF chain (i.e.,
amplifier) becomes straightforward which is impor-
tant for better model fidelity, particularly at higher
frequencies where RF circuitry starts to have severe
limitations.

5) Circuit theory involves linear algebra and transfer
functions, which are familiar and accessible to most
electrical and computer engineers. This helps engage
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Fig. 1: Information theory meets antenna theory via
circuit theory.

more researchers and students to work on this inter-
face.

Moreover, in an era when data-driven and black-box
approaches are trending, we do believe it is a perfect
time to highlight the importance of circuit-based models
in studying communication systems. This is because
their white-box nature incorporates additional parame-
ters to define and optimize physical characteristics and
constraints of communication components (e.g., antenna
spacing, antenna orientation, noise figure).

This paper provides an overview of the fundamen-
tals of circuit-based information theory. It will start by
explaining how to use circuits to build a physically
consistent model for wireless communication. The im-
plications of such a model will be explored in a single
antenna communication setting, through examples that
show where traditional Shannon theory and a circuit-
based theory diverge in their predictions. The paper
then shifts to MIMO communication, where a circuit-
based information theory may have many advantages in
capturing practical aspects related to antennas, arrays,
and radio frequency circuits, as well as challenges such
as broadband matching.

There is a developing literature on physics-based and
circuit-based information theory, which is built upon
earlier efforts in the past seventy years. We will high-
light key early results like the bounds by Chu on the
theoretical minimum Q-factor as a function of the an-
tenna size [5], and by Fano on fundamental matching
bandwidth limits for loads of arbitrary impedance [6].
The fact that these fundamental limits on antennas and
circuit matching together with Shannon’s limit have been
published all in the year 1948 is intriguing. These limits

are all related to the design of communication systems
and circuits, even though they refer to different aspects
of the system. Besides chronological similarity, there
are other interesting analytical parallels. For instance,
Shannon’s limit on the trade-off between spectral effi-
ciency and energy efficiency is generally known to be
mathematically tractable for Gaussian channels whereas
Chu’s limit on the tradeoff between antenna size and
bandwidth is mainly manageable for a spherical size con-
straint. Shannon is considered the father of digital circuit
design theory and information theory, while Fano has
significant contributions to both, analog circuit theory
and information theory.

Arguments for the necessity to bridge the gap between
information theory and physics can be traced back to
1953 [7]. In addition to these historical aspects, we
will describe in this paper more recent efforts to bridge
information theory and electromagnetics in the context of
wireless networks [8] and point-to-point communications
[2], as well as holographic MIMO [9]. This line of work
focused on quantifying the number of degrees of freedom
of radiative communication systems based on wavefield
decompositions. Alternatively, and given the advantages
of the circuit approach, we review some of our own
work on MIMO circuit theory [10] which builds upon
the multi-port circuit theory for communication [11], on
wideband matching in MIMO systems [12], nearfield-
wideband regimes [13]–[15], and achievable rates with
antenna size constraints [16]. We also discuss emerging
areas of research. Near-field is one example with larger
antenna apertures and for certain applications (such as
wireless brain-computer interfaces), the communication
link is occurring increasingly in the nearfield and even
within the reactive zone where the transmitter and re-
ceiver pair are interacting bilaterally, the relationship
between magnetic and electric fields becomes complex,
and the number of degrees of freedom is not limited
by the diffraction limit. Metasurface radiating antennas,
where the aperture is dynamically controllable with new
constraints, are another related example [17].

II. HISTORICAL ASPECTS

Research on fundamental limits imposed by laws of
nature and mathematics after World War II experienced
significant growth and advancements. Scientists and en-
gineers from various disciplines focused on exploring
the fundamental boundaries and constraints of different
fields of study. This period witnessed groundbreaking
discoveries and theoretical developments in physics,
mathematics, engineering, and other scientific branches.
The exploration of foundational limits paved the way for
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TABLE I: The analogies between the Shannon limit, the Chu limit, and the Fano limit.

a scientific revolution that led to enormous technological
advancements in various industries.

In the context of information transmission, the Chu
limit [5], the Bode/Fano limit [19], [20] and the Shan-
non limit [18] are three fundamental limits that play
important roles in different aspects of communication
systems. A brief summary of the different limits is given
in Table I where several parallels can be observed despite
their distinct origins and contexts. The Shannon limit
gives the maximum achievable data rate that can be
transmitted without errors. The Chu limit, also known as
the Chu-Harrington limit, is a theoretical characterization
of the design and performance of electrically small
antennas. The Bode-Fano limit describes how impedance
matching affects circuit bandwidth. In the remainder of
this section, we give a detailed description of the latter
two limits.

The Chu limit was first formulated by Chu and Har-
rington in the 1940s to analyze the tradeoff between the
antenna size and bandwidth. This limit provides an upper
bound on the radiation quality factor (Q) that can be
achieved by an electrically small antenna for a given
operating frequency and antenna size. Q is a measure
of the antenna’s ability to efficiently radiate or absorb
electromagnetic energy over a frequency band. Elec-
trically small antennas, which are significantly smaller
than the wavelength of the operating frequency, often
face challenges in achieving high radiation efficiency
due to their size limitations. The Chu limit specifies
the maximal efficiency that can be achieved by small
antennas.

The Chu limit sets a fundamental constraint on the
achievable Q value based on the physical size of the

antenna as
Q ≥ 1

ka
+

1

(ka)3
, (1)

where k is the wave number and a is the radius of
the smallest sphere entirely enclosing the antenna. For
large Q-factors, the bandwidth in relation to the carrier
frequency is inversely proportional to the Q-factor. In
remarkable coincidence to the Shannon limit, this pio-
neering work triggered vast research efforts to design
small antennas approaching this fundamental limit [21].
A large body of research studies within the antenna
community has proposed over the years multiple antenna
designs approaching the Chu limit. Fig. 2 depicts more
than 100 antenna designs for either single or dual radia-
tion modes published in the open literature. More recent
advances on the topic of antenna limits under general
size constraint other than spherical shape can be found
in [22]. Achieving the Chu limit is basically equivalent to
the problem of creating the radiation field of an idealized
infinitesimal Hertzian dipole, particularly the near-field,
with a practical antenna that is confined within a sphere
of fixed size. This goal turns out to be very challenging
particularly for smaller size antennas because of the low
amount of stored energy in the near-field outside the
sphere enclosing the antenna.

The Q factor quantifies the ratio of the energy stored in
the system to the energy dissipated per cycle. A higher
Q factor indicates a more selective resonant response,
with a narrower bandwidth. While for resonant circuits
a higher Q-factor is desired, wideband antennas should
preferably have a low Q-factor.

An accurate characterization of the bandwidth limi-
tation due to the reactive/resonant behavior (and thus
the Q factor) of a load such as an antenna has been
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Fig. 2: The maximum bandwidth efficiency product for 110 antenna designs published in the IEEE Transactions
on Antennas and Propagation by the end of the year 2010. Figure taken from [21] with permission.

found by Bode [20] for first order circuits and later
generalized by Fano [19] for general order circuits
again in 19481. The Bode-Fano limit sets a fundamental
constraint on the achievable bandwidth from impedance
matching between, for instance, a generator and a certain
load impedance. Matching is the process of ensuring
that the output impedance of a source matches the input
impedance of a load. Matching can be as simple as
tuning a resistor but often involves the help of a matching
network as shown in Fig. 3. This is done to maximize
power transfer as

Pout = |Vin|2
Re{ZL}

|ZL +R0|2
=

|Vin|2
4R0

(
1−

∣∣∣∣ZL −R0

ZL +R0

∣∣∣∣2
)

=
|Vin|2
4R0

(
1− |Γ(ω)|2

)
,

(2)
where Γ(ω) = ZL−R0

ZL+R0
is the reflection coefficient. Alter-

natively one can aim at maximizing the signal-to-noise
ratio at the load. The Bode/Fano limit is a consequence
of Foster’s theorem that states that all lossless, passive
circuits must always exhibit a positive slope reactance
with respect to frequency. This sets a limit on the
achievable transformed reflection coefficient Γ(ω). For
the first order circuit as in Fig. 3, the Bode/Fano limit
is [20] ∫ ∞

0

1

ω2
ln

1

|Γ(ω)|dω ≤ πRC =
π

Qω0
, (3)

where ω0 is some center frequency. Since the inverse
relationship between Q-factor and bandwidth holds only
for high Q-factors, these antenna theoretical results are,

1While being principally known for their work in information
theory, both Shannon and Fano did major contributions to analog
and digital circuit theory, which is very remarkable.
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Fig. 3: Matching a generator to a capacitive load

however, mainly applicable to narrowband systems. In
addition, the antenna efficiency is calculated assuming
that thermal noise is dominant. Therefore, a capacity-
based performance metric, as presented in the next
section, seems to be much more appropriate for such
cases compared to those used in the antenna theory
literature.

III. INCORPORATING CIRCUITS INTO INFORMATION

THEORY: THE SISO CASE

In this section, we describe how a SISO communica-
tion system is represented as a circuit-theoretic model.
We highlight how circuit-based models provide a sys-
tematic approach to incorporate the physically consistent
definition of power, the antenna size constraint, and
the realizability conditions of matching networks. We
then present the achievable rate optimization that uni-
fies Shannon’s theory with the different physical limits
discussed in Section II.

A. Circuit theory for SISO communications

A SISO communications system can be represented
by a two-port network as shown in Fig. 4. The transmit
signal is generated by the voltage source VG(f) with
internal resistance R in series. The signal then passes
through the transmit matching network with impedance
matrix ZMNT . The noise voltage source ṼT(f) and ṼR(f)
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Fig. 4: SISO communication model including the signal generator, the transmit and receive extrinsic noises, the
communication channel with antenna mutual coupling, the matching networks, and the LNA model with its two
intrinsic noise sources. The output voltage VL is connected to the load impedance of a receiving device. The
frequency argument was dropped to lighten the notation in the figure.

are connected to the ports of the transmit and receive
antenna impedances, ZT and ZR, respectively. They
model the extrinsic noise of the transmit/receive antennas
at temperature T originating from background radiation
having a zero mean and a variance given by

E
[∣∣∣ṼT

∣∣∣2] = 4 kb T ℜ{ZT}, (4a)

E
[∣∣∣ṼR

∣∣∣2] = 4 kb T ℜ{ZR}. (4b)

The antenna port at the receiver is connected through the
matching network ZMNR to the circuit model of the low-
noise amplifier (LNA). The amplifier is modeled with
input resistance ZL, a voltage noise source ṼLNA, and
a current noise source ĨLNA. These two noise sources
characterize the intrinsic noise of the amplifier and are
modeled by the following statistical properties [11]:

E
[∣∣∣ĨLNA

∣∣∣2] = β, (5a)

E
[∣∣∣ṼLNA

∣∣∣2] = β R2
N, (5b)

E
[
ṼLNA Ĩ∗LNA

]
= β ρRN, (5c)

where β is the spectral density of the noise current, ρ is
the complex noise correlation coefficient between ṼLNA

and ĨLNA, and RN is the so-called noise resistance.
In Fig. 4, the two-port network ZSISO represents the
antenna-aware wireless channel as it abstracts the rela-
tionship between the port variables (IT, VT) and (IR, VR)
of the transmit and receive antennas as follows:[

VT(f)
VR(f)

]
=

[
ZT(f) ZTR(f)
ZRT(f) ZR(f)

]
︸ ︷︷ ︸

ZSISO(f)

[
IT(f)
IR(f)

]
. (6)

In (6), the diagonal elements, ZT and ZR, represent the
self-impedances of transmit and receive antennas. The

off-diagonal entries, ZRT and ZTR, represent the mu-
tual transmit-receive and receive-transmit impedances,
respectively, between transmit and receive antennas. The
mutual impedance elements are a practical measure of
the mutual coupling effects [23].

The circuit model in Fig. 4 is appropriate to charac-
terize the performance of both near-field and far-field
communication. For near-field communication, one can
determine the mutual impedance ZRT(f), from which
it follows ZTR(f) = ZRT(f) since antennas are recip-
rocal devices. Optimal near-field impedance matching,
however, does not have closed-form solutions and only
numerical approximations are achievable [13]. For far-
field communication, the unilateral approximation is
used by setting the receive-transmit mutual impedance
ZTR(f) to zero and resorting to the Friis’ equation to
compute the transmit-receive impedance ZRT(f). The
far-field circuit model also ignores the extrinsic/intrinsic
noises at the transmitter as they are attenuated by the
large-scale path-loss.

Furthermore, the two-port networks ZSISO and ZMNR

can be combined into a single two-port network Z′
SISO

as a cascaded connection of two two-port networks. Ap-
plying these simplifications to the circuit model in Fig.
4 yields the circuit model for far-field communication
depicted in Fig. 5. There, similarly to (6), the relationship
between the transmit/receive voltages and currents is
given by Ohm’s law:

[
V ′

T(f)
V ′

R(f)

]
=

[
Z ′

T(f) Z ′
TR(f)

Z ′
RT(f) Z ′

R(f)

]
︸ ︷︷ ︸

Z′
SISO(f)

[
I ′T(f)
I ′R(f)

]
. (7)

In the rest of this section, we drop the frequency argu-
ment to lighten the notation.
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B. The physically consistent definition of power

When the communication system model is not phys-
ically consistent, the notion of power only refers to the
total transmit power. It does not recognize the difference
between the total power at the transmitter and the ra-
diated power by the antennas. For this reason, studying
the energy efficiency of communication systems must
incorporate the physical quantities via EM and circuit
theory. It is therefore important to distinguish between
the following two notions of power:
• the available power P avail

T representing the power
budget at the transmitter and is given by:

P avail
T =

∫
PT(f) df =

1

4R

∫
E
[
|VG(f)|2

]
df, (8)

In (8), PT(f) represents the generator power spectral
density (PSD). The available power P avail

T is an upper
bound on the power radiated P rad

T in the radiated near-
field and far-field regions of the antenna. The available
power has multiple hardware constraints such as bat-
tery limitations and operational regimes for amplifiers.

• the radiated power corresponding to the fraction of
the total power P rad

T used to propagate the radio signal
from the antenna aperture to the propagation medium.
Therefore, the radiated power depends on the EM
properties of the antenna and is given by:

P rad
T = E

[
I∗G ℜ{Z ′

T} IG
]

= E
[
V ∗

G (Z
′∗
T +R)−1ℜ{Z ′

T}VG (Z ′
T +R)−1

]
.

(9)
Here, the radiated power also depends on matching
condition between the generator internal resistance and
the antenna impedance. Moreover, the radiated power
is generally regulated by law regulations through ra-
diation exposure limitations.

From a design perspective, these different definitions
of powers are relevant and can be incorporated as two

separate constraints in a potential transmission rate opti-
mization. This highlights again the benefits of a circuit-
based modeling.

C. Physically realizable impedance matching

The impedance matching problem can be stated with
reference to the receive side of Fig. 4 as follows. Find the
conditions of physical realizability of the impedance Z ′

R
or equivalently the reflection coefficient Γ(f) between
the noise resistance RN of the LNA and the matched
receive antenna Z ′

R which is given by:

Γ(f) =
Z ′

R −RN

Z ′
R +RN

. (10)

The square magnitude of the reflection coefficient
|Γ(f)|2 characterizes the fraction of the received power
PR(f) rejected by the LNA. Fano has characterized
in [19] the conditions of physical realizability of the
reflection coefficient Γ(f) which takes the form of the
following two integral constraints:

1

2π2

∫ ∞

0
f−2 ln

(
1

|Γ(f)|2

)
df =

(
2a

c
− 2γ−1

)
,

(11a)

1

8π4

∫ ∞

0
f−4 ln

(
1

|Γ(f)|2

)
df =

(
4a3

3c3
+

2

3
γ−3

)
,

(11b)

where a is the radius of the Chu’s sphere of the antenna,
and γ is the positive real-valued zero of the reflection
coefficient.

In the rest of this section, we will characterize the
achievable rate of the SISO communication circuit model
for far-field communication. For simplicity, we assume
that the transmit antenna port is matched to the resistance
of the voltage generator, i.e., ZT = R, and focus on the
optimization at receiver side.

D. Achievable rate criterion: Shannon meets Chu Bode
and Fano

Although antennas are fundamental devices for wire-
less transmissions, they are commonly designed based on
non-communication metrics (e.g., scattering parameters
and impedance matching) while the figure of merit
for communication systems is the achievable rate and
spectral efficiency criteria. By employing circuit theory,
it is possible to maximize the SISO achievable rate while
jointly accounting for the following constraints:

a) the antenna size constraint by incorporating the an-
tenna circuit model from Chu’s theory. This is contrary
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to classical Shannon’s theory where the antenna size
is assumed to be infinite.

b) the physical realizability conditions of matching net-
works between the antenna and the LNA from Bode-
Fano’s matching theory.

c) the impact of the antenna on environmental noise,
intrinsic noise, as well as interference.

The achievable rate of the SISO communication circuit
model in Fig. 5 is established through the input-output
relationship between the transmit voltage VG(f) and
the load voltage VL(f). Using basic circuit analysis, it
follows that:

VL(f) = C(f)VG(f) +W (f). (12)

In (12), VG(f) is the frequency-domain representation
of the signal to be transmitted over the channel. C(f)
represents the transfer function of the overall channel and
W (f) is the Fourier transform of the noise w(t) given
by:

C(f) =
ZL Z

′
RT

2R
(
ZL + Z ′

R

) , (13a)

W (f) =
ZL

ZL + Z ′
R

(
Z ′

R ĨLNA − ṼLNA + Ṽ ′
R

)
. (13b)

Using the noise properties in (4) and (5), we write the
noise PSD of W (f) as

N(f) =

∣∣∣∣ ZL

ZL + Z ′
R

∣∣∣∣2(β ∣∣∣Z ′
R +RN

∣∣∣2 + 4 kb T ℜ
{
Z ′

R
})

,

(14)
where we set ρ to −1 to capture the worst-case noise
correlation scenario between the two intrinsic noise
sources ILNA and VLNA of the LNA.
It is important to highlight the key features of the
aforementioned circuit-based modeling approach:

a) A controllable channel: The transfer function of the
channel in (13a) depends on both self- and mutual
impedances. As a result, the channel can be designed
as a function of the transmit/receive antenna proper-
ties. This illustrate the partial controllability of the
channel.

b) A richer description of the noise: Unlike the con-
ventional additive Gaussian noise, the noise in (13b)
involves the impedances at receive side. This means
that the frequency-domain noise representation de-
pends on the circuitry. The noise accounts for mul-
tiple sources as opposed to the previous prior art
which only considers the coarse superposition of noise
sources modeled as a single additive Gaussian random
variable. When active devices are present, it is also
possible to incorporate the model of their noise beyond
the fully passive AWGN noise.

c) Inclusion of RF chain components: The end-to-end
circuit-based modeling of the communication system
in Fig. 4 incorporates the circuit model of the amplifier.
It can also be extended to incorporate filters and more
detailed circuits of matching networks and amplifiers.

Using the channel and the noise PSD in (13a) and (14),
we write the signal-to-noise ratio (SNR) for a given
transmit PSD PT(f) defined in (8) as follows:

SNR(f) =
4RPT(f) |C(f)|2

N(f)

=
PT(f) |Z ′

RT|2

R

(
β
∣∣∣Z ′

R +RN

∣∣∣2 + 4 kb T ℜ
{
Z ′

R

}) .
(15)

Here, the mutual impedance Z ′
RT represents the spatially

correlated communication channel and is given by:

Z ′
RT(f) = 2ℜ

{
Z ′

R
} 1

2 H(f)ℜ
{
Z ′

T
} 1

2 , (16)

where H(f) is the communication channel2. In (16),
the channel Z ′

RT(f) is spatially correlated as opposed to
H(f) due the transmit/receive impedance factors stem-
ming from the the mutual coupling within the arrays.
After recalling the fact that the transmitter is matched
(i.e., Z ′

T = R), we inject (16) back into (15) to get:

SNR(f) =
4PT(f) |H(f)|2 ℜ

{
Z ′

R

}
β
∣∣∣Z ′

R +RN

∣∣∣2 + 4 kb T ℜ
{
Z ′

R

} . (17)

After dividing both the nominator and denominator of
(17) by |Z ′

R +RN|2, we use the equality

ℜ{Z ′
R}

|Z ′
R +RN|2

=
1

4RN

(
1− |Γ(f)|2

)
, (18)

to obtain

SNR(f) =
PT(f) |H(f)|2

(
1− |Γ(f)|2

)
β RN + kb T (1− |Γ(f)|2) . (19)

Using the input-output relationship of the SISO circuit
model given in (13), the achievable rate under the
aforementioned physical constraints is the highest mutual
information I(vG(t); vL(t)) per unit time between the
two random processes vG(t) and vL(t) representing the
input and output signals of the communication system
in Fig. 5. In other words, [16]:

C = max
PVG ,Γ(f)

I(vG(t); vL(t)) [bits/s]. (20)

The maximization of the mutual information is per-
formed w.r.t. the probability measure PVG on the space

2The factor 2 in (16) stems from the conversion between the
impedance and scattering parameters.
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of possible generator voltages vG(t), as well as the
reflection coefficient Γ(f). Using the expression of the
SNR established in (19), we rewrite (20) as

C = max
PVG

,Γ(f)

∫ ∞

0
log2

(
1 +

PT(f) |H(f)|2
(
1− |Γ(f)|2

)
β RN + kb T (1− |Γ(f)|2)

)
df,

(21)

subject to
∫∞
0 f−2 ln

(
1

|Γ(f)|2

)
df = 2π2

(
2a
c − 2γ−1

)
,∫∞

0 f−4 ln
(

1
|Γ(f)|2

)
df = 8π4

(
4a3

3c3 + 2
3γ

−3
)
,

0 ≤ |Γ(f)|2 ≤ 1, ∀f,
(22)

The achievable rate optimization in (21)–(22) combines
three fundamental limits at once: i) Shannon’s limit
presented by the celebrated Shannon capacity formula
for band-limited additive white Gaussian noise (AWGN)
channels, ii) the Chu’s limit when the self- and mutual
impedances involved in the two-port network Z′

SISO are
those of Chu’s antennas confined in a sphere of a finite
radius a, and iii) the physical realizability conditions
of the matching network from Bode-Fano’s theory. This
optimization demonstrates how circuit-based models for
communications are an effective abstraction to analyze
the realistic physical limits on the achievable rate which
are not captured by Shannon’s theory.

In practice, the antenna design is not performed by
jointly accounting for all the aforementioned fundamen-
tal limits as done in (21)–(22). Indeed, the antenna com-
munity focuses on optimizing the scattering parameters
of antennas and improving the performance of matching
networks. For this reason, existing antenna designs pro-
vide sub-optimal radiation behaviors for communication
scenarios. For example, antennas are designed to mitigate
the extrinsic noise from the environment only and hence
are not optimized to account for the contribution of
the interference noise between users. Using circuit-based
models, it is possible to incorporate in Fig. 5 an addi-
tional current in parallel to one of the receive antenna to
model the effect of the homogeneous interference sce-
nario with a total received interference power I . Toward
this goal, we consider a downlink multi-cell system. The
interferer’s locations xi ∈ R2 and small scale powers
pi ∈ R+ follow a 2-dimensional Marked Point Process
Φ = {xi, pi}. Moreover, we consider a Poisson Point
Process (PPP) with density ρ such that the marks are
exponentially distributed according to the small scale
power distribution of the Rayleigh faded channel. The
mean and variance of the total received interference
power I with Rayleigh fading interference channels have
well-known closed-form expressions [24]. The charac-
terization of the distribution of the interference power
I , pI(I) can then be approximately achieved using the

second-order moment matching with the Gamma distri-
bution qI(I) [25]. As a result, given the optimal reflection
coefficient Γ (f), the achievable rate in (21) under the
distribution of the interference power I becomes:

C = EqI(I)

∫ ∞

0
log2

1 +
PT(f) |H(f)|2

(
1−

∣∣Γ (f)
∣∣2)

β RN + (kb T + I) (1− |Γ (f)|2)

 df

 .

(23)

By doing so, one can investigate how the fundamental
physical limitations affect the achievable rate in the
presence of interference [16]. Fig. 6 depicts the impact of
the antenna size and the optimal matching network on the
achieved percentage of Shannon’s capacity (i.e., when
the antenna size is infinite) as a function of the users’
density There, we used a fixed boxcar transmit PSD
and we considered two antenna sizes with or without
a receive matching network.
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Fig. 6: Achievable rate ratio vs. users’ density with a
path-loss of α = 2.5 and fixed transmit power of P =
6 [W].

It is seen that as the interference increases with the
user density, the achievable rate does not depend on the
antenna size. This is because both the interference signal
and the intended signal are undergoing the same antenna
frequency response regardless of the antenna size. In
this interference-limited regime (i.e., the achievable rate
plateau), the improvements brought by incorporating the
antenna size and the matching network constraints are
dominated by the interference signal. In the noise-limited
regime, when the noise contribution becomes more sig-
nificant at lower user density, matching networks and
larger antenna sizes provide a higher achievable rate.
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With this observation at hand, the distinction between
intrinsic noise from devices and extrinsic noise from the
environment is key to investigating the impact of the
physical limitations on the achievable rate. This could
not be possible without the flexibility of circuit-based
models for communication to incorporate both antenna
and communication considerations into a single opti-
mization framework. This also suggests that information-
theoretic design criteria can be more appropriate than
conventional antenna design practices.

IV. INCORPORATING CIRCUITS INTO INFORMATION

THEORY: THE MIMO CHALLENGE

Incorporating physical laws into information-
theoretical analyses becomes even more critical when
dealing with multiple antennas. To emphasize the
significance of circuit theory, let’s consider a scenario
involving a multiple-input-single-output (MISO)
communication system composed of a uniformly
weighted transmit antenna array with N elements and
one single receive antenna. The nth antenna transmits
a single scalar signal xn(t) representing a signal sn(t)
with a different phase ϕn and amplitude an, i.e.,
xn(t) = sn(t) · an exp(jϕn). Let PT and PR denote the
transmit and receiver power, respectively. The concept
of the transmit array gain AT defined as

AT =

max
a1,ϕ1,...,an,ϕn

PR/PT

max
a1,ϕ1,...,an,ϕn

PR/PT|N=1
(24)

quantifies how much more receive power can be obtained
at most for the same transmit power by using all N
antennas instead of using only a single antenna at the
transmitter. The result is that the transmit array gain
equals to the number of transmit antennas. This is a
well-known fact in the array signal processing literature
for uniformly weighted arrays (i.e., all antenna elements
contribute equally) [26].
By adopting circuit-based models using the impedance
description presented in Section III, it has been shown in
[11] that the transmit array gain depends on the number
of antennas and the array impedance, as well as the
direction of beamforming when considered. This means
that the transmit array gain is a function of the distance
between the antenna elements the relative orientation
between them. As a result, one can incorporate the
transmit array parameters and the physical definition of
radiated power which are not captured in information
theory to optimize the achievable rate, thereby bridging
the gap between information and antenna theories. In the
following, we will summarize previous efforts aimed at

addressing this gap. Then, we discuss recent develop-
ments and open challenges.

A. Prior attempts to bring together the different results

1) Field-based approaches: Another category of work
that has aimed to bridge the gap between physical models
and mathematically-abstracted communication models
involves a field-based analysis of wireless systems [9],
[27], [28]. The main premise of these studies is to
analyze key properties of contiguous surfaces, such as
the degrees of freedom and propagation models, by lever-
aging a number of decompositions and approximations
of electromagnetic waves. The achievable link gain and
spatial degrees-of-freedom of large intelligent surfaces
are analyzed in [27] by studying the eigenmodes of
current sheets. A near-field model for communication
between a large planar array and a single antenna in
[28] accounts for near-field propagation and polarization
mismatches, and this model is used to analyze the signal-
to-noise ratio as the array size grows asymptotically. A
Fourier plane-wave expansion is used in [9] to develop
stochastic electromagnetic models for communication
with large holographic arrays. A common feature of
these studies is the focus on asymptotically large num-
bers of antennas, which can mean an infinitely large
aperture or a continuous surface comprising densely-
packed elements.

While the field-based approaches excel at characteriz-
ing over-the-air propagation, the circuit models encom-
pass a larger portion of the system by accounting for
the RF components, matching, and even coupling. The
field-based models largely assume an existing current
distribution on the antennas to carry out the mathematical
analysis. In practice, however, the antenna currents and
even the feed currents depend on the underlying circuitry.
A combination of these two approaches could potentially
leverage circuit-based models for finding the antenna
currents and then the field-based models for character-
izing the channel. In the remainder of this paper, we
focus solely on the circuit-based models, and leave the
combination of these two approaches for future work.

2) Circuit-based models for narrow-band systems:
Circuit-based modeling of MIMO communication sys-
tems is another important approach for enabling accurate
performance evaluation which was introduced and pop-
ularized by [11], [29]. An unexpected outcome of this
study is that the laws of nature can actually yield superior
performance than the one predicted by conventional
oversimplified models. The transition from the general
electromagnetic theory to circuit theory is based on the
concept of lumped ports and terminals.
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An antenna system interacts with its circuit environ-
ment through the exchange of electromagnetic energy
at specific points known as ports. These ports serve as
interfaces between the antenna and the circuitry, allowing
for the transfer of signals in both directions. The antenna
ports are typically connected to transmission lines or
other circuit elements such as amplifiers, enabling the
flow of electrical energy to and from the antenna. It is
generally assumed that each port can only support one
single mode and therefore it can be fully described by
two scalar quantities such as incident and reflected wave
each expressed as phasor a and b or equivalent voltage v
and current i. In contrast to signal and information the-
ory, a circuit port or connection is characterized by two
physical quantities which are required to define physical
power. The assignment between the physical quantities
and the information-theoretic signal establishes the link
between the underlying physical phenomena and the
corresponding mathematical representations in the realm
of information theory [30], [31].

Through the ports, electrical signals can be injected
into the antenna for transmission or extracted from it for
reception. This bidirectional signal transfer allows for
communication and information exchange between the
antenna and the circuitry. The ports provide the necessary
interface for the electrical energy to flow to and from
the antenna, ensuring efficient signal transmission and
reception. The concept of lumped ports enables the
modeling of an antenna as an equivalent circuit element
at its interface. It simplifies the representation of the
antenna’s behavior in a circuit or system.

It is important to note that while a lumped port pro-
vides a simplified representation for circuit analysis and
modeling, it does fully capture the radiation behavior and
characteristics of the antenna. In addition to the circuit
behavior, radiation patterns are required which describes
the emission of electromagnetic waves from each excited
antenna port into the surrounding space. It represents
the primary purpose of the antenna, which is to transmit
or receive signals wirelessly. Interestingly, there is an
intricate relationship between the circuit behavior of an
antenna system and its embedded patterns which will be
explained in the following and is based on the following
three principles: i) linearity (a.k.a., the superposition
principle), ii) conservation of power particularly when
the antenna is lossless, and iii) reciprocity between the
transmission and reception modes of antennas.

As shown in Fig 7, the electromagnetic properties
of an antenna array or a scatterer are described by
its radiating/receiving patterns, the space-side scattering
pattern, as well as the electrical multi-port behavior
of its terminals [32], [33]. For simplicity, we treat the

electromagnetic (EM) field, which is generally a vector
complex quantity, as a complex-valued scalar quantity
(e.g., considering a single polarization). At each mth
accessible port, the forward and backward traveling wave
phasors along the antenna feed line are denoted by aα,m
and bα,m, respectively. At a distant sphere, the angular
transmission characteristic of a certain polarization when
the antenna port m is connected to a wave-source ampli-
tude aα,m (in [

√
W]) at port m is defined as (also known

as complex pattern)

sm(θ, φ) = lim
r→∞

−j r ejkr
E(m)(θ, φ, r)

aα,m

√
1/η0, (25)

where η0 is the characteristic impedance of free space
and E(m)(θ, φ, r) is the corresponding generated elec-
trical far-field. For simplicity, we will assume that all
antennas have the same polarization. These embedded
element complex patterns, sm(θ, φ), are stacked together
to form the receiving/transmitting characteristic vector
sαβ(θ, φ). Assuming single polarization hemispherical
radiation, the general antenna array can now be char-
acterized by the linear scattering description for the
terminal side

bα = Sααaα +

∫ π

2

0

∫ π

−π
sαβ(θ, φ) aβ(θ, φ) sinθ dφ dθ,

(26)
where aα ≜ [aα,1, . . . , aα,M ]T and Sαα is the scattering
matrix . For the space-side, the angular spectra of the out-
going propagating wave phasors bβ(θ, φ) are expressed
as linear functions of the incoming wave aβ(θ, φ) as well
as the port incident phasor

bβ(θ, φ) = sαβ(θ, φ)
Taα+∫ π

2

0

∫ π

−π
sββ(θ, φ, θ

′, φ′) aβ(θ
′, φ′) sinθ′ dφ′ dθ′,

(27)
where sββ(θ, φ, θ

′, φ′) is the wave back-scattering char-
acteristic. Ideally, sββ(θ, φ, θ′, φ′) is effectively negligi-
ble or is just considered as part of the fixed environment.

π 2
−θφ

a

a

bα,1aα,1 bα,m
aα,m

a
β (θ, φ) b β

(θ
, φ
)

Fig. 7: Antenna scattering with m accessible ports.
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Assuming lossless antennas with the property

SααS
H
αα +

∫ π

2

0

∫ π

−π
sαβ(θ, φ)sαβ(θ, φ)

Hsinθdφdθ︸ ︷︷ ︸
≜
B

= I,

(28)
then a relationship between the embedded pattern cou-
pling matrix B (also called radiation matrix) and the
S-matrix Sαα is given by

B = I− SααS
H
αα = UΛUH. (29)

Due to reciprocity, i.e., Sαα = ST
αα, we can obtain when

all eigenvalues of B are distinct

Sαα = UDiag(ejα1 , . . . , ejαM )
√
I−ΛUT, (30)

with arbitrary phases α1 · · ·αM (which are equal if
the antennas are assumed to have identical embedded
patterns). The fact that the mutual coupling effects of
any antenna structure, being a near-field phenomenon,
can be derived solely from the complex far-field pattern
is remarkable but it is just a direct consequence of
the uniqueness theorem of electromagnetism where the
boundary conditions are given at infinity. However, it
is important to note that the required patterns are the
embedded patterns (irrespective of the multi-port termi-
nation) and not the isolated patterns. Alternatively, one
can use port current and voltage phasors to describe the
antenna instead of wave phasors using the relation

aα =
v +R0i

2
√
R0

,

bα =
v −R0i

2
√
R0

.

(31)

Substituting this into (26), we get the alternative
impedance-based representation

v = Zi+

∫ π

2

0

∫ π

−π
sOC
αβ (θ, φ) aβ(θ, φ) sinθ dφ dθ, (32)

where the impedance matrix is then related to the S-
matrix via the relation

Z = R0(I− Sαα)
−1(I+ Sαα), (33)

and the open circuit embedded radiation pattern is related
to the terminated radiation pattern as follows

sOC
αβ (θ, φ) =

1√
R0

(Z +R0I) sαβ(θ, φ). (34)

Finding the impedance matrix Z directly from sOC
αβ is

also possible [34]. In both cases, however, the embedded
patterns are required. Only in the case of canonical
minimum scattering antennas [34] is the isolated pattern
equivalent to the open-circuit embedded pattern.

The directivity of an antenna is given by the maximum

Dmax = max
aα

|sαβ(θ, φ)Taα|2
aH
αBaα

. (35)

This maximization can lead to the case that both the
numerator and denominator go to zero but with a sub-
stantial value for the ratio, known as the super gain
or super directivity. The super gain is in the ideal
case unbounded for a given size as it can be increased
with denser sub-wavelength sampling. For larger antenna
arrays, however, this ratio is limited by the efficiency and
ohmic losses of the antenna, and the gain is given by the
normal gain, i.e., the physical area of the antenna [35]:

Dnormal = (ka)2 + ka ≈ πa2 · 4π
λ2

. (36)

In other words, for large electrical sizes, the effective
area of the antenna is given by the physical area which
is consistent with the results assumed in the field-based
approaches, where Dnormal is related to the number of
degrees of freedom.

This result (36) applies, however, only for the large
electrical aperture case (a is a multiple of λ). For
smaller electrical apertures (in the order of λ), more
degrees of freedom with sub-wavelength spacing could
be achieved at the cost of a higher Q-factor. These small-
scale compact MIMO systems have been considered in
some prior work [36]–[38] and are very relevant for low-
frequency systems. Understanding the trade-off between
bandwidth, efficiency and the number of independent
degrees of freedom is still an open problem and requires
the combination of circuit and information theoretical
approaches [38].

B. More recent work

1) Radiated power constraints: Circuit models ac-
curately yield the radiated power from antenna arrays
and can be used to model electromagnetic exposure
constraints. All RF devices emit electromagnetic waves
in the non-ionizing spectrum that is absorbed by users.
EM absorption induces tissue heating in users, and the
level of exposure is highly monitored and regulated by
bodies such as the Federal Communications Commission
(FCC) [39]and the International Commission on Non-
Ionizing Radiation Protection (ICNIRP) [40]. The expo-
sure constraints as a constraint on the radiated power, and
the presence of this limit can severely impact spectral ef-
ficiency [41], [42]. The exposure constraint differs from
the conventional transmit power constraint because of
the relationship between the radiated power P rad

T and the
total transmit power P total

T . The radiated power depends
on the properties of the antenna array and precoding,
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Fig. 8: Example of how the radiated power constraints
modeled with the circuit-theoretic approach affect beam
patterns. While power back-off reduces the gain of
the beam over the entire angular range, the optimal
exposure-constrained beam uses a combination of higher
sidelobes and a lower main lobe to maximize beamform-
ing gain.

while the total power represents the transmitter power
budget. The circuit model demonstrates that constraints
on these two quantities are not equivalent and should be
considered separately.

The key to designing exposure-aware transmission
methods is to incorporate both radiated and total power
constraints into system design simultaneously. The easi-
est method to achieve compliance with regulatory expo-
sure limits is to reduce the total power until the expo-
sure level lies below the limit. This approach, however,
neglects the fact that beamforming and precoding can
be leveraged to vary the radiated power while keeping
the total power constant. A number of studies have
shown that including total and radiated power constraints
complicates signal processing but results in significant
gains over the power backoff method [41], [43], [44]. In
Fig. 8, we provide an illustrative example of the effect
of radiated power constraints on a system. We show
how power backoff reduces the gain pattern of the en-
tire beam. In contrast, the optimal exposure-constrained
beam leverages higher sidelobes to increase overall
beamforming gain while lying below the exposure limit.
Circuit models provide a clear path to modeling both
types of power and can be leveraged for advanced signal
processing in exposure-constrained systems.

2) Aperture and bandwidth interactions: Spatial
wideband effects are exacerbated by large arrays, leading

to tradeoffs between the bandwidth of the system and
the aperture of the array. The spatial wideband effect
occurs when the worst-case array delay spread is larger
than the symbol rate [45]. When this occurs, delays
in the time domain induce different phase shifts in the
frequency domain, leading to frequency-selective propa-
gation. Beam squint, for example, is a negative effect
in phased-array systems that causes the beamforming
direction to shift as the signal frequency moves away
from the center. For this reason, wideband signals can
appear as though they originate from a range of angles
rather than a single direction. Increasing either the array
aperture or the signal bandwidth increases wideband
effects. The results in [46] show that the product of these
two quantities, referred to as the aperture-bandwidth
product (ABP) is upper bounded by a term that depends
on the beamforming gain at a fixed angle. The results in
[46] show that as the bandwidth doubles, the maximum
array aperture needed to maintain the same beamforming
gain halves. Overall, the ABP reveals that the array
size cannot be increased beyond a critical point without
readjusting the signal design to account for both near-
field and wideband effects.

3) Analog beamforming constraints: Analog beam-
forming architectures are diverse and each restricts com-
munication in a different manner. Phased arrays can be
employed with active or passive phase shifters, each
of which introduces different insertion losses and gains
into the system. Traditional phased-shifter-based analog
precoding architectures employed above 6-GHz yield
frequency-flat beamforming, which can cause beam se-
vere squinting at frequencies far from the center fre-
quency, leading to a trade-off between beamforming
gain and bandwidth [47]. Instead, frequency-selective
analog beamforming can be enabled by applying a time
delay, rather than a phase shift, to the signal. The
performance of TTD beamforming is highly dependent
on the hardware implementation of TTD elements [48]–
[50] in terms of metrics like maximum achievable de-
lay, delay-bandwidth product, power consumption, chip
area, etc. For example, implementing delay in analog
RF consumes more area and power unlike area- and
energy-efficient switched-capacitor-based circuits [48]
that apply delay in analog baseband. For all phase-shifter
and TDD architectures, the underlying signal-processing
constraints are notably different.

The circuit model can provide a unified framework
for modeling different kinds of beamforming implemen-
tations. Each architecture would place different con-
straints on the impedance matrices in Section III. As
demonstrated in the model, different matching networks,
losses, noise sources, and arrays are all encompassed
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ĩLNA,2

− +
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Fig. 9: The MIMO circuit model and the bandwidth gain: (a) Linear multiport model of a radio MIMO
communication system showing signal generation, antenna mutual coupling, and noise from both extrinsic (i.e.,
picked up by the antennas) and intrinsic (i.e., generated by low-noise amplifiers and local circuitry) origins, (b) the
MISO SNR with optimum beamforming as a function of the frequency f with aR = 100 δ. Transmit antennas
are either Chu’s CMS antennas aligned in a colinear configuration (solid lines) with the same fixed spacing
δT = δR = δ = 0.5[cm] or standard λ/2 dipole elements, and Pmax = 2 [W].

by the model. The common framework would provide
a more streamlined approach for signal design and for
choosing a beamforming architecture. As an example, an
analysis of beamforming using the circuit model could
reveal which architecture would be most beneficial for a
particular scenario.

4) Broadband MIMO: The performance analysis of
MIMO communication links in terms of rate and re-
liability has historically evolved around the character-
ization of the conventional multiplexing, antenna, and
diversity gains. These three gains, however, disregard
the physical constraints on MIMO transceivers. When
the EM properties of antenna arrays are incorporated
into the circuit-based modeling of MIMO communica-
tion systems using multi-port circuit theory (similarly
to the SISO case in Section III), a missing gain of
MIMO systems, called the bandwidth gain, can be
characterized [10]. Fig. 9a depicts a circuit model for
MIMO communications with N transmit voltage gener-
ators vG(f) =

[
vG,1(f), vG,2(f), . . . , vG,N (f)

]⊤ and M

receive loads vL(f) =
[
vL,1(f), vL,2(f), . . . , vL,M (f)

]⊤.
The joint impedance matrix ZMIMO models the overall
system impedance depending on whether the mutual
coupling effects within the transmit and receive arrays
are considered or ignored. Here, we rely on the circuit
representation based on impedance matrices without loss
of generality because impedance, admittance, and scat-
tering matrices are all equivalent representations to any
given circuit model [51]. The choice of the circuit rep-
resentation depends on the type of antenna termination,

namely open circuit, short circuit, or load terminations
for the impedance, the admittance, or the scattering
parameters, respectively.

After finding the input-output relation of the MIMO
circuit model, one maximizes the achievable rate for
multiple antenna arrays. As one example, Fig. 9b depicts
SNR plots for both Chu’s antennas and linear λ/2 dipole
arrays as a practical example of the standard MIMO case.
We simulated dipole array impedances in Matlab using
the Antenna toolbox package. It is found that the oper-
ational bandwidth of colinear Chu’s antennas becomes
wider as the number of antenna elements increases (or
equivalently as the MC becomes higher) leading to an
almost constant current over the array aperture. It is
also seen that λ/2 arrays (as in conventional MIMO)
do not exhibit any bandwidth gain (i.e., widening) as
they resonate around the center frequency (as done by
each dipole separately). This is due to their conventional
parallel orientation of antenna elements which does not
enable strong mutual coupling effects between neighbor-
ing elements. It is worth noting that this result challenges
the negative perception of mutual coupling, which is
typically considered harmful for MIMO communication
in the open literature [52]. By carefully modeling mu-
tual coupling using the physically consistent features of
circuit-based models, a higher SNR/achievable rate can
be achieved.

The benefits of mutual coupling effects stem from the
increase of the effective length of the connected antenna
array, thereby allowing resonance at larger wavelengths,
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i.e., lower frequencies. This is indeed why the bandwidth
gain only is observed on the left in Fig. 9b. While
this benefit has been demonstrated for linearly polarized
and lossless antennas, studying the bandwidth gain for
lossy and/or multi-polarization antennas is crucial from
an antenna design perspective for future work.

C. Advanced antennas for next generation wireless sys-
tems

1) Circuit models for controllable channels and IRS:
The development of highly-reconfigurable large aper-
tures will have a significant influence on various areas,
including communication, imaging, remote sensing, and
space applications. Circuit models for apertures provide
a valuable tool for analyzing and understanding the
behavior of these complex systems. By representing
the aperture as an electrical multiport circuit as shown
in Fig. 10, it becomes possible to study its electrical
characteristics, performance, and interactions with other
components such as termination loads and generators
in a systematic manner. A circuit model describes the
aperture as a network of interconnected components,
such as amplifiers, filters, and switches. It provides a
higher level of abstraction and allows for the analysis of
signal flow, power distribution, and control mechanisms
within the aperture system.
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Fig. 10: Equivalent circuit-theoretic model for IRS-
assisted MIMO communication channels.

Most research studies assess the performance of IRS-
aided communication systems by assuming a linear re-
lationship between the received signal and the scattering
parameters of the IRS. When mutual coupling is taken
into account, the scattering parameters of the IRS cannot
be represented as a diagonal matrix, and a full matrix de-
scription is required to capture the interactions between
the element ports. As a result, the relationship between
the received signal and the scattering parameters of the
IRS becomes highly non-linear, requiring a sophisticated

tuning of the IRS elements even with known CSI. In this
context, circuit theory provides more accurate scattering
models for imperfect phase shifts, while information
theory can account for the non-linearity of the problem
by characterizing new approximations and bounds.

Another line of work [53] suggests using IRS to di-
rectly embed data by manipulating the tunable reactance
on a symbol-by-symbol basis. This framework is known
as space-time IRS and allows the IRS to perform infor-
mation embedding through backscatter communication.
Analyzing and optimizing the information transfer of
such a system requires a careful circuit modeling of
the interactions within the IRS elements and the tunable
component, which generally leads to a highly nonlinear
nonstandard channel.

The dynamic nature of highly reconfigurable antennas,
with their ability to adjust radiation properties in real-
time, introduces new challenges and opportunities in
information transmission. The traditional assumptions
of uncontrolled channels and interference environments
may no longer hold, requiring non-standard information
theory approaches to account for the dynamic and con-
trollable nature of the reconfigurable antenna systems.

2) Communication, sensing, and localization: The
integration of traditional communication and sensing
systems requires an understanding of the trade-off be-
tween the power and bandwidth of a full-duplex system.
For better illustration, consider a full-duplex base station
both localizing and communicating with an unmanned
aerial vehicle (UAV) equipped with an IRS. The knowl-
edge of the scattering behavior of the IRS by the base
station is key to localizing the UAV. Moreover, the
IRS can also be used to embed/modulate information
for back-scattering communication. The characteriza-
tion of the scattering properties of the IRS elements
can be performed using circuit-based models so as to
characterize the imperfection of the IRS elements and
the mutual coupling effects between the IRS elements.
For this reason, finding the optimal trade-off between
the achievable rate of communication and the accuracy
of sensing is a problem that lies at the interface of
communication, estimation, and antenna theories.

3) Near-field MIMO: Circuit models offer accurate
models to describe the antenna parameters whose control
is critical for reactive and radiative near-field communi-
cation scenarios. The near-field of antenna arrays can
extend far beyond physically close distances from the
array depending on the operating frequency and the array
aperture. The Fraunhofer distance, which predicts the
radiated near-field boundary of an antenna, gives dis-
tances at around 100m away from the array at mmWave
frequencies for typical array apertures [54]. By means of
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appropriate antenna terminations, more realistic models
of mutual coupling can be leveraged to study near-
field MIMO systems [10], [55]. Circuit models could be
leveraged to provide a better understanding of near-field
MIMO communication systems because the extrinsic
noise of transmit and receive antenna ports are coupled
[11]. In other words, the modeling of the mutual coupling
effects in the near-field region must capture the coupling
within and across antenna arrays. This calls for the
need to adopt the circuit-based modeling approach to
design circuit components for both communication and
radiation purposes.

RF chains consist of a number of digital and analog
components that process incoming and outgoing signals.
These include RF mixers, digital-to-analog converters
(DACs) and analog-to-digital converters (ADCS), match-
ing networks, and amplifiers. Matching networks, for
example, are critical in decoupling antenna ports and
ensuring power is properly radiated. DACs and ADCs
are another set of components that can significantly
affect communication depending on the quantization
resolution. The circuit model can also be applied to
model coupling between the arrays. In a way, current
assumptions about the system assume ideal processing
before transmission and after reception. Doing so, how-
ever, ignores the implications of hardware limitations on
the near-field communication performance.

4) The THz challenge: Next-generation wireless net-
works demand high data rates and require reliable con-
nectivity and large bandwidths in the order of tens of
GHz. Accordingly, the terahertz (THz) frequency band
(0.1-10 THz) is becoming an attractive band that can
provide over 20 GHz of bandwidth for realizing such
ultra-high data rates [56], [57]. At such frequencies,
however, the efficiency of circuit components is heav-
ily reduced while significant beamforming gain in the
direction of interest is required. Incorporating the RF
circuit components, particularly the power amplifier in
the capacity analysis is even more critical.

IRS can be also used at THz frequencies to mitigate
signal blockage vulnerability and reshape the wireless
environment at a low cost. In [58], a passive IRS that
operates at THz frequencies composed of three layers,
a conductive top layer, a middle layer composed of a
dielectric with tunable dielectric properties, and a bot-
tom dielectric layer is presented. The reflective surface
controls the phase of the reflected wave from each unit
cell. By using a voltage source to control the dielec-
tric properties of the tunable substrate, beamforming
becomes attainable. The development of circuit models
along with the information-theoretic analysis for this
type of dielectric IRS at THz frequencies is a crucial

area of research.

V. CONCLUSION

This magazine paper reviews the advancements in
the physically consistent modeling of MIMO antennas
and their impact on information theory. It explores
the integration of information theoretical concepts with
equivalent antenna circuit models, aiming to enhance the
overall performance of future wireless systems. Equiv-
alent circuit models can accurately model the physical
behavior of modern antenna structures based on prin-
ciples as fundamental as the conservation of energy,
while information theory provides the tools to analyze,
optimize, and exploit their full potential. Additionally,
it investigates the utilization of broadband equivalent
circuits in modern highly reconfigurable large aperture
designs, introducing new challenges and opportunities in
information transmission.
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