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Abstract: Given an Anderson model H = —A + V in arbitrary dimensions, and
assuming the model satisfies localization, we construct quasi-periodic in time (and

localized in space) solutions for the nonlinear random Schrodinger equation i % =

— Au+Vu+8|u|*u for small §. Our approach combines probabilistic estimates from the
Anderson model with the Craig—Wayne—Bourgain method for studying quasi-periodic
solutions of nonlinear PDEs.

1. Introduction and the Main Theorem

The method developed in this paper is valid in arbitrary dimensions, we have, however,
chosen to focus on the one-dimensional case in the first six sections. The reasons are two
fold: firstly in one dimension, Anderson localization for the random schrodinger operator
H holds more generally; secondly the main ideas can be illuminated more succinctly.
In Sect. 7, however, we will extend the discussion to the arbitrary-dimensional case.
We start with the discrete nonlinear random Schrodinger equation (NLRS) in one
dimension:
ou

[ —

ot

where A is the discrete Laplacian:

= —Au+Vu+8ul*u, peN, 1)

(Au)(x) =u(x+ 1) +ulx —1),

and V = {vy} is a family of independently identically distributed random variables on
[0, 1], with distribution density g. Assume that g is bounded, g € L. Denote by IP the
probability measure, the product measure on [0, 1]%.

Let

H=—-A+V, 2)
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be the random Schrédinger operator. It is well-known, as a consequence of Furstenberg’s
theorem on positive Lyapunov exponent for products of random SL(2, R) matrices [1],
that with probability 1, H has Anderson localization, namely, pure point spectrum with
exponentially decaying eigenfunctions [2,3]. (See also [4-8].) In higher dimensions and
for large disorder, i.e., replacing V by AV, A > 1, Anderson localization has been
established using multiscale analysis [9], see also [10], or fractional moment method
[11].

Assume that H has Anderson localization. Let {qu‘./} jez be the (real) eigen-basis of

H. Assume that K)./ satisfies
6] (€] = max ¢} (x)].

(If the maximum is not unique, one may choose among the maxima arbitrarily.) We call
E}/, the localization center. It suffices to say here that as a consequence of localization,
there is an eigenfunction labelling such that when j; < js, Ex < 6}12 (see Sect. 3 and
appendix A for details), and that we use this labelling.

So for a given V such that H has Anderson localization, let j € Z, and denote by
¢]‘./ and l,l,)-/ the eigenfunctions and corresponding eigenvalues of H. When § = 0, all
solutions to (1) are of the form

SV
D_cie "'g)

JEZ
with appropriate ¢;, which decay to 0, as j — =400. This paper is concerned with the

case c¢; # 0 for finite (but arbitrary) number of ;.
We prove the following nonlinear analogue:

Theorem 1.1. Consider the discrete NLRS in one dimension:
.ou

i

at

For any given € > 0, there exists a length I > 0. Fix L > I, and b lattice sites:
Br € Z, k = 1,2,---,b satisfying 10L < |Br| < L3 and |1Bx — Bl = 10L for
k #k' k,k =1,2,---,b. Then there exists a subset of potentials X, C [0, 11% with

P(X¢) = 1 —€ and 8y > 0 (depending on g, € and L) such that the following holds:
FixanyV € X and(Q < § < 8¢, and consider any b eigenfunctions qﬁo‘fk with localization

centers near By, satisfying égk eEB,=WeZ:l—Bl <LLk=1,2,---,b. Let

=—Au+Vu+8ul*’u, peN. (3)

a=(ay,ap,---,ap) €1, 21% and consider the solution to the linear equation:
b \%4
—ipnlt,v
up(t,x) = Y _age” k' gy (x).
k=1

There exists a subset of amplitudes As C [1, 2]b of measure at least 1 — e IOg‘S‘l/z, such
that for any a € As, the nonlinear Eq. (3) has a solution u(t, x) satisfying

b
w@t,x) = Y i, NEreY (x) =Y areT gy (x) + 08",

(n,j)eZbxZ k=1

where 0 = (1, w2, -+, p) = (I, oy + [gy,) + O8), and ii(n, j) decay expo-
nentially as |(n, j)| — oo.
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Remark 1.(1) We note that /. also depends on g and b. For large L and any By, k =
1,2,---, b, there are at least 2(1 — €) L normalized eigenfunctions ¢D‘t/k such that the

localization centers KXk lie in Bg.
(2) We could replace L3 with e, 0 <k < 1.

(3) We observe that we need to remove a set of measure e
|8]1/2, the typical measure removed by KAM-type approaches.

(4) The proof of Theorem 1.1 is general. In Sect. 7, we discuss the generalization to arbi-
trary dimensions by stating the required spectral conditions on H. These conditions
are satisfied in arbitrary dimensions at high disorder, when V is replaced by AV with
A1

(5) In Theorem 1.1, we need to exclude potentials with a small probability € and carefully
select eigenfunctions with specific localization centers. While these restrictions could
potentially be relaxed, they cannot be entirely removed due to the nature of our proof.

1/2 . .
~llogs|!/ , which is larger than

1.1. About Theorem 1.1. The linear solution u is localized in space, and quasi-periodic
in time, with frequencies the b eigenvalues of the linear random Schrodinger operator.
Theorem 1.1 shows that under small nonlinear perturbations, for a large set of amplitudes,
there is a solution to the nonlinear equation nearby. This nonlinear solution # remains
localized in space and quasi-periodic in time; moreover the frequencies are harmonics
of the modulated b Fourier modes of the linear random Schrddinger equation.

The NLRS in (1) can be viewed as an effective equation for a many body system.
Theorem 1.1 can then be seen as showing the existence of finite particle localized states.
For related physics literature, see e.g., [12,13], and for a review on many body Anderson
localization, see [14].

Theorem 1.1 is a KAM-type persistence result. Most of these results relate to pertur-
bations of systems where the solutions are explicitly known. The random Schrodinger
equation belongs, however, to an entirely different category: its eigenfunctions can only
be known qualitatively. Nonetheless, Theorem 1.1 shows persistence of time quasi-
periodic, localized solutions. Moreover there is an abundance of such solutions. This is
the main novelty.

The NLRS is a nonlinear parameter dependent (the random potentials) difference
equation on Z¢ . For KAM results on nonlinear PDE’s, such as the parameter dependent
nonlinear Schrédinger equation on the torus T¢, see e.g., [15]. Note, however, that by
Fourier series, for the latter, the solutions to the linear equation are known explicitly.

Remark 2. Previously the paper [16], see also the recent improvement [17], established
existence of quasi-periodic solutions, originating from linear combinations of Dirac §-
functions at large disorder. It perturbs about the diagonal operator AV, A > 1, in the
canonical Z¢ basis. The method is not applicable here. For periodic solutions originating
from eigenfunctions at large disorder, see [18,19].

For other nonlinear models, see e.g., [20-23].

Remark 3. The symbol # is merely a notation here and does not carry the connotation
of being the dual of u.

1.2. Ideas of the proof. One of the main ideas is to use properties of Anderson localiza-
tion to first identify a subset in V, a “good" set of large measure, and subsequently in
the nonlinear analysis, fix a V in this set, and work in the eigenfunction basis provided
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by the random Schrodinger operator. We give the requirements to be good in Sect. 1.3
below. Fixing a potential circumvents the lack of control of the eigenfunctions as the
potentials vary. Note moreover that, as mentioned earlier, generally it is not possible to
know precisely the eigenfunctions of the random Schrodinger operators, even for large
disorder, see [24].

So fix indeed such a good potential V (see Sect. 1.3), and let

b
uo(t,x) = Y age M Y (x), )

k=1

be a solution to the linear equation, as in Theorem 1.1. As an ansatz, we seek solutions
of the form:

w@,x) = Y i, e ey (x). (5)

(n,))EZb X7

Note that u(z, x) of the above form are closed under multiplication and complex conju-
gation. So we may seek solutions to (1) in this form.
Using (5) in (1) leads to the following nonlinear system of equations on 7t x 7:

(- w+ )i, j)+Wn, j) =0, (n, j) € 2 x Z, (6)
where, to give an idea, when p = 1,

Waln, Y=Y Y i, j)ina, p)ans, j3)

M=y o, J3EL
nl,nz,n362h

(Z ¢} ()P} (X)P] (X))}, (x)) ; (7

XEZ

while for general p,

14
Wi, )= Y. S aw ) [ atum. i), 1;,)
n,+z’p":l(nm—n£n):n J' w1, €L m=1

/,nm,n;n ezb

p
(Z ¢/ )0 [ ¢ ey (x)) : ®)
m=1

XEZ

n

1.3. The good potentials. The linear solution ug solves (1) to order §. One may write

ug in the form (5), with i(—ey, ax) = ay, k = 1,2, --- , b, where ¢ is the kth basis
vector of Z?, u(n, j) = 0 otherwise, and w; = uxk, k=1,2,---,b. The vector W; in
(6) depends on ag, k = 1,2, - - - , b. Generally speaking, one would need parameters to

solve the nonlinear equation (6) using a Newton scheme, starting from the approximate
solution ug. Since V is fixed, the ay ’s are the parameters in the problem. There is however,
a é factor in front of Wj.

The small O(8) parameters pose difficulties mainly at small scales: |(n, j)| < 87!,
when estimating the inverse of the linearized operators. The key new idea is that we can
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overcome this difficulty if the diagonals of the linear operator in (6) satisfy a clustering
property. Roughly speaking, this means that if two diagonal elements are “not close",
then they are “far apart". (One may think of the integers, which have this property: if two
integers are not equal, then they are at least of distance 1.) This then permits localizing
about the diagonals in O(8) intervals, which compensates for the small O(§) parameters.
The potentials V that lead to clustering properties, in addition to Anderson localization,
are good potentials.

It should be emphasized that the clustering property is only needed at small scales,
and not large ones. This makes the approach robust, potentially applicable to many
problems.

Remark 4. Deterministic clustering was first used by Wang to prove existence of time
quasi-periodic solutions to nonlinear partial differential equations on the torus in arbitrary
dimensions, see the papers [25] and [26]. In [26], this was established using number
theory.

1.4. Anderson localization and clustering property of the diagonals. Given a linear
operator A, we say that A has the clustering property if there exists ¢ > 0, so that the
spectrum of A, o (A) is contained in the union of intervals:

oA c| .

satisfying dist (;, ;) > ¢ > 0,if i # j.

For the random Schrodinger operator H in (2), we use Anderson localization to
establish probabilistic clustering at small scales. So one may set w to be the frequencies
of the u( in (4), which are b eigenvalues of the H. The diagonals in (6) then correspond
to a family of harmonics, i.e., certain linear combinations of the eigenvalues of H.

The proof of the clustering of these (low lying) harmonics is rather delicate. The
Minami estimate [27] on eigenvalue spacing plays a fundamental role. Semi-uniform
property of Anderson localization, see [28,29], is essential. Wegner estimate [30] comes
into play as well. This is done in sects. 2 and 3, and the conclusion is summarized in
Theorem 3.5, which also provides lower bounds on the diagonals. The clustering property
permits the analysis to go beyond small perturbative scales, and is one of the main points
of the paper.

1.5. Small scale analysis. The clustering property indicates that at small scales the spec-
trum of the diagonal operator has many gaps. Using perturbation theory, the linearized
operators are invertible in the gaps; while away from the gaps, one may work locally
in intervals of size ((8), and consequently parameters of size O(§) (extracted from the
nonlinear term) suffice for the analysis. This is the case for the proof of the large deviation
theorem when applying the Cartan estimates in Sect. 4, as well as for the semi-algebraic
projection in Sect. 6.

1.6. Large scale analysis. Large scale analysis is related to what has been done before
in [16], cf. also Chap. 18 [31], which are a priori tailored for parameters of order 1.
However, after incorporating the local argument recounted above, it can be adapted and
used to prove Theorem 1.1.
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1.7. Comparison with other methods. In the nonlinear setting, as mentioned earlier in
Remark 2, most other method that we are aware of starts from explicit solutions to the
underlying non-perturbed system. This includes the previous results on the existence
of nonlinear Anderson localized states at high disorder in [16,17], which start from the
linear equation:

.ou
11— =

ot
and not the usual random Schrodinger equation. Compared to [16, 17], an additional job
done in this paper is the fine linear analysis in sects. 2—4. This seems indispensable when

perturbing from a system, which is known only qualitatively, and renders the method
more robust.

Vu,

1.8. Organization of the paper. Section 2 establishes the subset of good potentials;
Sect. 3 makes linear estimates for small scales; Sect. 4 proves a large deviation theorem,
to be used for the nonlinear analysis at large scales; Sects. 5 and 6 finally solve (6)
and hence (1), using a Lyapunov—Schmidt decomposition and Theorems 3.5 and4.1. In
Sect. 7, we discuss the arbitrary dimension generalization.

2. One Dimensional Random Schrédinger Operators in Finite Volumes

As mentioned earlier in the introduction, we seek solutions in the form (5). Using (5),
the NLRS maybe expressed as a nonlinear matrix equation. In order to have a precise
form for this matrix equation, namely the W in (7) and (8), we need to analyze the
eigenfunctions of the linear random Schrodinger operator on ¢%(Z). Recall that unlike
the exponentials, there is no known exact form for the eigenfunctions of the random
Schrodinger operator.

Toward that purpose, we first restrict to some finite volume A C Z and study the
random Schrodinger operator on £2(A). We then use properties of Anderson localization
in Sect. 3, to deduce, in particular, properties of the eigenvalues and the eigenfunctions
on ¢2(Z).

Our main aim is to give lower bounds on the diagonals of the matrix, as well as their
spacings. This is to prepare for the invertibility analysis in Sect. 4. These estimates will
be probabilistic.

Below we study the one dimensional random Schrodinger operator H = —A +V on
22(A). For an operator H on 02(Z%) and A C Z¢,let Hy = Ra HR A, where Ry is the
restriction to A. Forn = (ny, na, -+ ,ng) € Z4, let |n| = max;e(1,2,... 4} |nj| denote

the £°° norm. For A C Z, denote by ,11;-\, Jj € A, eigenvalues of Hy = Rx HRj, with
corresponding normalized eigenvectors qEJA

Remark 5. Note that /i and ¢~>]A depend on the realization of the potentials in A. It is
convenient here to label the eigenvalues and normalized eigenvectors by j € A, instead
Of.] € {172’ T |A|}

Foraball B = {¢ € Z : |€ — £o| < I} of size [ with center £, denote by r B, the

dilation: rB = {£ € Z : |£ — £o| < rl}. Fix L > 0. Let B(k,L) be balls of size L,
k=1,2,---,b. Assume that

L < dist(é(k,[‘), 0) < L47
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and for any distinct k and k',
dist(B. L), Bu,)) > 6L. ©)

Since L will be fixed, we omit the dependence on L of B(k, 1) and write simply Bx.
Recall that e;, k = 1,2, ---, b, are the canonical basis vectors of 7P, Let Co >

0, y0 > 0, go > 0 be three fixed constants, which will be determined later. Assume that

Hy has b eigen-pairs /lgk and q%\k, k=1,2,--- ,bsuchthatforany k = 1,2,--- , b,

there exists fgk € Bk such that
~ ~ _ _JA
165 (01 < Co1 +125 e "l g e A, (10)
aj 273
Let@p =%, k=1,2,--- band &* = (@1, @3, - , @) € R”. When there is no
ambiguity, we omit the dependence on A. In the following, § > 0 is sufficiently small.

Remark 6. Condition (10) is motivated by semi-uniform properties of Anderson local-
ization in infinite volume, see Theorem 3.1.

3 3
2.1. Estimates on the diagonals. Let Ay = | =2 | el10g81% | 2| gllogdl* || "where |x|
is the integer part of x. (The choice of scales is in view of the later nonlinear analysis.) De-
note by § ! the probability event that H,, has eigen-pairs ﬁé\k‘ and ‘z’é\kl k=1,2,---,b
satisfying (10) (with A = A1), and there exists either
3 3 b+1
(n, j) € [—2 {e”"gﬁ"‘J 2 {e'“’g“"‘ﬂ \{—ex, &y (11)
such that
@M+ 0| < 483 (12)
or
3 3 b+1
(n, j) € [—2 {el"g‘s"‘J 2 {e'k’g’““ﬂ \lex, @}y, (13)
such that
|—n-™ + %] <488 (14)

1

and the normalized eigenvector corresponding to ,&;.\ satisfies for some 67?] € Ay,

- - ~A
G201 < Co(1 + 183 e ™0 g e Ay, (15)

Fix a large constant g; > 0. Denote by Sy the probability event such that for any
j€[-N,N],j/ €[-N,N]and j # j,

~A ~A .
Iy — il = W,A =[—N, N]. (16)

Denote by IP the measure as before, and [E the expectation.
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Theorem 2.1. For small §, we have

3
]P)(Sl) < eC|lOg5|18%’
where C is a large constant independent of 6.
We will use the following three lemmas to prove Theorem 2.1.

Lemma 2.2. (Wegner estimate [30], see also [32]) Let A C Z. For any E € R and
e >0,

E(dist(E, o (Hp)) <€) < C|Ale.

Lemma 2.3. (Minami estimate [27], see also [32]) Let A C Z and J C R be an interval.
Then we have

E([ur(L; (Ha)] - [tr(1y (Hp)) — 1) < CIAPTP,
where 1 is the characteristic function of the interval J. In particular, we have that
P(there exist distinct j, j' € A such that |j1 — ﬁ§‘/| <eg) < CelAl%,
and hence
P(Sy) < CN~9*2,
Lemma 2.4. Let A C Z. Assume that eigenvalues [ij, j € A, of Hp are simple and let

d=  min_ |i;— il >0. (17)
J#IJERJ'EA

Let (ji, ) be an eigen-pair of Hy. Let | € A, and (i, ¢*) (depending contmuously on
s) be an eigen-pair of Hp + slyy with |s| < sansfymg gm0 = fi and ¢*|s—0 = .

Then
- |q3<1>|2+|s|0<—'A') 5| 0('A'2>
d a2 )

o A |A2
i == sl +Is*0 (7> Is| 0( 7 )

Proof. Let{(j1], é i), J € A} be the complete set of eigen-pairs of H,. Without loss of
generality, assume that il = /i and ¢ = ¢;.
By a standard perturbation argument and (17), one has that for any |s| < %

and hence

| ~|<d
n M“1 =5
and

o5 - d .
e Ty = 3 Jhe A\{1}. (18)
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Let
$ =2 9,
JjeA
Then
(Hp +sIppd* = 1°¢° = ) i°cid; (19)
JEA
and
Hid® =) c3itjd). (20)
JEA

Since ||(HaA + sl{l})<j~>s — HA¢~)S | = O(s), by (18), (19) and (20), one has that for any

Jj € A\{1},
Gizo(3)
This implies that 1 — O <|1(\1|232) < (c} )2 < 1. Therefore, one has that
1B° D =16 +s |0(| |)+| | 0('22'2) 1)

By eigenvalue variations (aka Hellmann-Feynman Theorem) and (21), one has that
apn’ ~o d(Hp +5s1yy) -
ds - (¢ ’ dS d) >

=" DI

=1pDI* +Is|0 1) fspo (1AL AP :
d d
‘We conclude that

i == slgD +sl>0 (@)ﬂ | 0<| |2>
d d> )’

Foranyn = (ny,na,--- ,np) € 7P, denote by
suppn =#{ng :n #0,k=1,2,---, b},

where # denotes the number of elements in a set.
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3 .
Proof of Theorem 2.1. Let N = 2 {elog‘s“J and S| = Sy. By Lemma2.3 (Minami

estimate), it suffices to prove that

3
P(s' N §y) < eClloedl¥ 55

Since the total number of (n, j) in (11) and (13) is bounded by (2N + D2*L it suffices

to prove that for a fixed (n, j) in the set,

3

with probability at most e€11°231% 55 either (12) or (14) holds. Without loss of gen-

erality, we only consider the probability event P, ; (P for simplicity) that (15) holds,
and

n- @+ fi;| <485, (22)

Our goal is to show that

3
P(P, ;N §)) < eCllogdlt g5 (23)

Case 1: n = 0. In this case, Wegner estimate implies (23).

Case 2: suppn =1

Case2i:suppn=1landn = —e,k=1,2,---,b.

Without loss of generality, assume thatn = (—1,0, --- ,0). Inthis case,n-o+t; =
—[ig, + fj and j # a;. In this case, it follows from (16).

Case 2): suppn = 1, n = e,k = 1,2,--- ,born = rex,k = 1,2,---, b with
lr| > 2.

Without loss of generality, assume that n = (n1, 0, --- ,0) withny = 1 or [ny]| > 2.

Denote by ¢~5d1 and ¢ ; eigenvectors of eigenvalues fig, = @ and fi;. Forany/ € 2B,
denote by P; the probability event such that

s, (D> > ‘—‘|¢3,»(1)|2 b (24)
1 5 LIO

where L > Ly (Cy, qo, yo) is sufficiently large.
By (10), one has that

3 e @F <e 2L,
028,

and hence

3 1da (OF = 1—e 3L, (25)

Z€2é1
By (24) and (25), we claim that
rjc | P (26)
162[31

Otherwise,
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- 10 -
D 190 OF <5+ 3 16,0P

Le2By Le2By
4 10
<=+ —,
5 LY

which contradicts (25).
Take any / € 2B such that (24) holds. Split [0, 1] into N 841 intervals of size N 841
and take any interval / = [ f1, f2]. Define the probability event P; ; tobe P,y = {V €

P, : V; € I}. Applying Lemma?2.4, one has that if we fix Vy, £ € A1\{/}, then for any
fel,

dpV=71 -
o _ avi=h 2 —5q
ar gz, D"+ N1 0), (27)
and
d~Vl
=f 2 -5
_ D"+ N1 0(), 28
df |¢> (D (1) (28)
where [i; =1 is the eigenvalue with the potential V; = f and fixed Vy, £ € Aj\{/}.
ObVlously,
dpV=!
I >0. 29
T (29)
From (24), (27), (28) and (29), one has that
din - oVi= f+/LVl f) 3 .
> 21~ P = N o)
df 5™
3 -5
= o~ N0
1
> 5.1 (30)
Since g € L°°[0, 1], by (22) and (30), one has that for any [ € 2By,
< 8q1 71054
P(P,,; NP NS < O)N°ILT$8. 31
By (26) and (31), one has that
P(P, ;N S) < O(NS L1155, (32)

It implies (23) since § is sufficiently small (depending on L).
Case 3: suppn > 2
Let n; be such that |n;| = max;e1,2,... p) ;.
Case 3;: |n;| =2



272 Page 12 of 48 W. Liu, W.-M. Wang

Without loss of generality, assume that n; = ny. Itis easy to see that for any £ € 2B,
|ba (OF < e ?h k=23, ,b. (33)

For any [ € 2By, denote by Pl1 the probability event that

b
. 4 . . 1
ey (O = <18, (OF + L2 (Z |¢akw>|2> * 10 (34)
k=2
By (25), (33) and (34), one has that (the proof is similar to that of (26))
P.jc |J P (35)
l1€2B,

Replacing (26) with (35), and following the proof of Case 2, (using Lemma?2.4), we
still have (23).

Case 3,: |n;| < 1,namelyny =0,+1,k=1,2,---,b.

In this case, clearly, there exist at least two non-zero ng, k = 1,2, --- , b.

Without loss of generality, assume that n; 7% 0 and ny # 0. In this case, if l ji= 2L4,

by (15), one has that for any ¢ € U£:121§k,

16 (0)] < e (36)
If fj <2L%, by (9) and (15), one has that either for any ¢ € 231,

6 (0)] < ek, (37)
or for any £ € 232,

165 (0)] < e770F. (38)
Without loss of generality assume that (37) holds. Therefore, for any £ € 21§1,

16 (0)> < el i =@y, &3, , @, andi = j. (39)

Forany [ € 2By, denote by P12 the probability event that

b
~ - ~ 1
|ba, (DI = L2|g; (DI + L* (Z Poy (l)|2> + 10 (40)
k=2
By (25), (39) and (40), one has that
Pjc | P (41)
162[31

Replacing (26) with (41), and following the proof of Case 2, or Case 3; (also using
Lemma?2.4), we have (23). |
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2.2. Spacing of the diagonals. For the purpose of nonlinear analysis, it suffices to work
with scales |log§|*, s > 1. Solet A} = [ 2| log6| 1,2 L| logs|* J] Denote by S5 the

probability event that there exist eigen-pairs u 2 and ¢ A2 ,k=1,2,---, b satisfying
(10), and m € Zb with [m| < |21og 8%, either |mk| >2 for some k € {1,2,--- ,b}or

suppm > 3,and j, j' € A} satisfying
&M+ — 107 < 488, 42)

AS

and the eigenvectors corresponding to ,u and /L ,2 satisfy that there exist E A2 € A}

and Zj,z € A3 such that for any € € A3,

T AS TAS ~A§ T AS AS _ _'AE
1672(0)] < Co(1+ 12,2 )P 07 1302 (0)] < Co1 +1252 e ™0 43)

We should mention that we allow j = j’.

Theorem 2.5. For small 5, we have

P($3) < (|log8))C*s5.

Proof. Let N =2 [|logé|*]| and 5'3 = Sy. By Lemma?2.3 (Minami estimate), it suffices
to prove that

P(S5 N §5) < (|log8]) e85,

Denote by P, ; j» the probability event that (10) and (42) hold. Let m; be such that
|m;| = max{|my|, k = 1,2, ---, b} (If there are several, choose one such m;). Without
loss of generality, assume that m; = m. Let us prove the case |m| > 2 first. Without
loss of generality, assume that m; > 0. It is easy to see that for any £ € 2B,

ga, (D> < e ™E k=2,3,--.,b. (44)

For any / € 2B, denote by P[3 the probability event that

|fay DI = —|¢, 101k +L2<Z¢aka>| )+ —5 Lm (45)

k=2

By (25), (44) and (45), one has that

Pujic | P (46)
1€2B;

Now the proof follows from Lemma 2.4, which is similar to the proof of Case 2, or Case
31. Below are the details.

Take any [ € 2B such that (45) holds. Split [0, 1] into N 841 intervals of size N 84!
and take any interval / = [ f], f2]. Denote the probability event: Pf =VePl:Ve
1}.
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Applying Lemma?2.4, one has that if we fix Vy, £ € A1\{l}, then for any f € I,

dNVl:f

Ra = sVimfi n2 L v—5q
—df =l¢z, T OI7+ N0, (47)

and

~Vi=
i)~

df
From (47), (48) and (29), one has that

=16+ NTO). (48)

dm-&V=! + g1=" —g¥"1=ly 4
! f— = Z1g T O+ N o)
df 4"«
3 5
= —5¢
= 1110 + N7 0(1)
1
> 310" (49)
The proof now follows that of Case 2, or Case 31 of Theorem 2.1.
Let us proceed to the case supp m > 3. Without loss of generality, assume that
m; #0,i =1,2,3.Inthis case, if {; > 2L*, by (43), one has that forany ¢ € U?_ 2By,

1§ ()] < e 1k, (50)

If Z/ <2L4, by (9) and (43), one has that either for any ¢ € 2[?1 U 2[32,

16 (O)] < e 70k, (51)
or for any ¢ € 2[?2 U 233,
16, (O)] < ek, (52)
or for any £ € 21§1 U 21§3,
|6, (0)] < e (53)
Clearly, (50)-(53) also hold for j’. Therefore, we have that there exists i € {1, 2, 3},
such that for any m € {&;, &, -+, ap}\{&;} and m = j, j/,
B (O)] < €77, £ € 2B;. (54)

The proof subsequently follows that of Case 3, of Theorem 2.1.
O

Denote by 3‘5 the probability event that there exist @2 satisfying (10), m € Z” with
Y mp #0, Img| < 1,k=1,2,--- ,b,and j € A3, j' € A} satisfying

~ AS A3 ~ A5 1
%+ 1 i < st (55)
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Theorem 2.6. For small §, we have
P(83) < (|log8))<*s5.

Proof. Again, let N =2 ||logd|*] and S‘é = Sy. By Lemma2.3 (Minami estimate), it
suffices to prove that

P(85 N 85) < (|logs])Ces5.

Since ZZ: 1 my # 0, by the normalization of of eigenvectors there exists [ € [N, N],
such that

b
- - - 1
|Q_ melda, OP) +18;OF =1, O = 5 (56)

k=1

We may use Lemma 2.4 to conclude as in the proof of Case 2, of Theorem?2.1.
0

Remark 7. We could replace the constant 4 in (12), (14), (42) and (55) with any fixed
constant and all the statements in the theorems in this section would still hold.

3. One Dimensional Random Schrodinger Operators

Using Anderson localization properties, we show in this section that the lower bounds
on the diagonals and their spacings remain essentially unaltered in the infinite volume,
Z. There are now, however, infinite number of eigenfunctions and we need to label them
appropriately. Appx. A provides such a labelling scheme. We will not enter the details
here, except mentioning that semi-uniform localization properties of the eigenfunctions
(stated as Theorem 3.1 below) plays an essential role.

Let

H=—-A+YV,
be the random Schrédinger operator on £2(Z) as before. Let {goj‘./} ;j be the eigen-basis
and assume that L}/ satisfies
ViV 1%
l9j (1) =max |o; (xX)].

(As mentioned earlier, if the maximum is not unique, the choice could be any one of the
maxima.) We have

Theorem 3.1. (See e.g., [5] or [33, sect. 1.6]) There exist some q > 0 and yy > 0 such
that, with probability 1,

oY (O] < Cy(1+ 1Y e M0, (57)

where E(Cy) < oc.

Remark 8. e Recall that (¥ is called the localization center.
e y| and g only depend on the distribution g.
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From Theorem 3.1 and a proof similar to that of Theorem 7.1 in [28], one has the
following Lemma concerning the localization centers.

Lemma 3.2. For any €, there exist V. with P(V,) > | — € and a constant . such that
the following holds. For any V € V, and k € [—L* LYY with L > [,

(l—e)Lf#{j:L}/e[k,k+L]}§(1+e)L. (58)

See appendix B for a proof. O

Basing on (58), one may (re)label the eigenfunctions so that if j > j’, then the
localization centers of the corresponding eigenfunctions qﬁ}/ and q&]‘./, satisfy E}/ > E}/,.
The construction of such a map is presented in appendix A. Here after relabelling, we
use the notations ¢]‘./ instead of (pj‘./ and Z}/ instead of L}/. Recall that ,u}/ is the eigenvalue
corresponding to eigenfunction ¢j‘./ . When there is no ambiguity, we omit the dependence
onV.

Below we summarize properties of the eigenfunction basis in this labelling.

Lemma 3.3. There exist ¢ > 0 and y > 0 such that for any €, there exist Ve with
P(Ve) > 1 — € and constants C. and L. such that for any V € YV, the following
statements hold:

o forany { € Z,

16Y (O] < Ce(1+ (€Y e, (59)
o forany ]| = Le,
£} — jl < eljl, (60)
e forany k € [-L*, L*],
(1—6)L5#{j:z}/e[k,k+L]}5(1+e)L. (61)

Lemma 3.4. Let A = [—2N, 2N] with sufficiently large N. Choose any V € Ve N San.
Consider any eigen-pair (1, ¢;), |j| < N, of H = —A + V. Then there exists an

eigen-pair (ﬂ,j}, ¢~>J{\) j € A such that

Y
5N

s

| <e”

~at>

lwj — i
and
e _r
lp; — 51 < e 2V,

Proof. By (60), one has that |[£;]| < (1 +€)N. Then

S 0P e TN,

[e|>2N+1

and

3y
|Hadp; — pjopjll < e M. (62)
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Therefore, there exists j € A such that

3
{.\Ife_TyN.

|Mj_Mj

Since V € Shn, one has that for any distinct j; and j» in A,

1
~A _ ~A
w5 — il = QN
and hence for any m #* f,
~ A
|/"l’m - :u’jl = 2(1]+1qu . (63)

Let ¢, and fi,, (as usual, for simplicity we have dropped the dependence on A from d?,‘,}
and i3, m € A), be the eigen-pairs of Hy. Let

Iznp; = Z cmBm- (64)

meA

From (62) and (64), one has that

Ha¢j =D fimCnm, (65)
meA
and
- ~ ~ _3r
1Y mem@m — Y wjcmbmll = O(De™ 5. (66)
meA meA

By (63), (65) and (66), one has that for any m #* ]~
lem| < O(1)N9e™ 4N

3g1 ,~ %N - 2
Therefore, 1 — O(1)N-1e™ 2% < Cj < 1. We conclude that

lbj — &3l < 6; — Ind; 1l + 11ad; — 51l < e V.

We now state the conclusion:

Theorem 3.5. For any € > 0, there exists l. such that the following statements hold.
Fixany L > Lc and By € Z, k = 1,2,---,b satisfying 10L < |Bi| < L3 and
|Bi — Bi'| = 10L, for any distinctk, k' € {1,2, - -- , b}, there exists a subset of potentials
Xe withP(X¢) > 1 —€ and 8y > 0 (depending on g, € and L) such that forany V € X,
and 0 < § < 6,

(1)
g ()] < Ce(1+[€;)7e 710N, (67)
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(2) for any €| = I,
1€j —jl < €ljl. (68)
(3) for large N (depending on€), |j|,|j'| < N and j # j/,

1

—pjl = SariNa (69)

14
and

I (70)

[ > —,
— 2NQ
(4) for any eigenfunction ¢o, Withly, € By ={{ € Z: | —B¢| <L}, k=1,2,---,b,

3 3
we have that for any (n, j) € [—e!10801%  gllogdl31b+I\ (g ak)}zzl,

n-o© + 1 > 285, (71)
where ® = (@7, o) = (s Hay) and for any

3 3
(n. j) € [—ell0gdl? eloedl b+l (o) )}l
|—n- 0O+ ;) = 288, (72)

(5) for any 0 € R, there are at most b vertices (n, j) € [—|logd|®, |10g8|s]b+1, such
that

PR() J <8t
|(n -0 +0)+ ;| <83, (73)

for any 6 € R, there are at most b vertices (n, j) € [—|logd|®, |10g8|s]h+1, such
that

—(n-O® | < 8%
|— (-7 +0)+pu;| <58. (74)

Proof. By Lemmas2.2 (Wegner estimate),2.3 (Minami estimate),3.3,3.4 and Borel-
Cantelli type arugments,, we have (67)-(70).

We apply the Theorems (together with Remark 7) in the previous section with By =
Bi,k=1,2,--- band§ =27",n =1, 2, ---. Then by Borel-Cantelli type arugments,
we have that there exists X, with P(X.) > 1 — € and X, N (S U S5 U S3) = ¢ for any
small §. \

Equations (71) and (72) follow from Lemma3.4 with N = ellogdl® |

The proof of (73) and (74) takes more time. Without loss of generality, we only prove
(73). Assume that there are (7, j™) e [—|log§[*, [log8[*1?*,m = 1,2, --- ,b+1,
J g g
satisfying
(™ - 0@ +0) + 1| < 85. (75)
By Lemma 3.4, one has that there exist oM satisfying (10) and
(™, j™) € [~|logsl*, [log8|']” x [~2[logd|’, 2| log8[l, m = 1,2,--- b+ 1
such that

(™ &M+ 0) + 15 | < 28, (76)
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We can assume that n, m = 1,2, .-+, b + 1 are distinct, otherwise Lemma?2.3
(Minami estimate) gives the proof.

Choose any m1, ma € {1,2, -, b+1} such that (76) holds. When [n"" — n{"?| >
2 for some k € {1,2,---,b} or supp (n(m‘) — n(’”Z)) > 3, the proof follows from
Theorem2.5. When Y-0_, (n{"" —n{"?)) # Oand [n{"" —n{"”| < 1,k =1,2,--- , b,
the proof follows from Theorem2.6.

So the only exceptional case is when for all my,mp € {1,2,--- ,b + 1}, n™ and
nm2) satisfy supp (") — n(m2)) = 2, Zle(n,ﬁm‘) _ n/(:’lz)) —0and n,(€m1) _ nl(:nz) _
+1,0,k =1,2,---, b. We will show that this is not possible. Shifting 7™ by n(), one
may assume that n = 0,0,---,0).

Consider b > 3 first. Without loss of generality, assume thatn® = 1,-1,0,---,0).
Thus either n(lm) = lorngm) = —1forallm € {3, 4, --- , b+1}. Without loss of general-
ity, assume that n® = (1,0,-1,0,0,---,0). Therefore, forallm € {2,3,--- ,b+1},
ngm) = 1. This contradicts with n™, m € {1,2,---,b+ 1} being distinct. The b = 2
can be proved in a similar fashion (indeed much easier).

O

4. The Large Deviation Theorem

In this section, we prepare for the nonlinear analysis in Sect. 5, by proving a large devi-
ation theorem for the linearized operators. The assumptions below on H are motivated
(and will be shown to be satisfied) by such operators.

Assume that H is an operator on 2z x {0, 1)), Toplitz with respect to n € zb.
We now write Z”*! interchangeably with Z” x Z. Assume that there exist functions
hyy(n, j, j), ror’ € {0, 1}, on 7P x 7 x 7, such that for any u, (n, j), r € {0, 1} and
(n, j) € "%,

a N . YA (n i
(Hu)r(n, j) : = > hyp(n—=n", j, jJup (', ). 77)
(n,j)eZbP xZ, r'€{0,1}

Assume that there exist C; > 0 and ¢; > 0 such that
|y (n, j, j) < Cr1(1+ In])<! e—Ccr(nl+lj—j'h—cimax{ljL.1j"l} (78)

Remark 9. The polynomial component in (78) can be integrated into the exponentially
decaying term. However, as polynomial components naturally emerge during the itera-
tion process (refer to Lemma 5.1), we find it more practical to retain these polynomial
factors.

Let D(0) be a family of operators from R to Op[Ez(Zb’rl x {0, 1P]:

D+ 0 } (79)

b0 =%

where Dy = diag(£(n - w +0) + pu;), (n,j) € 7P+ Define T = T@O): R —
Op[¢2(ZP*! x {0, 1})] as

T(0) = D) +38H. (80)
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Denote by Qy an elementary region of size N centered at 0, which is one of the
following regions,

Oy = [-N, NI"*!
or
On =[=N,NI"*"\ {m e Z'*" : m;ci0,1<i <b+1},

where fori =1,2,--- ,b+ 1, ¢; € {<, >, ¥} and at least two ¢; are not . Here m; 0
means that no restriction is imposed on m; .

Denote by 51?, the set of all elementary regions of size N centered at 0. Let £y be the
set of all translates of elementary regions with center at 0, namely,

Ev:={m+Qn:meZ oy e

For simplicity, we call elements in £y elementary regions. Let Qn(jo) = {(n, j) €
Zh X 7 (n, j — jo) € On}.

The width of a subset A - 7P+ is defined to be the maximum of M € N such that
for any m € A, there exists M € &y such that

meMCA
and
dist (m, A\M) > M/2.
A generalized elementary region is defined to be a subset A C ZP*! of the form
A = R\(R +2),

where z € Zb*! is arbitrary and R is a rectangle,

Zb+1

R={(my,ma, - ,mpy1) € Simy—my < My, Imps — my | < Mpaa ).

For A C ZP*!, we introduce its diameter,

diam(A) = sup |m —m/|.
m,m’'eA

Denote by Ry all generalized elementary regions with diameters less than or equal
to N. Denote by R% all generalized elementary regions in R y with width larger than
or equal to M.

With a slight abuse of notation, we also use Ey, 51(3,, On, On(jo), Ry and R%
to denote Ey x {0, 1}, 51(\), x {0, 1}, On x {0, 1}, On(jo) x {0, 1}, Ry x {0, 1} and
R% x {0, 1} respectively. Similarly for any A C Z**!, denote by R, the restriction to
A x {0, 1}.

We say that 7' (given by (80)) satisfies the large deviation theorem (LDT) at scale N
with parameter ¢; > 0 if there exists a subset ® y C R such that

1
Leb(@y) < e V¥,
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and for any jo € [-2N,2N], Oy € €%, and 0 ¢ Oy,

9

I(Roy (0 T O Roy(io) "Il < e, 1)
and for any (n, j) and (n’, j') satisfying |n —n'| +|j — j'| > N%,
[(Row (o T O Ry i)™ (0. i, jHI < eI M= g > 0. (82)

Let K1 be a large constant depending only on b. Let K = Klloo, K> = K15.

Theorem 4.1. Assume that w satisfies

(1) lok — pay | < C28, k=1,2,---,b;
(2) for any fixed N > (log %)K,
and any N with (log )X < N < N and 0 # |n| < 2N,

1
n-wl=e N, (83)

and for any |j| <3N, |j'| <3N, |n| < 2N with (n, j — j') #0,

'

|n-a)—,uj+uj/|267NKz. (84)

Theln for small enough 8, the LDT holds at any scale N < N with a proper parameter
CN > EC] .

Before proving the Theorem, let us note that the point-wise estimate (82) is required
to hold at sub-linear scales in N, instead of (the usual) linear scales, as in e.g., [34,35].
This is in view of applications to the nonlinear analysis in sects. 5 and 6, where T
will be given by the linearized operators, which are typically long range quasi-periodic
operators in the n-direction. The range is, in turn, determined by the decay rate of the
Green’s functions. On the other hand, however, the range clearly gives an upper bound
on the decay rate itself!

To free the analysis from this conundrum, He-Shi-Shi-Yuan were the first to propose
in [36] that (82) hold at sub-linear scales and subsequently proved that this prevents the
deterioration of the decay rate.! Henceforth we adopt this direct, modified approach to
LDT. (The reader is welcome to consult appendix C for further technical comments.)
We mention, however, Lemma D.1 in appendix D shows that the modified LDT could,
in fact, be deduced from the standard one. Therefore proper usage of the latter could
avoid the deterioration of constant as well (see appendix D).

Remark 10. The proof of Theorem4.1 uses ideas from the work of Bourgain, Goldstein
and Schlag [34], and combines the more recent, quantitative, work of Liu [35], with that
of He-Shi-Shi-Yuan [36].

1" We thank Ilya Kachkovskiy for a useful discussion concerning this point.



272 Page 22 of 48 W. Liu, W.-M. Wang
4.1. Preparations. The following perturbation argument will be used repeatedly during
the proof.

Lemma 4.2. Let S C Z9. Assume that A and B are two matrices, with entries A(m, m')
and B(m, m'), wherem andm' € S. Assume that |B(m, m')| < exe= /"= | A= (m, m")| <

el_le_c"”_’"/' and ||[A7Y) < 61_1, with €1, €2 and ¢ > 0. Suppose that |S|€2€1_1 < %
Then
IA+B)"| <2¢7", (85)
and
[(A+B)" (m.m') = A7 m,m')| < 2|S|ee; 2em . (86)
Proof. Let N = |S|. Then ||B| < v/Ne; and
Ly, ]
[BA™'|| < X
By Neumann series expansion, we have
(A+B) '=4a"" Z(—BA—I)S. (87)
s>0
Thus one has
lA+B)~ <A™ 2¢;, (88)

- < 1
1—||BA-Y| —
and

A+ B) "(m,m") — A" Yim, m")| < |A7 Z(ezefl)se‘”m‘k'""“‘1_kz‘_““”k-f_’"/‘

s>1
kieS

— —elm—m’ _ .
561 le clm le(Nézél 1)A

s>1
_ _ _ ’
< 2Nee, 2e=clm=m’]
O

Lemma 4.3. [31, Prop. 14.1] [35, Lemma 5.1] Let T (x) be a N x N matrix function of
a parameter x € [—t, T] satisfying the following conditions:

(i) T (x) is real analytic in x € [—t, t] and has a holomorphic extension to
Dir ={z:Nz] < 1,I3z| <71}
satisfying

sup [|[T(2)|| < B1,B1 > 1. (89)

2€Dr
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(ii) For all x € [—t, T), there is a subset A C [1, N] with

Al <M,

and

IR N AT )R vpa) Il < Ba By > 1. (90)
(iii)

Leb{x € [—7,7]: |T ')l = B3} < 1031;(1+ B~ '(1+ By, (91)

Let
0<e<(l+B)+By '™ (92)

Then

. logefl )
Leb {x el-7/2,t/21: IT ')l 26_1} <Cre °<M‘°g““+32*"3> . (93)

where C and c¢ are absolute constants.

To apply Lemma4.3, we also need to introduce semi-algebraic sets. A set S  R? is
called semi-algebraic if itis a finite union of sets defined by a finite number of polynomial
equalities and inequalities. More precisely, let {P;,---, Ps} C R[xy,---,x4] be a
family of real polynomials whose degrees are bounded by «. A (closed) semi-algebraic
set S is given by an expression

s=UN {x cRe: Pg(x)glg()}, (94)
I (el
where £; C {1,---,s} and ¢y € {>, <,=}. Then we say that S has degree at most

sk . In fact, the degree of S which is denoted by deg(S), means the smallest s« over all
representations as in (94).

Following are some basic properties of these sets. They are special cases of that in
[37], and restated in [31].

Lemma 4.4. [31, Theorem 9.3] /37, Theorem 1] Let S C [0, 114 be a semi-algebraic set
of degree B. Then the number of connected components of S does not exceed (1+B)¢@).
Lemma 4.5. [31, Proposition 9.2] Let S C [0, 1191%%2 pe g semi-algebraic set of degree
B. Let (x,y) € RY x R®. Then the projection proj,, (S) is a semi-algebraic set of
degree at most (1 + B)€@1-d2),

4.2. Large deviation theorem for small scales. Below we prove Theorem4.1 for small
scales, namely N < (log %)10.

Proof. In this case, let
@N = {0 € R : there exists (n, j) € [N, N]b X [—3N, 3N] such that either

% i
|(n-w+0)+pj| <2V or[(=n-w—0)+pj| <2 V7Y

1

Clearly, Leb(®y) < NC® =N

1
When N < (log %)10, 8 is much smaller than e=V?° . Now (81) and (82) follow from

standard perturbation arguments (Lemma 4.2).
O
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4.3. Large deviation theorem for intermediate scales. In this section, we will prove
Theorem4.1 for intermediate scales, namely (log %)10 < N < (log %)K .

Proof. Let ®y be such that at least one of (81) and (82) does not hold for 6 € Oy.
Choose any N € [(log $)'°, (log $)X1.
Assume that (81) and (82) do not hold for some 6. Then we must have for some
3 3
(n, j) € [-N, N1®x[-3N, 3N],either |[0+n-0@+p ;| <85 or|0+n-0©@ —pu;| < §8.
Otherwise, standard perturbation arguments yield that for any jo with | jo| < 2N,

o

T

_ _3
I(RonGo T Row(io)) Il <2675 <V,

<l

and for any (n, j) and (n’, j') such that [n — n’| +|j — j’| = +/N,
((Roy(in T Royin) ™ (1. jin', jH) < emet = Hi=J,

. . . . 3
Therefore, we can restrict 6 to be in 10°*1 N2*! intervals of size 283 . Denote all the
intervals by {/;} and take one of them, Iy, into consideration. Without loss of generality,
assume that /y comes from the + sector, namely

Io=1{0:10+ng- 0 +pu | < 5% and (no, jo) € [=N, NI* x [=3N, 3N]}.

For the — sector Iy = {0 : |6 +ngp - 0@ — | < 5% and (no, jo) € [—N, N1? x
[-3N, 3N1]}, the proof is similar.
Let
40— . b . () 4 3
1 =1{(n,j) €[-N,NI” x [-3N,3N]: 10 +n-o" +pu;| <88},

and

AY = {(n, j) € [N, N’ x [=3N.3N]: |0 +n-0® — 11| < 85}.
By (5) of Theorem 3.5, one has that for any 0,

# A < b, #A5 <b. 95)

Since the size of I is 28%, we have that there exist .4 and A; independent of 6 € I
such that

#A1 <b,#A; <D, (96)

and for any (n, j) € [-N, N]? x [<3N,3N]\(A; U Ay) and 0 € Iy
©) 1.1
6+n- 0 £ p;] = 265, 97)

Take any A € RY" with Ny € [VN,6N]and A C [~N. NI’ x [-3N,3N]. By
perturbation arguments (Lemma 4.2), we have that for any 6 € I,

1 _1
IR A\ (ayuan T OV RR\(4,04,) I = 3875 ©8)
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We are going to apply Cartan’s estimate, Lemma4.3. For this reason, let T = 5%,
7 =1, A=A UA, M =2bB = 0)(loghHX, B, = 3675, B; = 1 and

=e N 13/4. We note that since I has size § %, (91) holds automatically.

€
Applying Cartan’s estimate (Lemma4.3) in all possible A € R;\{]ﬁ (in total N©),
there exists a subset @ N, C R such that
3
N 4

Leb(Oy,) < e Iheil?,

and for any 0 ¢ C:)N1 and any Ae R;\,/IN with A C [-N, N1? x [-3N, 3N],

£lw

I(RZTR;) ' <M. (99)

Let No = +/N. We call abox (11, j1)+ QOn, € Eny (11, j1) € [N, N1’ x [-3N, 3N]
good if

e

B T
IRy, jiy+0n, T R jiyeong) I < Mo

and for any (n, j) and (', j') such that |n — n'| +|j — j'| = v/No,

—er(n=n'1+1j—j')

|(R(n1,j1)+QNOTR(nl,j1)+QN0)_1(nv jin',jHl<e

Otherwise, we call (n1, j1) + On, € [—N, N1 x [=3N, 3N] bad. By (96), (97)
and perturbation arguments (Lemma4.2), we have that there are at most 25 disjoint bad
boxes of size Ny = N'/2 contained in [-N, N]? x [=3N, 3N].

‘We have sublinear bound and (99). By [35, Theorem 2.1] and (2) in Remark 11 (see
also Appendix A in [36]), for any 6 ¢ U{m UNle[Jﬁ,GN] (:)Nl, (81) and (82) hold for

the scale N. Therefore,
@N C U U éNl
{Zi} Nye[N,6N]

and hence

o"“

Leb(Oy) <e N,

4.4. Large deviation theorem for large scales. In this section, we are going to prove
Theorem4.1 for large scales, namely N > (log %)K .

Proof. Let Ny = NIKl and N3 € [NK‘,NZZK‘]. Assume that N3 > (log %)K and that
the LDT holds at both scales Ni and N, with parameter ¢ .

We will show that there are at most N lc bad disjoint boxes of size N; contained in
[—N3, N3] x [—3N3, 3N3]. Let (n1,1;) € [—N3, N31? x [=3N3, 3N3] be such that
(n1,11) + Qp, is bad for some Qy, € 51‘3,1.
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We first bound the case when |/1| < 2Nj. By the LDT at scale Nj, there exists a set
. 1/30 .

Oy, with Leb(Bp,) < e~M1"" such that for any 0 ¢ Op, and any Qp, € 52,], Oy, is
good. Since the operator is Toplitz with respect to n € Z", one has that for any (n1, [1)
with@+n1-w ¢ Op,, (n1,11)+Qp, is good forany Qy, € 52,1 . By standard arguments,
we can assume that © y, is a semi-algebraic set of degree at most N 1C namely, there exist
. . 1/30 . ..
N 1C intervals ; of size e, such that ® ~N; C U;l;. The assumption on w indicates
that, for any nonzero n with |n| < 2N3,

1 1
n-w| > e @VDF 5 =N (100)
Therefore, for any |/1| < 2Ny, there is at most one bad box (n1, [1) such thatn;-w € I;.
This leads to at most N IC bad boxes in this case.
When |I1] > 2N|, we will show that there are at most two disjoint bad boxes of size
Ny. First, if abox (n, j)+ Q, is bad, by (78) and perturbation arguments (Lemma 4.2),
we must have that for some (n1,11) € (n, j) + Qu,, either

9/10
0 +n1 -0+ | <2e M (101)

or

9/10
0 +n1-w— | <2e N, (102)

Assume that indeed there are three bad boxes. We have that there are two from D,,
namely (101) (or D_, namely (102)). Therefore, we have that for two distinct vertices
(n, j) € [=N3, N3]” x [-3N3,3N3] and (n', j') € [-N3, N3]® x [-3N3, 3Ns],

_ N0 ,
m-w—pu;+upl <d4e”™™1 m=n-—n.

This contradicts the assumption (84).

Let (:)N2 C R be such that for some (n, j) € [—N3, N3]b x [—3N3, 3N3] such
that either |0 +n - w + /Lj| < 26_N;/IO N29/10. Since for
any |[1| > 2N, the matrix is essentially diagonal, we have that for any 6 ¢ éNz’
(n1,11) € [=N3, N31” x [=3N3,3N3] with |[i| > 2N and Qn, € £, (n1,11) + On,
is good. Let (:)N2 = {0 : forsomen € [—N3, N3P, 0+n-we Oy, }. Therefore, for
any 0 ¢ Op,, (11,11 € [=N3, N3] x [-2N2,2N,] and Qw, € £, (n1. 1) + Qn, is
good. Clearly

or 0 +n-w—puj| < 2"

~ N 1/31
Leb(@y, N Oy,) < e M2

and for any 0 ¢ Oy, N On,, (n1.11) € [~N3, N31” x [-3N3,3N3] and Qw, € &3,
(n1,11) + Qn, is good.

Applying Lemma4.3 (see proof of [35, Theorem 2.2] for details), for any N3, there
exists a subset © y, C R such that

. 1
Leb(@y,) < e V¥,
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- 12 -
and for any N € [Nl/2 N3], A € Révlfl with A C [—N3, N3] x [=3N3, 3N3], and for

any 0 ¢ ®N3,

-N»

I(RZTR;) 'l <eN*. (103)

Let No = N3'/2. We call a box (n1,0;) + On, € EXy (n1,11) € [=N3, N31” x
[—3 N3, 3N3] good if

9

10
Ry 1)+0ny T Rnyiny+0ng )~ < e,

and for any (n, j) and (', j') such that |n —n'| +|j — j'| = v/No,

|(Rantiy0ny T R iyeon,) ™ (0 jin's jI < e,
where ¢; = ¢ — NI_K with a proper ¥ > 0. Otherwise, we call (n1,11) + Qn, €
[—N3, N3]b x [—3N3, 3N3] bad. Since there are at most Nlc bad boxes of size Nj,
by resolvent identity, we have that there are at most N 1C disjoint bad boxes of size
No = N31/2 contained in [—N3, N3]° x [=3N3, 3N3].

We have achieved the sublinear bound and (103). By [35, Theorem 2.1] (see Remark
C), we have that the LDT holds for scale N3 with parameter ¢; — N, “ where k is a

proper small positive constant. Now the proof follows from standard inductions (e.g.
[38, Section 4]). O

We close the section by a remark, to benefit the upcoming nonlinear analysis:

Remark 11.(1) One may choose cy = %cl for N < (log %)10 and a sequence yy,
N = (log '+ 1 (et ko = (log ) +1) with Y, y; < {F such that cy =

Yk Y

2) From (83) and (84) in order to have LDT at all scales we only need to remove a set

of measure (with respect to w) less than e —3(log 5) < g=(log3) P < 8.

5. The Nonlinear Analysis

Fix V € X, so that the conclusions of Theorem 3.5 hold and Theorem 4.1 is available.
(As before, we omit the superscript V, as it is fixed.) We are now ready to solve the
nonlinear matrix Eq. (6) using a Lyapunov-Schmidt decomposition.

5.1. Lyapunov-Schmidt decomposition. To simplify notations, we write u for &Z, namely
u(n, j) = u(n, j). Let v be the complex conjugate of u, more precisely, v(n, j) =
i(—n, j). From (8), W, is a vector on £2(Z"*"), which is now given by

14
Wa. = ) Yo u@ ) [T utu o, 1)
)1/+Z£l=](nm+n;n)=n lm;l;naj/EZ m=1
' nm ,n;n ezb

14
(Z $; (¢ [ br, b, (x)) : (104)

XEZL m=1
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Let VNVM be a vector on ¢>(Z"*!), which is given by

p
Wun, j)= > Yo v@ ) [ v butn,. 1)

n/+ZZ=l(nm+nf,,)=n J o1, €Z m=1

n"nm,n;neZb
P
(Z ¢; ()¢ ) [ b1, ), (x)) : (105)
xeZ m=1

We remark that VT’M and W, are functions of # and v. We only indicate the dependence
on u for simplicity and the fact that v is the conjugate of u.

Writing the equation for v as well, leads to the system of nonlinear equations on
7Zb1 % {0, 1}:

(Diu)(n, j) +8W,(n, j) =0,

(D_u)(n, j) +8Wy(n, j) =0, (106)
where D4 are the diagonal matrices with entries
Di(n, j):=Dx(n, jin, j) =%n-w+u;. 107)
Define
S ={(—ex, k) x {0}, (ex, ) x {1}, k =1,2,--- b}, (108)

and denote the complement by S¢:
§¢ = 7M1 % {0, I\S. (109)

Write D for the diagonal matrix composed of the diagonal blocks D4 and write (106)
in the form F(u, v) = 0. Since v is the conjugate of u, we simply write F(u) = 0
for F(u,v) = 0. We make a Lyapunov-Schmidt decomposition of (106) into the P-
equations:

F(u)|sc =0. (110)
and the Q-equations:

F(u)|s =0. (111)

5.2. The P-equations. The P-equations are infinite dimensional. They are solved using
a Newton scheme, starting from the initial approximation u® = u. The recent paper
[39] contains a detailed, step by step account of the resolution of the P-equations. We
refer the reader to [39] for more in depth reading. Below we give a brief account of the
P-equations in this paper.

Let F’ be the linearized operator on ¢£2(Z*1) x {0, 1},

F'(u) = D +8W,,

aw, oW,
— u
W” -\ oW, ow, |-

du  odv

where
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It is easy to see that W = W, is Toplitz with respect to n € Z”, namely for any
jel, j el ket nezb ezl refo1},r {0, 1}

Wr,r’(”v ]v n/v ]/) = Wr,r/(n +k7 ]v n/ +k7 .]/)

The operator W, ,(n, j; n’, j) plays the role of H in (77). In the lemma below, we will
show that it satisfies (78). This will then enable us to use the large deviation theorem,
Theorem 4.1.

Lemma 5.1. Assume that |u(n, j)| < e~ "=l gnd 0 < ¢ < y. We have that for
any € > 0,

Wy (n, jin', j)) < C(ln —n'| + 1)Ce—01In—n'l—%l./—j’l—@PCz—G)max{ljl,lj'\}’ C>1.

Proof. From the definition, one has that

W (n, j: n, J/)| < Z Z e S (et l+eallyl+cr ), l+c2ll),]) (112)
251:1(nm+n;n):n7n/ lm,l;nGZ
nm,n;nezb
14
| ) @j(x)¢y(x) | | b1, ()¢ (x)| = AB, (113)
m
X€L m=1
where
A= Z e_cl anzl(‘"ml"'ln;nl)
Z,’;l:l(”m“l;n):"*",
Rl €Z0
and

P
B — Z €2 Zmzl(llm\+\lfnl)| Z¢j () (x) l—[ 1, ()pyy, ()]

I 1, €7 x€Z m=1

Direct computation implies that
A< C(n—n'|+DCe =l 5,

We are in a position to estimate B.
By (59), one has that

B < Z CA+ L DA+ 1L,DIA+17DIA + 15D
L1y, x€Z

oYLl ix=ty =2 (€2llm | +eally 14y 1x =Ly 14y [x=Ey 1) : (114)

and by (60),
Z(l + |l|)qe*02|l|ﬂ/\xffll < Z(l + |l|)qe*(c'2*€)|1|ﬂ/|xfl|

leZ leZ
< C(1+ |x|)Ce 27Okl (115)
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From (115), (114) and (60), we therefore have (assume | j| = max{|j|, |j’|}) that

B<CY (L+ DS+ 1N+ fxCemGromaimyiet ity

x€Z
_ _ _ - _'/ . =/
SCZ(1+|X|)C€ @per=e)lx|=ylx—jl=ylx—j'l+eljl+elj']
X€Z
P Ve Ve . SV
SCZ(1+|X|)C€ Cper—e)lx|=5|x—jl=5|x—=j |+eljl+elj' 1= 5 1j—J'|
X€Z
_ _ Y —i Y
SCZ(1+|X|)C€ Qper—e)lx|=Flx—jl+eljl=51j—J'l
X€Z
< Ce—@ﬁCz-G)l./l-%lJ—j'\

This finishes the proof. O

The operator F’ is to be evaluated near w = »0©® = (Mays Hays *** » Hay, ), the linear
frequency, and u = u@ and v = v@. As earlier, we have that u© (—¢;, ax) = a,
k=1,2,---,b;u®(n, j) = 0, otherwise.

Recall next the formal Newton scheme:

Acor (Z) = —[Fge)] ™ F@lse,

where the left side denotes the correction to (Z), F gc (u) is the linearized operator
evaluated at (u, v): F’'(u), and restricted to S¢:
Fge(u)(x,y) = F'(u)(x, y),
for x, y € S¢; likewise F (u)|sc is F (u) restricted to S¢:
[F(u)[se](x) = F(u)(x),
for x € S¢.
Since we seek solutions close to (u?, v®), which has compact support in Z/*! x
{0, 1}, we adopt a multiscale Newton scheme as follows:

At iteration step (r + 1), choose an appropriate scale N = M" (M is a large constant
which will be determined later) and estimate [ F I/V]_l, where F 1/\/ is F’ restricted to

[—N, N1 x {0, 1N\S € Z"*! x {0, 13,
and evaluated at «) and v": F,/V = Fl’\, (™). Define the (r + 1)-th correction to be:
urh /()1 ) r
Acor (U(H.l)) = _[FN(U N Fnw'’),N =M",

where Fy is F restricted to

[-N, NP1 x {0, 1)\S € ZP*! x {0, 1},
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and

u(r+l) — u(r) + Acoru(r+l)a

U(r+1) =0 4 Acorv(r+1)»

forallr =0,1,2,---.

At step r, Wu(r>(w,a) (depending on u(w, a)) is a function of @ and a. We write
T, (0, w, a) for the operator F' = D(6) + W, (44> and T (9, w,a) the operator
F' = D(0) + 8W,0)(4.a)» Testricted to Z"*1 x {0, 1]\, where

diag(n-w+6+puj) 0

_ . b+1
D) = [ 0 diag (—n-w—9+uj)] ,(n, j) e ZM'. (116)

For simplicity, write T,,(r) (w, a) for fu(r) 0, w,a) and T,¢) (w, a) for T, (0, w, a).

The analysis of the linearized operators Fy, uses Theorem 3.5 for small scales; for
large scales, it also uses Theorem4.1 and semi-algebraic projection to convert estimates
in 6 into that of w, and finally a.

5.3. The Q-equations. The Q-equations are 2b dimensional, but due to symmetry lead-
ing to b equations only. They are used to relate w with a. Recall that the P-equations
also depend on a from the linearized nonlinear term. So both the P and the Q-equations
depend on a. Consequently, they are solved together, consecutively, and not indepen-
dently. This is different from that in [39], and is a general feature when the parameters
are extracted from the nonlinear term.
Tosolve the Q-equations, we fix the amplitudes u(n, j)on S,i.e., wefixu(—ey, , ay) =

ax, k = 1,2,---, b, and the same for the complex conjugate. These b equations are
then seen as equations for the frequencies instead, and we have

Wi (—ex,
wk:ﬂak_,.gw’k:l’z,...,b. (117)
ax

When u = u©@, let us compute the terms in the Q-equations (117). For k €
{1,2,---, b}, we have

p
W0 (—ex, ag) = > WO, 1) [T u® . b . 17,)
n/+Zf;:1 Ry —N)y, =—e) m=1
P
(Z b, )y (%) [ | 1, )b, <x>) . (118)
X€EZ m=1

The sum in (118) runs over I, € Z, I\, € Z, n,, € Z°, ny, € ZP,n' € Z°,1' € Z,
m=1,2,---,p.
Since u© has support {(—ey, ak)}fz |» in order to contribute to (118), one has that

Ly € {1l e lon)l_y,m=1,2,--- ,band !’ € {a}b_,. (119)
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Take ), .y Gay (X)) (x) ]_[51=1 1,,(x)¢y (x) into consideration. Assume /" = o and
Iy =1, =ar,m=1,2,---,b.Itis easy to see that (similar to the proof of (25)),

Y gu P =1 e 5 (120)

CEL,|0—ty <5
This implies that there exists £ € Z with |[£ — £y, | < % such that
1
oy (D) = I3 (121)

Therefore, in this case,

P
D ba Gy x) [ | b1, )y, () =D by ()77

X€Z m=1 X€Z

1
> 105 (122)
Except for the case I’ = o and [, =), = ax, m = 1,2,--- , b, by (119), we have

that
P
1D be ) () [ | b1, ()pry, ()] < e™F (123)
x€Z m=1

Denote by Ay = erz |Pa; (x)|2”+2. From (118), (122) and (123) (the leading
contribution in the sum of (118) is when (n’, ") = (n),, 1)) = (N, ln) = (—ek, k),
we have that

0 = pig +8(Arar” + 0(1)e ),

ooy < Ax < 1.

Denote by 20 = [fa;» Ha, +22r%1 8] % (KLays oy +22r+l 8] x [Lay» Ky +22r15] ¢
R?. Assume that after r steps, we obtain a C I function u®(w, a) on Qo x [1,2]°.
Substituting u® (w, a) and v (w, a) into (117), the implicit function theorem yields,

and

» =0 (),

a =a")(w). (124)
Moreover, for some C! functions fe,k=1,2,---,b,
2
Wk = Py +8(Aka” + filar, az, -+, ap). (125)

Denote by T',, the graph of (w, a) at step r. Denote by P, the projection onto the
x-variable, where x = a, w or (w, a).
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5.4. The induction hypothesis. Let M be a large integer, and denote by B(0, R) the £*°
ball on Z*! centered at the origin with radius R. Set

|log 8|
rg = .
log M
The proof of the Theorem is an induction. So we first lay down the induction hypoth-

esis, which we prove in Sect. 6. In the following C is a large constant and ¢ > O is a
small constant. Recall that

Q0 = (Mo ey + 277181 X [y ey + 277181 X -+ X [fhegys oy, +2°7H18] C R

For r > 1, we assume that the following holds:

Hi. u")(w,a)isa C' mapon Qg x [1,2]?, and supp u™ < B0, M") (supp u® c

B(0, 15M)). )
Hii. [|[Acort™| < 8, |0 Acort™| < 8, where 8 denotes 9y, x stands for w;, a;,
i=1,2,---,band | || := SUP(g.q) Il le2(zp+1y-

Hiii. |« (n, j)| < Ce=c(nl+iD,
Hiv. There exists A, a set of open sets [ in (w, a) of size M~ " when r > ro (the

total number of open sets is therefore bounded above by M” e ), such that for any
(@,a) € Ujen, I Whenr > roand (0, a) € Q0 x [1,2]° when 1 <r <rg—1,

(1) u")(w, a) is a rational function in (w, a) of degree at most M’S;

2)

IF @) <t [9F @) < &y (126)

(3) Forr <rg—1,

~ _ _1
||(R[7Mr,Mrlb+1 ’Tu(rfl) (Cl), a)R[iMr,Mr]bH) ! ” < 2678 5 (127)
and
~ ~ 1 . / P
I((R[_Mr‘MerH Tu(rfl) (v, a)R[_Mr‘MerH )_1 - TATI})(H’ j; ﬂ/a J/)| < Sje—c(\n—n = ‘)7

(128)

where Ty is the diagonal component of Ri_ppr prppnt fu(r—l) (0, Q)R ppr prprr -
(4) For r > ry,

~ _ c
IR pgr pgrypt Ty (@, @ R_pgr pgrpr) " < M7, (129)
C

and for [n —n'|+|j — j'| > r®,

|(R[7Mr’Mr]h+1 Tu(r—l) ((1), a)R[er’Mr]iH-l )_1 (}’l, ], n/, _]/)| < e_c(‘"_" [+li=J D
(130)
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(5) Each I € A, is contained in an open set I’ € A,_, r > rgp, and

k0 _
Leb(Po(T,—i N ([ 77\ [ D) e 000 w72 r = rg; (131)
I'eA,_ IeA,

and

Leb(Po(Tri N | 1N D) <M 2 r=r+1; (132)
I'eA,_y IeA,
(6) for (w,a) € UleA I with r > rg, w satisfies the conditions (83), and (84) for
n # 0, in the scales N with any N € [(log S)K r€1;

Hyv. The iteration holds with
4 )r+2

5, =8:1M~ G 5, =ssM 23k, =5iM—G

4)r+2

_ 3 1
Lk =835M 2037 (133)

Remark 12. As usual in multi-scale arguments, the constant ¢ depends on r. From step
r to step r + 1, ¢ becomes slightly smaller (decreases by y,/ and > . y/ is small). We
may neglect the dependence since it is essentially irrelevant (¢ has a uniformly (positive)
lower bound).

Remark 13. The Lyapunov-Schmidt approach to quasi-periodic solutions was initiated
in the paper [40], and greatly generalized by Bourgain starting from the paper [41]. See
[42] for a review on this method.

6. Proof of Theorem 1.1

We now prove Theorem 1.1 by using induction. The general scheme of the proof is that,
for small scales, we use (71) and (72) of Theorem 3.5 to solve the P-equations; while
for larger scales, we use (73) and (74) of Theorem 3.5, Theorem 4.1 and semi-algebraic
projection. We refer again to [39] for step by step constructions.

Let us state the projection lemma.

Lemma 6.1. Ler S C [0, 119 x [0, 1]¢2 := [0, 114, be a semi-algebraic set of degree B
and measyS < n,log B < log 1/n. Denote by (x, y) € [0, 114 x [0, 112 the product
variable. Fix € > n'/¢. Then there is a decomposition

s=s1{ s
with S| satisfying
Leb(Proj, S;) < BCe,
and Sy the transversality property
Leb(S> N L) < B¢ 'yl/4,

for any da-dimensional hyperplane L in [0, 119%%2 such that

1
P < —
| max, |Proj (en)] < 100

where e; are the basis vectors for the x-coordinates.
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The above lemma is the basic tool, underlining the semi-algebraic techniques used
in the subject. It is stated as (1.5) in [43], cf., Lemma 9.9 [31] and Proposition 5.1 [34],
and relies on the Yomdin-Gromov triangulation theorem. For a complete proof of the
latter, see [44]. Together with Theorem4.1, (73) and (74), it enables us to go beyond the
perturbative scales in (71) and (72).

Proof of the induction hypothesis. Assume that the induction holds for all scales up to
r. We will prove that it holds for  + 1. From our construction, it is easy to see that
u” (w, a) is a rational function in (w, a) of degree at most Mo+ (see p.159 in [31]).

Forr <rg— 1, by (71), (72) and standard perturbation arguments (Lemma 4.2), we
have that for any (w, a) € Qo x [1, 212, (127) and (128) hold. Clearly, forr =rg — 1,
(127) and (128) imply (129) and (130). We are in a position to treat the case r > ry.

Foreach I € A,, split it into intervals with size M~ +D' Denote by X collections
of those intervals /3 (with size M’(’”)mc) satisfying for any (w, a) € I3, (w, a) satisfies
Hiv, namely (w, a) satisfies the r + 1-step of (6) in Hiv and both (129) and (130) hold.
Denoting the collection by A1, we have constructed A,41. Except for (131) and (132),
it is now routine that the rest of Hi-v hold for r + 1, see Chap. 18, IV, (18.36)-(18.41)
[31] and Lemmas 5.2 and 5.3 [25]. See appendix E for more details.

We proceed to the proof of the measure estimates (132) and (131). Let N = M"*!
and Ny = (log N)© with a large constant C. Let

r = LzlogMJﬂ, (134)

log%

so that §,, < e N 12. Consider T,). Pick one interval I € A, of size M =% and let
Iy = P,(I NT'}). For k > (log %)K, denote by DC(k) all w € 2 satisfying (83) and
(84) for any (log )X < N < k. Denote by DC™*! all € DC(r©) satisfying (83) and
(84) with a factor 2 on the right side for any € < N <@r+DC. Leth =1, NDC™*.
We remark that DC™*! is slightly smaller than DC(N) = DC((r +1)©) since we modify
the arithmetic condition from scales 7€ to (r + 1)€.

From the Q-equation, we have that the size of I; is smaller than C§. Solving the
Q-equation at step r; — 1, one has that a = a(”)(a)), w € I. Since w € g, one has
that the first assumption of Theorem 4.1 always holds. By Theorem4.1 (see Remark 15)
together with Remark 11, there exists X, (depending on w) such that for any 6 ¢ Xy,

9
0

_ T
I(Roy, Ty (0, @,a"™ (@) Roy ) 7' < €™ (135)

and for any (n, j) € Z*! and (', j') € ZP* with |n — n'| +|j — j'| = /N1,
[(Roy, Ty (0. @, a" (@) Rgy )" (n, jin', )] < e=Un=rHi=i = (136)

and Xy, satisfies

1

Leb(Xy,) < e M. (137)

Let Ky, = {£n - o+ puj : |n| < Ni,|j| < 3N} and Iy, (depending on w) be
the N 110”8 neighbour of Ky,. Assume 6 ¢ Iy,. Then the diagonal entries D, D_ are
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larger than N 11 00§ Perturbation argument (Lemma4.2) leads to, for any | jo| < 2N; and
QN | € g/(\)/l s

_ 1
[(Roy, (jo)T,,(m(@,a),a(r')(a)))RQN1 G M < 3

and for any (n, j) and (n’, j') satisfying |n —n'| +|j — j'| > /Ny,

NlOb P
|(Row, (i T 0, @, a" (@) Qo (i) ™" (1, )] = 4= e II=ID

< e=cUn=n"l+lj=J'D
where the second inequality holds by the fact that N; = (log %)C. Therefore, (135) and
(136) hold. This implies that Xy, C Iy,. Since Q¢ has size C4, we can assume that X y,
is in a union of a collection of intervals of size § with total number N 1C (independent
of w). Pick one interval ©. Let Xy, (w,0) C I» x ®© be such that there exists some
On, € En, such that either (135) or (136) is not true. By (137) and Fubini theorem, one
has that

1

1 1
Leb(Xy,) < Coe™Mi" < 5N (138)

. . . 3
We can assume that Xy, C > X © is a semi-algebraic set of degree at most N 1C ME,

This can be seen as follows. Let X N, C 0 x[1, 2]% x R be such that there exists some
On, € En, such that one of the following is not true:

e

_ 1
I(Roy, Ty (0, @, a"™ (@) Rgy )1l < e, (139)

and for any (n, j) € ZP*" and (0, j') € ZP*! with |n —n'| + |j — j'| = /N1,
[(Roy, Ty (0, 0,0 (@) Rgy )" (0, jin', j)] < e<Un= =10 (140)

Therefore, Xy, = Py 0)(Xn,N(T,, xR)). Clearly, both X y, and I, are semi-algebraic
sets of degree at most N 1C M. Lemma 4.5 implies that Xy, is a semi-algebraic set of

3
degree at most N lc MEi,
Let

=M P71 =1,2,-..,b—1, andey = 10M~". (141)

Choose any |jo| < 2N;. Recall that T, ¢ is Toplitz with respect to n € Z%. Denote by
1

epe1 =e N v Applying Lemma 6.1 in all possible directions (see (3.26) in [43]) and
also on all possible open sets and ® (the total number is bounded by Nlc M C’?), there

exists a set of w, I; C I such that

b+l fk—1 .
Leb(1}) < sMCTI NE (Z (]_[ e,‘l) ek) <sM PTNEMET, (142)
l

k=2 \Il=1
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and for any w € >\ I}, one has that for any (ng, jo) € [—N, N1? x [=2Ny, 2N;] with
max{|nol, |jol} > 45 and (. a) € Ty,

Je

_ 1
1 (Rno, joy+0n, Tuen (@, @) Rng, joy+on, ) M <eMi, (143)

and for any (n, j) and (n’, j') satisfying |n — n’| +|j — j'| > /N1,

|(Rng. joy+0n, Turv) (@, @) Ringjoreon, )~ (0, jin', j) < e HI=ID - (144)

Let us explain where the factor § in (142) is from. We apply Lemma 6.1 in I} x ®,
where both /1 and ® have sizes C§. By scaling, we have such a § factor.

Assume | jo| > 2N;. In this case, by the standard perturbation theory, we can assume
that Rng, jo)+0n, Tyr1) (@, @) Ring, jo)+0y, is essentially a diagonal matrix. So, we only
L

]b+l

need to remove w such that for some (n, j) € [-N, N sn o+ pg| < 2e

9
orn-w—puj|l < 2¢~M" . This can not happen when n = 0 because of (70). Direct
compuations imply that there exists a set of w, izr C I such that

9

Leb(i5)) < NC@e=N" ~ sp~ T (145)

andforanyw € Iz\izr,onehas thatfor any (ng, jo) € [—N, NP+

M-, ljol = 2Ny and (w, a) € T,

withmax{|nol, | jol} >

e

_ T
(R, jo)+on, Tyov (@5 @) Ring, joy+ 0, ) N <eM, (146)

and for any (n, j) and (n’, j') such that [n — n'| + |j — j/'| = /N1,
[(R(no, jo)+Qn, Tu(r1>(waa)R(no,jo)+QNl)71(’1’ jin', jHl < ememmHi=ih (147

' Therefore, we have that for any (no, jo) € (=M™, M1+ with max{|no|, | jol} >
M (w,a) € Ty, and w € D\ (I5 U I}),

e

_ 1
1 (Rno, joy+0n, Tuen (@, @) Rng, joy+0n, ) H<eMm, (148)

and for any (n, j) and (n’, j') such that [n — n’| + |j — j'| = /N1,
|(Ring. joy+ 0w, Ty (@, @) Ring.jy+ o, )~ (s ji ', )| < e~ HI=ID - (149)

Since the distance between I'y, and I', is less than C§,, < Ce=M and lut —u®| <
Cér, < Ce™M, by perturbation arguments, for any (ng, jo) € [—M™, M™11P*1 with
max{|nol, ljol} = 4. (@, @) € Ty and w € L\(I5 U I}),

e

_ 1
1(Rng. jor0n, Tut (@, @) Ring. jpyeon, )l < 26N, (150)
and for any (n, j) and (n’, j') such that max{|n — n'|, |j — j'|} = /N1,

[(Ring. joy+0n, Tu (@, @) Ring. joyson, )~ (1, jin', j)| < 2= <W=HI=ID - (151)
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Since || Acorut™ || < §,, by Hiii one has that (see Remark 14)
Ty, jin's j) = Tyon (@, jin', )] < M1 emen=nHli=ih (152

By (129) and (130) at step r, and using perturbation arguments (Lemma4.2) with
(152), one has that for any (w, a) € (Ujen, D),

~ _ c
IR ygr grypnt Ty (@, @) Ry_pgr pgrpe) "' < 2M7 (153)
and for any (n, j) and (n’, j') such that [n — n'| +|j — j’| > r€,

|(R[_Mr’Mr]b+l Tu(r) ((U, a)R[_Mr’Mr]bH)_] (i’l, ], l/l/, ]/)| < 2€_C(|n_n/|+|j_j/‘).
(154)

From (150)-(154) and resolvent expansion as in Lemma 3.6 [36], one has that for any
(w,a) € Urea, ) NTrand w € L\(I; U I3)

- 1
_grel it oy (@, @) Ry_ppret ypreippr1) || < = C, (155)
IR pgrst gy Ty (0, @ R ygrot ygroayee) ™ < S MOHD
and for any (n, j) and (n/, j') such that [n — n’| +|j — j'| = (r + 1€,
~ 1 ’ Y]
|(R[_Mr+l’Mr+l]b+l Tu(r) (a), a)R[_MrH,MHl]bH)_](i’l, j; Vl/, ]/)| < Ee_c(ln_n = |)
(156)

Assume |[(w1, a1) — (w, a)] < M=+ Similar to (152) (see Remark 14), one has
that

~ ~ _ Cc _ " P
(T, ) (@, @), js ', j) = (T (@1, @), i 0, ) < M~ 100+DT gen=n+lj=j'D,
(157)

This implies that (155) and (156) remain the same in a M _(’“)loc—neighborhood of
(w, a) (a perturbation argument, Lemma4.2). Therefore, we have that for any (w, a) €

(Urea,DNT,and o € L\(I; U T}), (0, a) € (Usen,,, 1)
Clearly, one has
Leb(DC! ((r + DEN\DC(GC)) < e (158)
In order to have eq. (5) in Hiv at the beginning step (r = ro — 1), we have to remove
90
of measure less than §2¢! log 3|1 , namely,
£ 90
Leb(DC((rg — 1))\DC(]log §|X)) < §2¢~Togdl"t (159)

By counting all possible intervals /1 (total number is bounded by M” IIOC), and by (142),
(145), (158) and (159), one has that for » > rg, one has

Leb(Po (T, N (| I\ | D) <M TM 7T 47", (160)
I'eA, TeA 4
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and forr =rg — 1,
Leb ' = S S I IL
eb(P,(T-N ([ J I\ | D) =M M PT +5% +e . (161)
I'eA, IeA 41
This implies that for r > ry,
Leb(Po (T, 0 (| 1\ | Dy =M™ 7, (162)
I'eA, TeA, 4
and forr = rg — 1,
. 90
Leb(Po(T, N (| I\ | Dy =m™¥ 4+ oozl T (163)
I'eA, T€A, 41
O

Remark 14. We give more details about the proof of (152) and (157). In order to avoid
repetition, we only prove (157). When |n — n’| + |j — j’| < (r + 1)°C log M, one has
that

(T, (@, a))(n, j;n', j)= (T (@1, @), j3 0, j)
< Clu'"(w,a) —u (w1, a))|
< oM+
< M—10C+DE g=cln=n"l+1j=j'D
When [n —n'| +|j — j'| > (r + 1)°C log M, by Hiii and Lemma 5.1, one has that
[Ty (@, ), i, =T (@1, a)), jin', )
< C|n _ n/|Ce*C(|Vl*n/|+|j*J-/|)
< M?10(r+1)Cefc"(lnfn/\ﬂjfj/l)7
wherec =c — (r + 1)_3C.

Remark 15. We need to adjust Theorem4.1 in the applications to the nonlinear analysis.
In Theorem4.1, the operator T in (80) is fixed; while in the nonlinear analysis, T typically
varies with each step. For the scale N, let

LZlogNJ
r(N) = +1, (164)

log %

so that §,(n) < N (Eq. (164) appeared previously as (134).) When we study the
LDT at scale N, the operator T = T, ) depends on N. Now the “lossless" inductive
estimate (see (1) in appendix C) still holds. This can be seen as follows.
We aim to establish the LDT at scale N3 from scales N1 and N,. Since |7, vy —
Y N 3/2, perturbation arguments allow us
to replace T, ¢y and T,¢w,) with T, ¢-vs). This means that essentially the operator
does not change from scales Ny and N; to the scale N3.

_N3? _
T,covan| < e N and |T,eov) — Tyomvn| < e

Proof of Theorem 1.1. Theorem 1.1 follows immediately from the (by now verified) hy-
pothesis (Hi-v). O
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7. NLRS in Arbitrary Dimensions

We discuss the discrete nonlinear random Schrédinger equation (NLRS) in arbitrary
dimensions:

3
ia—L: — —Au+Vu+8ul*u, peN, (165)

where
A is the discrete Laplacian on Z<:

(Au)(x) = > u(x’),

x/eZd,Z;iv:, xj—x|=1

and V = {v,},x € Z¢isafamily of independent identically distributed random variables
on [0, 1], with distribution density g. Assume that g is bounded, g € L*°.
Let

H=-A+V, (166)
be the random Schrodinger operator. Assume that H has Anderson localization.
Let {goj‘./} jezd be the (real) eigen-basis of H. Assume that L}/ satisfies

lo¥ (V) = max ¢ (x)],
ga/ J xezd (pj

and that

Al. there exist some g > 0 and y; > 0 such that, with probability 1,

Vv
Y (O] < Cy(1+ Y e, (167)

where E(Cy) < o0.
A2. H satisfies the Wegner estimate: forand A € Z¢, E e Rand ¢ > 0,

E(dist(E, o (Hp)) < &) < C|Ale.

A3. H satisfies Minami estimate. Let A € Z¢ and J C R be an interval. Then we
have

E([tr(1y (Ha)] - [tr(1;(Ha)) — 1]) < CIAP|J ],
where 1; is the characteristic function of the interval J.

Remark 16. As mentioned previously, assumptions A1-3 are satisfied in arbitrary di-
mensions at high disorder, i.e., when V is replaced by AV with A > 1.

Based on assumption A1, we can relabel the eigenfunctions of H = —A + V similar
to Lemma3.3. Denote by eigenfunctions, ¢j‘./, and eigenvalues, u}/, Jj € 74 after the
relabelling. It can be readily seen that the proof of Theorem 1.1 only uses that A1-3 hold.
Using A1-3, we can prove its generalization to arbitrary dimensions, as stated below.
We do not repeat the proof, as it basically follows that of Theorem 1.1 verbatim.
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Theorem 7.1. Consider the discrete NLRS in (arbitrary) dimension d > 1:

ou 2
1§=—Au+Vu+5|u| Py, p e N. (168)
Assume that —A + 'V satisfies assumptions AI-A3. Let a = (a1, az, --- ,ap) € [1, Z]b.

Forany € > 0, there exists I such that the following holds. Fix any L > I, and By € 7,
k =1,2,---,b satisfying 10L < |Bx| < L3 and |Bx — Bw'| = 10 L for any distinct
k,k' € {1,2,---, Db}, there exist a subset X withPP(X¢) > 1 —¢€ and 8o > 0 (depending
on g, € and L) such that forany V € X, and 0 < 6 < &y, any b eigenfunctions ¢(¥k with
ty € Bi={eZ: |t —B| <L) k=12 b, there exists a set As C [1,2]°

_ 12
of measure at least 1 — =108

has a solution u(t, x) satisfying

, such that for any a € As, the nonlinear equation (3)

b
w@t,x)y = Y i, el () =Y ae N gy (x) + 06",

(n,j)eZb x74 k=1

where @ = (wlv w2, -+, wb) = (I"Lxlv /1/31/2’ R /"Lt‘lf/b) + 0(5):
and u(n, j) decay exponentially as |(n, j)| — oo.
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Appendix A. Eigenfunction Relabelling Map

Forafixed V € V, basing on (58), one may relabel the eigenfunctions in a more intrinsic
way. Write ¢; and ¢; for <in and Liv , since V is fixed. The goal is that in the new labelling
scheme, if j > j’, then the localization centers of the corresponding eigenfunctions ¢;
and ¢ satisfy £ > £;. Below we provide such a relabelling map.

For a given eigenfunction ¢;, we first select a vertex among the set of vertices, on which
¢; achieves its maximum. (This selection could be arbitrary, but it is practical to have a
rule.) So fori € Z, let

M; = {xo € Z: |gi(x0)| = max |¢; (x)]}.
X€ZL

Define M} = M; N {{0} U Z,}. If M} # @, define ¢; = min xo, xo € M7; otherwise
define (; = min —xg, xg € M,;.
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Define
f:Z— Z, f1()) =y.
Let £ be the range of fi,
L =Ran(f1), L C Z.

Fora given!l € L, let I; = {i|; = [}. Define

i L |_| I.

lel
From (58): If |I] < le, #{Up<i. 1} < (1 + €)l¢; and if |I] > [,
(I =l <#{Uyj< l1} < (1 +e)l.

The upper bound gives that for all /, ; is finite. So we may define a map

e |_| I — Z,

lel

such thatif x € Iy and y € Iy, with I’ > [, then f3(y) > f3(x).
Finally define the map ftobe f = f30 f>0 fi,

f:Z— Z.
Using the relabelling map f yields our ortho-normal eigen-basis {¢;} jcz.

Remark 17. The above method is direct and could be generalized to arbitrary dimensions.
In the large disorder case, one may, alternatively, invoke Hall’s Marriage Theorem from
graph theory to label the eigenfunctions as in (4.46)—(4.53), Sect. 4 [24]. Note, however,
that at high disorder, with large probability, the eigenvectors of the random Schrédinger
operator are close to the canonical basis of ¢2(Z¢) for arbitrary d.

Appendix B. Proof of Lemma 3.2

Proof. 1t is similar to the proof of Theorem 7.1 in [28]. Below are the details. By
Theorem 3.1 and Chebyshev’s inequality, one has that for any €1, there exists Ve, with
P(Ve,) > 1 — € such that for any V € V,,

0¥ (O] < Ce (1 +1Y eI, (169)

For simplicity, below we drop the superscript V.
Clearly, we have

> e =1. (170)
LET

and
> e @ =1. 171)

JEL
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Let € be an arbitrarily small constant. Assume L is large enough, depending on € and
e1. Ifk < ¢j < k+ L with [k| < L*, then

DTl F+ > lejF = Y CqL¥e ™ (172)
t<k—eL >k+(1+€)L m>eL
< Ce L, (173)

where C depends on €1 and €. By (170) and (173), one has that for any j withk <; <
k+L,

Yoo lgj@F =1—-ce et (174)
k—eL<{<k+(1+€)L

By (171) and (174), we have that

A+eaL>= Y g0 (175)
k—eL<t<k+(l+€)L
JEZL

> Y leioP (176)

k—eL<t<k+(l+€)L
jeZ:kszj <k+L

>(1—Ce “Ey#{j ik <i; <k+L}). (177)
This implies that for any k € [—L4, L4],
#jk<i<k+Ly<(+e)L. (178)

Forany £ € [k+€L,k + (1 —e)L] with |k| < L4, by (169), one has

Yo @Y Y e il

JE€Zjélk,k+L] m=0 jeZmL<|j|<(m+D)L
’ lej—Cl=eL

=) 2 cLMerty

m<10L* jeZ:|1j|<20L3

E 1
S CUmLM#(j < ] < n+ DL)em
m=10L*

o0
<ce <+ ca +mL)3 e 2vimL
m=1

< Ce L, (179)

where (179) holds by (178). It implies that

Yo leiP < et (180)
_fEZZl/' ¢lk,k+L]
lelk+e Ll k+(1—€)L]
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By (171) and (180), one has that

(1—eL= > G

telk+el k+(1—€)L], j€Z

Cele > g

jeZ:zie[k.kJrL]
telk+eL k+(1—€)L]

<Ce b +#{j:k<i <k+L}

IA

This yields that for any k with |k| < L4,

#Mj k<t <k+L})>(1—eL. (181)

Now (58) follows from (178) and (181). O

Appendix C. More about the Proof of Theorem 4.1

(D

2

3)

For small scales, the proof follows directly from standard perturbation arguments.
For large scales, the proof is based on multi-scale analysis: if the LDT holds at

scales Ni, No = N IC ! with parameter ¢|, we prove the LDT for scales N3 €
[NCZ, N2C3], with parameter ¢, = ¢ — N; “, where C, C and C3 are properly
chosen large constants and « is a small constant. We should mention that here
¢2 = ¢1 — N{“ is crucial. Had we used the standard definition of LDT, namely
assumed that (82) holds for |[n — n'| +|j — j'| > %, we would only have been
able to prove ¢; = %E | — N{* for long range quasi-periodic operators [35,38,45]
(In appendix D, we show that we could improve ‘5—151 — N "toé — N “ by
modifying proofs in [35,38,45]).

The above deterioration of constant (from 1 to 4/5)

may cause problems in the Newton iteration when solving the P-equations, since
the encountered quasi-periodic operators are typically long range, as observed in
[36]. (This problem may, in fact, have already surfaced earlier in Chap. 18 in [31].)
Consequently, the definition of LDT was modified in [36] (namely, (82) holds for
In —n'| +|j — j'| = +/N) to overcome this technical difficulty. We follow [36]
and use the modified LDT approach in this paper.

Using the modified definition, the main results in [35] hold without deterioration in
the constants. In the standard LDT in [35], the deterioration comes from expression
(72) in [35]. If we use the modified definition, namely |[n — ny| > VM (not
In —ny| > %), then (72) holds for ¢ = ¢; — O(M_%) (0 in (72) is 1, since the
matrices have (at least) exponential off-diagonal decay in this paper).

In Theorem 4.1, we assumed that h, . satisfies (78), which has a polynomial
prefactor. This differs slightly from the settings in [34-36,38]. However, this
factor affects neither the proof of nor the statement in Theorem 4.1.

Appendix D. An Alternative Way

Let A be a Toplitz matrix on Z?. For a given subset A C Z, let R be the restriction to
A, Apn = RAARA,and G = (RAARA) 1, assuming that the inverse is well defined.
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Lemma D.1. Let 01, k,0 € (0,1) and 01 > « > o. Assume that diam(A) < 2N + 1
and let M = N*. Suppose that for any n € A, there exists some W = W (n) € Ey such
thatn € W, dist(n, A\W) > %, W C A and

IGwl < M, (182)
|Gw (n; n')| < e~ """ for |n —n'| > %. (183)
Then
1GAll <™, (184)
and
IGA(; )| < e " forany |n —n'] > N°', 0 < o < 1,
where

c=c1— M k =« (o, 01,kK). (185)

Proof. Choose o with o < 07 < k. Let An: nN’) = A(n;Nn’) for [n — n’| < N° and
A(n;n'y =0for|n—n'| > N2.Let Ay = RAAR) and G = (RAAR,)™!. Clearly,
for any n,n’ € A, one has

A ') = A )| < Soggare ", (186)
where ¢ = ¢ — N~%1,
From (186), Lemma4.2, (182) and (183), one has that
IGwll < 2eM°, (187)
N , M
|Gw(n; n)| <2e= """l for |n —n'| > — (188)

~ 10
Using resolvent expansion type arguments and the fact that the band of A is much smaller
than N*, one has that
IGAll < 3¢,

|G a(n; )| < Se=é"=" for any |n —n'| = N.

The proof now follows from Lemma4.2 and (186). |

Let us call the standard LDT (coming from (182) and (183)), LDT, and the modified
one (coming from (81) and (82)), mLDT. If LDT holds at all scales, one may use the
above Lemma to deduce mLDT: if LDT holds at scale N, then mLDT holds at a slightly
larger scale N’ > N. Therefore mLDT could be seen as a corollary, and the issue of
deterioration of constant does not arise.
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Appendix E. Bourgain’s Induction Estimates

Assume that Hi-v hold at step r, and that Hi-v hold at step r + 1 except for (133). We show
that (133) holds at step r + 1. This follows from Chap. 18 [31] with minor modifications.
Let us state the difference between our setting and that of [31]. Bourgain assumed that

> _ C
IR e ey Ty Ry pgr pgrpe) ™1 < M7 (189)

and that for (n, j) and (n’, j’) satisfying |n — n'| +|j — j'| > r€,
|(R[,Mr’Mr]b+1 Tu(r—l)R[,Mr,Mr]hH)_l(n, j; n/’ ]/)| < e_c(|n_"/|+\j—j/|)_ (190)

Then he proved that the induction holds if

10C
St = MO,

10C _ 10C
501 > MACHD L pgeD s

_cpgr+l
Kryl > € M Ky + 6

2
r+l>

M20+D1C

- _ng+I _ =
Kr4l = Ky +e 3 Kr +8,410,41.

We assume that for a proper 0 < v < 1,
IR par ygrypos Tyt R pgr pgrype) 1l < 67 M7, (191)
and that for (n, j) and (n’, j’) satisfying |n — n'| +|j — j'| > r€,
(R ygr gyt Tuir— R ygr o)~ (s ', j] < e=cUn=n' =" (192)
We remark that (191) and (192) are the combination of (127), (128), (129), and (130)

(with v = 3).
Following Bourgain’s proof?, we obtain the following new relations

10C
Ory1 = S_VM(H—I) Kr,

oc _ _ 0
Spal > 52 p20+D)! CK, 45V D! C8r+1,

ng+1

—cprtl 2 _
3 Kp+05,. +8e 2 ,

Krel = 517”6

— _ 10C .y e+l _ - o+l
Rrep = 8 2V MU e s Ve ST e 15,18, + 8 IMT

=1
For example, we may take v = g,

Wl

4\r+2 3 L o4yr+2
_ §)r+ _§(§)r+

M- 5 = ss M3

=

8, =8

2 There are, however, two modifications: first, we need to take the factor § in the nonlinear term in Eq. (1)
into account; second, to estimate Ar+1u(’+1)(n, Jj) for r < rg, we need to use (128).
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