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ABSTRACT

The emergence of tools based on Large Language Models (LLMs), such as OpenAl's ChatGPT, Microsoft’s Bing Chat, and
Google’s Bard, has garnered immense public attention. These incredibly useful, natural-sounding tools mark significant
advances in natural language generation, yet they exhibit a propensity to generate false, erroneous, or misleading content
— commonly referred to as hallucinations. Moreover, LLMs can be exploited for malicious applications, such as generating
false but credible-sounding content and profiles at scale. This poses a significant challenge to society in terms of the potential
deception of users and the increasing dissemination of inaccurate information. In light of these risks, we explore the kinds of
technological innovations, regulatory reforms, and Al literacy initiatives needed from fact-checkers, news organizations, and
the broader research and policy communities. By identifying the risks, the imminent threats, and some viable solutions, we
seek to shed light on navigating various aspects of veracity in the era of generative Al.

1 Introduction

In his pioneering work on information theory published in 1948, Claude Shannon proposed simple statistical language models
based on letter and word frequencies capable of generating text that, although devoid of meaning, resembled human language.
With the vast amounts of digital text available for training and thanks to advances in computation, large language models
(LLMs) today are capable of memorizing and reasoning about natural language?; they can generate text that human readers
find increasingly hard to distinguish from actual human text. From early LLMs such as GPT? to more recent models such
as GPT-4* and LLaMA 25, several iterations of these technologies have achieved unprecedented sophistication in natural
language understanding and generation ability. Despite the differences in their architectures, training data, and algorithms,
LLMs principally aim to address the same task, known as “next-word prediction” — given a sequence of words as a prompt,
what word(s) should follow?

LLMs were brought to the general public’s attention in late 2022 with the release of OpenAI’s ChatGPT®, a chatbot based
on LLM technology specifically trained to generate responses as part of a conversation. Analyst reports found that ChatGPT
reached 100 million monthly active users only two months after its launch, making it the fastest-growing consumer application
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in history’. Subsequent innovations by large tech companies such as Microsoft, Meta, and Google® pushed the technology’s
profile even further. These were then followed by Alpaca® and Vicuna!®, open-source alternatives created by instruction-
tuning Meta’s LLaMA base model® with conversations from ChatGPT. Similarly, Claude!!, Falcon!?, Jurassic!?, and Jais'4
were developed through instruction-tuning of their own individual LLM models.

The proliferation of LLMs has led to concerns about an arms race in Generative Al (GenAl) among leading tech companies.
In 2020, prior to eventually open-sourcing the second release of their generative pre-trained transformer (GPT) series, GPT-
215, OpenAl cited the potential for societal harm as one of the reasons for not releasing the source code of their first model,
GPT'®. Since then, the industry has largely abandoned such a cautious stance. As a result, LLM:s are rapidly gaining popularity
among a vast number of professionals and everyday people with limited or no technical knowledge. On the research front, a
recent survey indicated a significant uptick in the number of papers containing the term “large language model” in their title
or abstract!”.

The year 2022 brought a dramatic increase in the parameter size of these models, reminiscent of Moore’s law, and a
qualitative leap in commonsense reasoning!’ and knowledge generalization'®. Some studies also point out that LLMs with
billion-scale parameters have emergent abilities that were not present in smaller models'®. Training these large models requires
extensive GPU resources. As a result, a handful of well-funded tech companies and organizations dominate technological
advances. This makes LLMs difficult to study from outside. Nonetheless, testing and validating technology is critical to
ensuring its reliability, safety, and effectiveness, especially for fast-adopted and widely-used technologies like LLMs.

We focus on one of the potential risks of LLMs in generating inaccurate, misleading, false, or entirely fabricated content.
Even though LLMs are developed with good intentions and applied to perform useful tasks, they can generate factually false
statements, known as hallucinations*® and hallucinatory explanations in defense of such statements. Although widely used,
the term “hallucination” may be misleading and encourages anthropomorphism?!. Thus, discerning fact from fiction in LLM-
generated content is difficult, and it is further complicated by the use of eloquent language and confident tone?”.

The implications of LLM hallucinations and the resulting unsolicited justifications are especially concerning in critical and
sensitive fields. For example, chatbots may become particularly appealing in information-seeking and question-answering
tasks related to public health, given that it is easier for many people to receive health advice from a chatbot than from a
physician®3. Yet, LLM:s typically lack access to updated and reliable information sources. A study involving 6,594 real-world
chatbot interactions during the COVID-19 pandemic revealed that 30% of users queried using the keyword “COVID-197%4,
This is concerning, given the unsuitability of present chatbot systems in addressing emerging topics such as COVID-19, both
before the pandemic? and in hindsight?®. A recent expert evaluation revealed that ChatGPT ended up giving a “definitive
answer to something that is not totally agreed on” on the subject of dialysis for lithium poisoning?®. Although advanced
agents such as ChatGPT, given their release timing, could potentially provide solid answers to basic health questions with well-
established scientific consensus®’, they are ill-equipped to handle evolving scientific consensus on controversial or emerging
topics.

An even larger concern arises when LLMs are used with malicious intent. There have been several discussions about
applications of LLM:s that put individuals at risk, such as the generation of inauthentic or misleading content at scale®. For
example, when ChatGPT was prompted to improve the language of a poorly written phishing email, it not only corrected it
but also, without any direct user request, added additional content at the end, asking for money?’. These capabilities will
likely extend beyond mere “proof-of-concept” demonstrations, underscoring the risk of propagating false or manipulative
information, deliberately or accidentally, with negative consequences for politics, finance, health, and society at large.

LLM-based chatbots also pose challenges to fact-checking. Fact-checkers now need to vet a surge of persuasive yet
unreliable text, especially false news generated with the help of LLMs*° and spread through social media, including by LLM-
based social bots®!. There are also questions about whether and how the public can over-rely on chatbots such as ChatGPT as
research tools for verifying information>33. Search engines such as Google and Bing have historically been seen as reliable
gateways to authoritative information sources; while in certain cases, search engines have helped amplify disinformation’,
they are more reliable as they give a clear indication of their sources, unlike ChatGPT. However, as LLM-based chatbots
become increasingly used for information-seeking, there is a risk that the public may receive unreliable information through
a modality that has traditionally been trustworthy>”. Recent incidents have highlighted the dangers of this trend, such as
Google Bard falsely claiming the James Webb telescope’s discovery of an exoplanet image® and Replika disseminating
misinformation by suggesting that Bill Gates was the architect of COVID-193°. These occurrences underscore the delicate
balance between the risks and benefits of such advanced technologies.

In summary, LLMs have the potential to mislead the public in novel ways, often in combination with or within environ-
ments such as search engines, in which users have come to expect (and assume) accuracy. Moreover, the datasets used to
train these models can introduce biases, magnifying specific viewpoints while suppressing others®’, thus raising concerns
about their widespread adoption. This article explores how LLMs like ChatGPT affect fact-checking and truthfulness, em-
phasizing the tangible risks associated with their hallucinatory capabilities and prospects for malicious use. It also discusses
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potential opportunities and strategies for addressing these challenges and the limitations of current solutions, concluding with
key objectives for individuals, organizations, and governments, advocating the harnessing of LLM benefits while reducing the
risks.

2 Risks, Threats, and Challenges

There are two sides to the information veracity problem of LLMs. On the one hand, LLMs developed with good intentions
may nevertheless be plagued by unreliable information. This could be due to unreliable, inconsistent, incomplete, or missing
training data or due to hallucinations. As a result, chatbots or Al-enhanced search may give inaccurate responses on sensitive
topics such as finance or health, as they may generate false claims or explanations. This is a risk because users may act upon,
share, and/or quote these responses later.

On the other hand, AI chatbots may be intentionally used for malicious services or activities, such as scam emails, disin-
formation websites, or bot feeds. Al-generated fabricated news websites, for example, are known to have tens of thousands of
followers on social media, directly reaching social media users worldwide. The two sides are not independent of each other;
disinformation from low-credibility sources supported by malicious GenAl applications is made available as training data for
LLMs®. While the focus of this article is on textual output, it is worth noting that Al tools with visual capabilities, such
as Dall-E*°, MidJourney*® and Stable Diffusion*! also pose substantial challenges by enabling the creation of deepfakes and
false images at an unprecedented scale*?. Malicious actors can combine fake visuals with Al-generated text to support false
claims or to create fake social media profiles on a large scale.

Traditional fact-checking has evolved to ensure the reliability of information*?, but GenAI poses real threats. The hidden,
private nature of chatbot conversations and the potential for misinformation underscore the importance of Al literacy and user
awareness. Below, we briefly outline multiple risk factors, imminent threats, and the associated challenges that arise from
direct interaction with chatbots and their deliberate malicious use.

2.1 Factuality Challenges

The ubiquitous adoption of AI chatbots can aggravate one of our most pressing challenges — the quality and reliability
of information in the digital age. Chatbots can generate false or misleading content that can be quickly disseminated and
amplified through various platforms and channels. Some of the main limitations and risks of chatbots are outlined below.

Undersourcing: LLM-generated content tends to be coherent but lacks credible sourcing?®. This issue extends beyond
chatbots to generative search engines. Studies scrutinizing generative search engines also found significant problems with
proper citations, with nearly half of the generated sentences lacking citations and only three-quarters of those that have
them actually supporting their claims**. These findings raise concerns, considering the growing trust of consumers in their
reliability.

Truthfulness: Despite their significant strides in natural language generation, LLMs tend to generate undesirable text hallu-
cinations that include nonsensical or significantly divergent output, incoherent content, and factual inaccuracies*. Although
LLMs excel in creative writing and basic explanations, they struggle with factual accuracy. This has led to their temporary
ban on platforms such as Stack Overflow*®. Multiple studies highlighted ChatGPT’s overall lack of trustworthiness?®. In
clinical contexts, it demonstrated higher accuracy (80%) in clinical questions compared to evidence-based ones (36%)*’. In
another study, ChatGPT was shown to perform better in basic clinical science tests but less effectively in specialized domains,
while GPT-4 showed greater consistency between various types of tests*®. In summary, ChatGPT is not a reliable substitute
for actual physicians. Overall, LLMs are better at deductive reasoning and less so at inductive reasoning?’, which could affect
their reliability for fact-based reasoning tasks*.

i

Confident Tone: The text generated by chatbots exudes confidence, which often makes them appear as “authoritative liars.
Their persuasive narratives can deceive readers into believing false or meaningless information due to the absence of uncer-
tainty or hedging expressions. Language models tailored for conversation tend to maintain a confident tone even when their
accuracy is compromised. Addressing this challenge is difficult because LLMs lack measures of inherent factuality and ways
to express related uncertainty. While chatbots such as ChatGPT attempt to emulate uncertainty, most safety checks rely on
hard-coded rules based on learned prompts, which can be easily circumvented.

Fluent Style: Chatbots communicate from the first person’s perspective and even digress at times like humans being, which
encourages anthropomorphism. In addition, the coherent and fluent writing style of chatbots can be persuasive to humans,
even on controversial political issues®’. Numerous studies have shown that fluency shapes the perception of truth “among
intelligent people, despite contradictory knowledge, for claims from unreliable sources™'. Further studies are needed to
examine how users perceive chatbots and their capabilities in terms of Al literacy.
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Direct Use: In traditional settings, misinformation claims gain prominence and eventually catch the attention of fact-
checkers who can debunk them. However, chatbot interactions are proprietary and occur privately and without mediation,
which makes it harder to discern their validity. The misinformation a chatbot conveys may be buried among many other true
and false claims, adding to the difficulty of detection and correction. WhatsApp has partnered with a number of fact-checking
organisations to create tiplines 2, where users can manually request verification of suspicious claims. Still, this manual process
risks being overwhelmed by GenAl content.

Ease of Access: Competition in LLMs is driving fast technological advances. Meta’s LLaMA, which came out as a
competitor for ChatGPT, is now accessible for personalized use on standard laptop hardware>® unlike ChatGPT, which is
restricted via a rate-limited API. Recent open-sourcing of models such as LLAMA 2°, Falcon’*, and Jais'# offer freely
downloadable alternatives to encourage transparent and democratized technological development. The ease of access to
LLMs can accelerate innovation, but it poses significant risks and challenges when used with malicious intent, as discussed in
Section 2.2. Tracing such malicious use will be more challenging with the growing diversity of available models.

Halo Effect: A model’s proficiency in addressing one topic might lead users to believe it can excel in any open-domain
conversations, an example of a cognitive bias known as the halo effect.. Such an assumption is risky for users who seek
information on new and urgent topics. For example, a chatbot trained before 2019 may not know anything about COVID-19
and can give wrong responses during a health crisis. Even a large, up-to-date training dataset only reflects a tiny and biased
selection of human knowledge.

Public Perception: An LLM may seem like a reliable “knowledge base” to the general public. This can lead some users
to consider LLMs as enhanced versions of search engines capable of delivering the best answers. However, this is risky, as
demonstrated by a recent incident in which an attorney presented to the court fake cases generated by ChatGPT>°. Responses
presented in the form of answers, rather than a collection of diverse links offering varying perspectives, may produce either
inaccurate or biased information. Therefore, users must learn how LLMs operate and not trust responses blindly.

Unreliable Evaluation: Another pressing issue is the unreliable evaluation of LLMs>’. Assessing subjective factors such as
“factuality” and “truthfulness” is a complex task beyond predefined and annotated benchmarks such as BIG-bench®, GLUE™,
and SuperGLUE®’. Specialized datasets have been developed to measure the factuality of LLMs, such as TruthfulQA®!, which
contains expert-crafted questions that quantify model misconception on the topics of health, law, finance, and politics. There
have also been some specialized evaluation measures such as FactScore, which evaluate factuality with respect to Wikipedia
(e.g., biography pages)®?. Benchmark datasets alone are insufficient, as LLMs may have been polluted by encountering the
same or similar data during their training®. Newer metrics such as GPTScore®, G-Eval®, and SelfCheckGPT®® attempt to
address this shortcoming in evaluations, albeit with limitations due to aspects such as positional and numeric biases, stochastic
inferencing, and self-preferencing®’. As of now, LLMs have demonstrated mixed performance on misinformation detection
tasks?%33, involving test sets consisting of scientific and social claims related to COVID-19°%. Maintaining accurate ground-
truth references, particularly for factuality assessment, is costly, subject to data drift, and remains an open research problem.

2.2 Threats Posed by Malicious LLM Usage

The widespread availability of LLMs empowers people with ideas to craft compelling and elegantly written content and
persuasive arguments, a skill traditionally held by experienced writers. Even though all technologies have both good and bad
applications, it is important to foresee potential harmful applications of LLMs, as outlined below.

Personalized Attacks: LLMs can generate text that aligns with the context of the ongoing conversation. This capability
can be exploited for malicious purposes, where a user’s prior statements, such as those from emails or social media, can be
incorporated into a prompt to generate disinformation, phishing messages, harassment or other harmful content on a large
scale. The content can be tailored to appear credible, personalized, and targeted at specific individuals or groups and can be
mixed with factual statements to make it more persuasive. The possibility of data leakage increases these risks. Cyberhaven,
a firm that provides data tracing and security solutions, recently analyzed the engagements of their clients’ employees with
ChatGPT®’ and found that 10.8% had used ChatGPT at work, 8.6% had shared company data via prompts, and 4.7% had
accidentally disclosed confidential information. The risk of data leakage is evidenced by the inadvertent disclosure of payment
details from 1.2% of ChatGPT Plus subscribers. Open-source LLMs can be manipulated to extract such private information,
which can then be used for more effective phishing attacks and other scams.

Style Impersonation: Fine-tuned LLMs will be able to generate text that emulates the style of any person, providing access
to relevant training data. Consequently, it will be relatively simple to train a model to generate text that mimics the writing
style of specific individuals, such as journalists, fact-checkers, politicians, regulators, and more. This content could then be
distributed on social media platforms in an effort to undermine the credibility of perceived adversaries.
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Bypassing Detection: Fact-checkers prioritize monitoring and verifying widely circulated claims. For example, a piece of
misinformation that has circulated a thousand times is scrutinized more than once by only ten people. However, GenAl tools
can generate infinite variations of the same content. Even if each variant reaches a small number of people, the cumulative
impact could add to that of a highly viral piece while remaining invisible to fact-checkers. This automated diversification
could undermine the safety and integrity efforts of many social media platforms, such as Meta’s third-party fact-checking
program’’.

Fake Profiles: The ability to generate credible-sounding fake profiles and content at scale will impact social media influenc-
ing, making social bots a more formidable challenge. These fake profiles will empower bad actors to infiltrate and manipulate
online communities more easily; automation will reduce costs while increasing output quality. Fake accounts can be used
to spread illicit or manipulative content, such as disinformation and hate speech, creating a skewed perception of popular
opinions and norms’'. We have already observed a large network of ChatGPT-driven fake profiles on Twitter/X>!. These
deceptive social bots engaged with each other through replies and retweets, created the false appearance of broad support for
fake news sources and posted harmful comments while evading detection. Social media users are less likely to fact-check and
more likely to share false claims when those claims appear to be liked or shared by many others’2. This creates a significant
vulnerability to manipulation by fake profiles. Potential harm could even extend to life-threatening matters. For instance,
a strong correlation has been reported between the volume of online COVID-19 vaccine misinformation and a reduction in
vaccination rates’>. GenAl can be quickly weaponized to amplify such harm at scale.

3 Addressing the Threats

Addressing actuality-related challenges in LLMs requires a comprehensive strategy, as no single solution can fully mitigate the
adverse consequences. Here, we outline various strategic dimensions that, when combined, may lead to more responsible and
constructive technological utilization. Some solutions are technological and require building an entirely new LLM. Training
a multi-billion-parameter LLM from scratch takes several months and hundreds of GPUs, which is beyond the reach of most
academics. However, smaller models, such as those of LLaMA, Falcon, or Jais, are feasible in academia. For example,
running a 7B model needs a single GPU, while a 13B model needs two GPUs.

Alignment and Safety: Safety and aligning LLMs with human values and intent have become a major concern for recent
models like ChatGPT, LLaMA 2, and Jais. In fact, safety measures are increasingly being considered in all stages of chatbot
development — data cleansing before training the base model, safety instruction-tuning’#, safety in the hidden prompt to
the chatbot, and safety in the deployed chatbot via keywords and machine learning. The availability of open-source LLMs
suggests that the effectiveness of alignment efforts, as well as other countermeasures, such as watermarking by large Al
companies may be severely limited in mitigating the potential looming threats. Nevertheless, it remains crucial to make every
conceivable effort that holds promise in restraining the counterproductive consequences of LLMs.

Modularized Knowledge Grounded Framework: One area where current LLMs significantly fall short is in producing
timely, thorough, and well-organized presentations of factually dense information, such as situational and strategic reports.
One way to ameliorate this shortcoming in the context of pre-trained LLMs involves a multi-step automated framework for
gathering and organizing real-time event information. This modular design can create factually accurate content, which can
be further refined using an LLM, as exemplified by SmartBook’>. Initially developed for efficient ground-level reporting
during the Russia-Ukraine conflict, SmartBook used LLMs to generate initial situational reports by streamlining event-based
timelines, structured summaries, and consolidated references.

Retrieval-Augmented Generation: Retrieval-augmented generation (RAG)’%77 incorporates contextual information from
external sources into text generation. RAG mitigates the challenge of LLMs producing inaccurate content by enhancing their
capabilities with external data. However, it requires efficient retrieval of grounded text at scale and robust evaluation.

Hallucination Control and Knowledge Editing: There are two types of LLM hallucinations’®: (i) faithfulness, when the
generated text is not faithful to the input context; and (ii) factualness, when the generated text is not factually correct with
respect to world knowledge. Most recent attempts focus on solving the hallucination problem during the inference stage
based on an LLM’s self-consistency checking’®, cross-model verification3®3!, or checking against related knowledge®?. The
assumption is that an LLM has knowledge of a given concept, and sampled responses are likely to be similar and contain
consistent facts. Another promising line of research focuses on opening up LLMs for knowledge editing. Factual errors can
then be localized and fixed by injecting factual updates into the model®>-7. Existing methods focus on factual updates for
triples by precise editing. This can be extended to more complex knowledge representations, such as logical rules in the
future. Another challenge is to evaluate the “ripple effects” of knowledge editing in language models. Current knowledge
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editing benchmarks check that a few paraphrases of the original fact are updated and some unrelated facts are untouched.
More research must explore whether other facts logically derived from the edit are also changed accordingly.

Alleviating Exposure Bias: Exposure bias, i.e., favoring preexisting inductive biases over new ones, persists as a challenge
in natural language generation, affecting the output quality of LLMs trained on fixed datasets®®. Solutions such as selective
upgrade, which dynamically derives relevant instruction-response pairs, aim to address this by improving the ability of LLMs
to generalize effectively beyond their training data®®.

Better Evaluation: Existing evaluation methods such as BERTScore”® and MoverScore’! assume similar training and eval-
uation data distributions, which do not align with the evolving capabilities and requirements of LLMs. This discrepancy is
particularly evident in scenarios involving zero-shot instructions and in-context learning, which prominently constitute dis-
parate data distribution scenarios. Recently proposed evaluation measures such as GPTScore® and G-Eval® have shown
reasonable correlations with human assessments in various tasks, including consistency, accuracy, and correctness. However,
weak correlations (around 20-25%) remain in factuality assessments®*, suggesting that there is room for improvement. One
potential direction is customizing factuality instructions for specific domains, such as medicine or law. Similar adjustments
have demonstrated improved factuality assessment in the case of SelfCheckGPT®®, which is based on the idea that consistently
replicable responses are rooted in factual accuracy, as opposed to those generated through stochastic sampling or hallucination,
which tend to exhibit more variation.

Privacy and Data Protection: While organizations like OpenAl have implemented privacy controls and undergo periodic
cybersecurity audits®?, user studies call for Al systems to adhere to additional data protection regulations, emphasizing steps
like data anonymization, aggregation, and differential privacy”>. While the European Union’s AI Act®* has transparency-
related obligations based on identified risk levels, stronger regulation might facilitate access to third-party fact-verification
APIs/plugins. Chatbot users could then opt-in to use such tools whenever verification is critical to the conversation.

Recognizing Al-Generated Content: LLM output is already nearly indistinguishable from human-written text”. For ex-
ample, state-of-the-art tools to detect Al-generated content failed to distinguish between legitimate Twitter/X accounts and
those managed through ChatGPT>!. Furthermore, previous misinformation detectors’® trained from automatically generated
fake news training data still perform poorly on detecting human-generated or edited fake content”’. Future models will likely
narrow this gap further, making attempts to label Al-generated text unreliable. Watermarks will also be easy for malicious
actors to bypass. Therefore, it is important to study multiple generators in multiple domains, for multiple languages, and
using different detectors, and also to maintain constantly growing collections of up-to-date machine-generated content as in
the M4 repository”. This issue parallels the rapid advancement of deepfake technology in various media formats, including
fake videos, manipulated images, altered audio clips, and stylized text’®°°. The emergence of sophisticated tactics, such
as paraphrasing attacks aimed at evading detection® and adversarial perturbations resistant to image and video compression
codecs!?, underscore the pressing need to address these concerns. Devising a robust and fool-proof detection technique, akin
to a cat-and-mouse game, remains a formidable challenge.

Content Authenticity and Provenance: As Al-generated text becomes ubiquitous, fully human-written text may become
more valuable. Technologies and standards for content authenticity and provenance already exist for video and image con-
tent'?!. These standards describe a way to cryptographically sign content so that the metadata around its creation can be
proven not altered. We could use similar methods for text content to prove that they are not Al-generated. Since Al-generated
content can cause harm when it spreads on social media, provenance proofs could be imposed to limit the spread of fake
content before it has reached many people®s.

Regulation: Various regulatory efforts have emerged in light of the disruptive impact of emerging technologies. A new
rule in China requires watermarks for Al-generated content, while ChatGPT was temporarily banned in Italy due to GDPR
compliance concerns before being finally allowed after due compliance on transparency'??. The European Union’s AI Act is
likely the first to regulate high-risk Al applications spanning multiple sectors”*. In the USA, the Federal Trade Commission has
issued warnings against creating misleading tools, emphasizing their prohibition under existing regulations and signaling the
potential application of these rules to GenAI'93. Along similar lines, the Canadian Directive on Automated Decision-Making
has prescribed extensive guidelines that promote data-driven practices and federal compliance, transparency, and reduced
negative algorithmic outcomes'®*. One of the challenges to the effectiveness of Al regulation stems from rapid technological
advancements. On the one hand, controlling LLMs and their users can be as challenging as handling individuals engaged in
phishing and misinformation. On the other hand, bad actors using open-source models will not be bound by regulation.

Public Education: Public awareness of deceptively “slick” content is essential, similar to our skepticism towards images
doctored through Photoshop. This awareness extends to deepfake visual technology. A constructive way for experts to
contribute to such education is through resources such as tutorial videos and code, explaining the basic technology behind
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ChatGPT. However, raising awareness about LLM-based chatbots is challenging, as the risks they pose demand immediate
attention, unlike the gradual understanding of deepfakes for visual content that has developed over the last few years. An-
other caveat is that skeptical citizens may lose trust in credible, authoritative sources of information, and thus become more
vulnerable to conspiracy theories.

4 Fact-Checking Opportunities

Leveraging LLMs to foster factuality is as important as addressing the challenges of LLMs. In fact, one could argue that
verifying the truthfulness of a claim may be more important than detecting whether it is Al-generated. LLMs present several
promising opportunities for fact-checkers and journalists, some of which are highlighted below. It is important, however,
to remain vigilant about the challenges and the ethical considerations associated with such applications of LLMs, including
bias, transparency, and the potential for misuse. Balancing the advantages of LLMs with responsible and ethical practices is
essential to harness their full potential in domains such as fact-checking.

Fact-Checking Support: Although GenAl models lack a concept of truth, they can be used to assist fact-checkers in veri-
fying claims. LLMs can transcribe speeches, debates, interviews, online videos, and news broadcasts, summarize extensive
documents, and help create concise lists of crucial claims'®~107. These claims can be further organized into fine-grained
claim frames, and the claim-claim relations can be utilized for cross-media cross-lingual fact checking!®® and factual error
correction'?”. This capability is particularly valuable for processing large volumes of news content, enabling fact-checkers to
monitor a vast amount of potentially misleading information. After a fact-checked article has been published, the same claims
often reappear. LLMs can help identify sections of documents that repeat a previously fact-checked claim or that make a claim
semantically equivalent to a previously verified one. This task does not involve determining the factuality or the falsehood
of the claim, as this was already established by fact-checkers or journalists*3. Such promising opportunities for LLMs to
support fact-checking come with some caveats. First, there are risks of errors when summarizing long documents, such as
omitting important context or inserting plausible text that is outside the source material. Second, we need to understand how
humans will interact with Al-aided fact-checking. A recent study found that fact-checks generated by ChatGPT, even when
accurate, did not significantly affect participants’ ability to discern headline accuracy or to share accurate news>>. Worse, they
were harmful in specific cases, such as increasing beliefs in certain false claims. These findings highlight the importance of
evaluating unintended consequences of GenAl applications.

Stance Detection: There are indications that ChatGPT and other LLMs can help with downstream fact-checking tasks, such
as stance detection!!?. On the other hand, whether the LLM has seen the test data, as it was trained on many publicly available
datasets remains as a partinent question. Recent studies suggest that ChatGPT is more inclined to excel in stance detection
tasks compared to tasks involving emotions or pragmatic analyses, even though it might not have undergone pre-training on
evaluation sets explicitly tailored for stance detection tasks'!!.

Domain-Specific Chat Support: There have been attempts to use LLMs to provide a chatbot interface to a domain-specific
controlled corpus'!'?. Organizations could provide such a service to allow users to search for information on a collection
of factually verified articles. Some caution is needed, as LLMs can insert plausible but incorrect information even with a
controlled corpus.

5 Conclusion

Any tool capable of generating novel content also has the potential to produce misleading content!!3. Therefore, anyone using
LLMs to compose news articles, academic reports, emails, or any text must verify even the most basic facts, regardless of how
fluent the text appears. Given the rapid and widespread growth in the use of LLMs, society must act quickly with appropriate
regulation, education, and collaboration. Below, we propose an urgent agenda for individuals, governments, and democratic
societies.

Coordination and Collaboration: Towards ensuring the responsible development and deployment of GenAl technologies,
nations must make coordinated research investments and establish infrastructure capable of dynamically adapting legislative
safeguards, much like the measures in place for other groundbreaking technologies such as human germline editing!'*. More-
over, fostering collaborations between political actors and industry leaders is essential to prevent an arms race between Al
and Al-detection tools. By coordinating these efforts globally, we can promote transparent, constructive, and responsible
technological development, ensuring that GenAl benefits humanity while minimizing potential risks and abuses.

Regulations: Key components of comprehensive regulations in the realm of GenAl include stringent law enforcement to
mitigate intentional or inadvertent harm from technology use!'>, regulatory frameworks for high-risk tech production and
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sales'®, and industry-wide standards for ethical GenAl usage. Special attention should be paid to creating guidelines for
journalists who use GenAl and for labeling public ads generated by Al. Adopting standardized evaluation measures tailored
to critical sectors will also be vital to ensuring that technology benefits society while minimizing the risks*® %4,

Promoting Al Literacy: To promote Al literacy globally, we recommend three key actions: (i) conducting Al literacy pro-
grams for people of all ages'?, (ii) incorporating Al education with an emphasis on ethics into the graduate-level curricula''®,
and (iii) sensitizing digital consumers to the potential harms and root causes of GenAI'!”. These measures will empower

individuals to engage with Al responsibly and safely, fostering a more knowledgeable and aware global community.

Technological Development: As common R&D best practices, we recommend integrating clear and accessible informative
material for users upfront to clarify the limits (e.g., in terms of factuality) and the risks (e.g., because of the “authoritative”
tone) of LLMs. To enhance safety, robust guardrails should be implemented in LLM-based conversations''3. Chatbots should
be equipped with evidence-supporting capabilities''® to bolster credibility, while external knowledge sources like retrieval-
augmented LLMs and knowledge graphs can ensure factual consistency!?’. Lastly, the development of coordination detection
algorithms is essential to identify suspiciously similar and potentially harmful content!?! generated by malicious actors using
LLMs?.
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