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Abstract— Ice-penetrating radar systems are critical instru-
ments for observing the subsurface conditions on Earth’s ice
sheets. Traditionally, ice-penetrating radars have not been widely
accessible to the glaciological community (as in the case of
resource-intensive airborne systems) and/or have been limited
in their ability to be reconfigured and optimized for studying
different glaciological targets (as in the case of hardware-
defined radar systems). To alleviate the challenges associated
with this situation, we have developed the Open Radar Code
Architecture (ORCA), which is an open-source radar software
codebase that allows commercially available software-defined
radios (SDRs) to be used as coherent ice-penetrating radars.
Here, we describe the architecture of our code, characterize
coherence on SDR-based radars, and demonstrate techniques we
use to improve SNR and overall performance. We also highlight
the variety of SDR options available to potential users and discuss
tradeoffs between different system configurations.

Index Terms— Ice-penetrating radar, radar remote sensing,
radar sounding, software-defined radio (SDR).

I. INTRODUCTION

T
HE cryosphere is one of the most sensitive components of

the Earth system to a changing climate [1]. In particular,

Earth’s polar ice sheets represent the largest contribution

to uncertainty in mean sea level rise by 2100 according

to the Intergovernmental Panel on Climate Change (IPCC)

models [1]. Reducing uncertainty in predictions of future

global sea level change requires a better understanding of the

physical processes and conditions underlying ice sheet motion,

as well as improved models that better capture the relevant

physics and processes. Ice-penetrating radars, also known as
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radio echo sounders, are a widely employed class of instrument

whose measurements are used to estimate numerous glacio-

logical conditions relevant to ice sheet models [2], [3]. These

glaciological conditions include ice thickness, basal material,

basal roughness, englacial and basal thermal state, englacial

water, englacial layering, crystal orientation fabric, and other

properties. Information about these conditions may be directly

derived from ice-penetrating radar observations or they may be

determined using inversion-based estimation techniques [4].

Traditionally, ice-penetrating radars used in glaciology

have been limited to a few airborne systems (e.g., [5], [6],

[7], [8]), semi-custom ground-based systems (e.g., [9], [10],

[11], [12]), adaptations of commercial ground-penetrating

radars (e.g., [13], [14]), and other one-off systems developed

by individual research groups (e.g., [15], [16]). All of these

systems have distinct benefits and drawbacks, as well as

their own unique resource constraints. A drawback shared

amongst many existing systems is that they are rigid in their

system design. In other words, once the radar system has

been designed, tested, and built, it is very difficult to modify

its configuration, which may be necessary to study different

glaciological targets. Furthermore, the existing systems that are

capable of surveying moderate to extensive spatial areas are

so resource intensive that their field campaigns often require

significant national or multinational support (e.g., [17]). This

makes targeted data collection with these systems an unreal-

istic option for many research groups.

Software-defined radios (SDRs) are radio communication

systems that implement core functionality, such as filtering,

mixing, amplification, modulation, and demodulation, primar-

ily in the digital domain, as opposed to using dedicated analog

electronic circuits. Moving this core functionality from the

analog to the digital domain increases the flexibility of the sys-

tem, typically widening its operating frequency range, at the

expense of fine-tuned performance. Utilizing SDRs as radar

transceivers increases flexibility in the implementation of radar

systems, particularly in terms of waveform design, choice of

center frequencies and bandwidths, rapid reconfigurability, and

system architecture choices.

Recently, SDRs have been used as the backbone for sev-

eral cryosphere-focused remote sensing systems. In [18],

an Ettus E312 SDR was mounted on a hexacopter uncrewed

autonomous system (UAS) to map snow depths. A bistatic ice-

penetrating radar with wireless synchronization was developed
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Fig. 1. (a) Cartoon of a typical ice-penetrating radar survey geometry. An electromagnetic signal is transmitted from the radar, which is depicted here on
an airborne platform. These signals reflect off dielectric contrasts, such as the air–ice interface and the ice–bed interface. (b) Setup for a “loopback” test in
which the SDR transmit port is directly connected to the receive port through an attenuator and coaxial cable that introduces a fixed time delay, which is
dependent on the cable length. (c) Example of data produced by such a loopback test (after pulse compression), showing both the direct coupling internal to
the SDR and the signal transmitted through the coaxial cable (red dots). Data collected on an Ettus B205mini SDR.

in [19] using an Ettus E312 for its receiver, and successfully

observed basal reflections from 1000 m thick ice. A passive

radar sounder, using the sun as a signal source, has also

observed basal reflections from 1000 m thick ice and is like-

wise based on an Ettus E312 SDR [20], [21]. The development

of a mobile, ground-based ice-penetrating radar system that

uses several SDRs from National Instruments and Ettus is

detailed in [22] and observed basal reflections from ice as

thick as 800 m.

To improve community access to large-scale ice-penetrating

radar measurements, the Stanford Radio Glaciology Lab

has developed the Open Radar Code Architecture (ORCA).

ORCA is an open-source radar software codebase (available

at https://github.com/radioglaciology/uhd_radar), which can

be deployed on commercially available SDRs in the Ettus

family [23]. This new codebase provides researchers with

the ability to build reconfigurable coherent ice-penetrating

radar systems from commercially available components and

included open-source hardware designs at a relatively low

cost. Using this codebase, SDR-based radars can mimic char-

acteristics of the most common airborne and ground-based

systems in use today, democratizing access to ice-penetrating

radar technology. We have deployed ORCA on two distinct

SDR-based ice-penetrating radar systems: a mobile, ground-

based system using an Ettus X310 [24] and an uncrewed

autonomous vehicle (UAV)-borne system using an Ettus

B205mini-i [25].

II. PROTOTYPICAL RADAR SYSTEM

Fig. 1(a) shows a conceptual example of an ice-penetrating

radar system deployed on an airborne platform. The nadir-

looking radar emits an electromagnetic signal, often pulsed

(e.g., [5], [7]), or in some cases continuous (e.g., [9], [10]).

Some of the transmitted signal is reflected off the air–ice

interface back to the receiver, while a portion of the signal

is transmitted through the surface and reflects off subsurface

dielectric contrasts, including internal layers and the ice–bed

interface, before propagating back upward through the ice

column to the receiver. The radar system demonstrated in this

article is designed to emit a modulated waveform (e.g., but not

limited to, a linear frequency-modulated chirp) and to receive

samples that are phase-coherent relative to each transmitted

pulse. We use the terms pulses, chirps, transmissions, and

waveforms interchangeably in this work. We refer to samples

as the individual data points that make up a pulse, chirp,

transmission, or waveform.

Because testing ice-penetrating radar equipment in situ is

a logistically challenging endeavor, we primarily test our sys-

tems in a laboratory setting using a “loopback” configuration

as shown in Fig. 1(b). In this setup, the SDR transmit port

is directly cabled to the receive port, with at least 30 dB of

in-line attenuation added to prevent receiver damage. Varying

lengths of coaxial or fiber optic cable can be used as delay

lines to simulate round-trip propagation of the radar signals

through ice (vcoax ∼ 1.98e8 m/s, vice ∼ 1.68e8 m/s).

Fig. 1(c) shows the results from a loopback test, where

100 m of coaxial cable is connected between the transmitter

and receiver. The loopback peak is visible at an effective

distance of 50 m. A direct path peak resulting from internal

leakage of the chirp between transmitter and receiver is also

visible at an effective distance of 0 m. We plot distances in

terms of an effective distance, corresponding to the one-way

distance to a reflector, as opposed to the round-trip distance

directly computed from the two-way travel time. The data

in Fig. 1(c) was collected using a linear frequency-modulated

chirp and processed using pulse compression, also called

match filtering. The match filtering process produces side-

lobes, which are visible in Fig. 1(c). The nature of the

sidelobes is dependent on the amplitude of the transmitting

waveform and can be modified by applying window functions

to the pulse [26]. Beyond a distance corresponding to the

pulselength, the sidelobes end and the noise floor is visible.
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III. RADAR CODE ARCHITECTURE

The radar code is designed to repeatedly transmit a

pre-generated waveform (such as a chirp) and receive syn-

chronized returns (reflections) of these waveforms. In order to

achieve the highest possible duty cycle, our code splits this

task between two threads: a scheduler thread responsible for

enqueueing commands for the SDR and a data-writing thread

responsible for pulling received data from the SDR and storing

it in persistent memory. The SDR-interfacing code is written in

C++ and does not utilize any custom field-programmable gate

array (FPGA) code, maximizing its flexibility and portability

between different SDRs. Pre- and post-processing code is

written in Python and described further in Section VII.

The Ettus SDRs use a system of first-in-first-out (FIFO)

command queues for managing requested operations. These

queues are implemented on FPGAs in each Ettus device, and

execution of the commands has deterministic timing relative to

the system clock. Commands can be assigned to run at specific

times and will wait at the top of the queue to be executed until

the assigned time is reached. Time-synchronized operations

can be performed by enqueueing back-to-back transmit and

receive commands with the same start times or with a fixed

offset. The command queues are relatively short in length and

a failed command can quickly cascade into additional errors,

so the state of the queue should be actively managed by the

host computer, especially for high duty cycle operation.

In addition to managing the command queues, the host

computer needs to pull data from the SDR and write it to

some form of persistent storage. This process is limited by

the host computer’s processing power, the bandwidth of the

interface between the SDR and the host computer, buffer

space on the host computer, and a range of other factors that

are dependent on the specific system architecture (e.g., the

particular Ethernet or USB host controller and write speed

of storage devices). Due to other processes running on the

host, the exact rate at which data can be transferred and

stored is effectively non-deterministic. Because of this non-

determinism, our radar code uses a separate thread solely

responsible for receiving and storing data from the SDR. The

scheduler thread and data-writing threads are synchronized

by simple counters that track the number of transmissions

enqueued, the number successfully received, and any errors

that occur. The overall architecture of the code is depicted

in Fig. 2.

This separation of data storage (a highly buffered process

with non-deterministic timing) and command scheduling (a

minimally buffered process with tight timing constraints) is

necessary to achieve high duty cycle operation. The command

queue maximum lengths are quite short (eight commands on

most Ettus SDRs), so the host software must continuously

manage the queue to ensure that the next transmit and receive

commands are enqueued before their scheduled times. Because

the commands are small, they do not use much bandwidth over

the link between the computer and SDR.

In contrast, retrieving the data from the SDR is a high

bandwidth operation and the rate at which the computer can

read and record this data can vary significantly as the operating

system switches between the numerous processes being run

Fig. 2. Radar code runs on a host computer and manages the SDR through
two threads highlighted by dashed blue boxes: a scheduling thread responsible
for managing the SDR’s command queue and a data-writing thread that
receives and stores data.

on any standard computer. Data buffers, both on the SDR

and on the computer, allow for this non-deterministic timing

of reading data. By keeping this process separate from the

command scheduling, this architecture greatly reduces the

impact of delays in transferring data on keeping the command

queues full.

A. Error Handling

When data is not transferred fast enough (resulting in empty

or full buffers) or commands are not enqueued prior to their

scheduled times, errors can occur (more details on errors can

be found in Section VIII-A). When an error occurs, it usually

means that the host computer has fallen behind, leading to

cascading errors. To mitigate this, the host code detects errors

and temporarily increases the time before the next transmission

to allow the host computer to catch up. Data about errors is

stored in a log file so that post-processing code can reconstruct

the exact timing of each transmission.
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B. Data Storage, Metadata, and Configuration

After the desired number of pulses has been collected, the

host computer directs the SDR to stop transmitting and record-

ing, and begins the data storage process. Radar data is saved as

interleaved in-phase and quadrature samples (IQ format), with

bit depth dependent on the specific SDR used. Metadata is also

saved at this time including the configuration file (described

below), a log file, and optionally a GNSS file. The log file

records errors encountered by the SDR during data reception,

as well as the version of code used, which is required

for post-processing. The GNSS file may be recorded when

SDRs that accept GNSS input feeds, in particular those with

GPS-disciplined oscillators, are used. In this case, radar data

is timestamped with the GNSS time and GNSS positioning

data can be recorded at a user-specified interval. All data and

metadata files are timestamped with the date and time at the

end of the recording.

At runtime, the user provides a configuration file in

YAML format, specifying the desired radar and data storage

parameters. The configuration file contains options for set-

ting waveform-related parameters (e.g., chirp type, window

function, bandwidth, pulse duration, and sample rate), SDR

communication parameters (e.g., device IP address, clock

frequency, and data format), RF parameters (e.g., center

frequency, receive and transmit gain, local oscillator (LO)

offset, and sample rate), and data collection/storage parameters

(e.g., recording length, pulse repetition frequency (PRF), radar

data storage location, GNSS data storage location, and maxi-

mum file size). An option is also included to specify whether

the system should transmit (i.e., be an active radar system) or

only record data without transmitting (i.e., be a purely passive

receiver). Default configuration files for example systems are

included in the repository. A single configuration file fully

defines the entire radar system, allowing the code to be

easily deployed on many types of SDRs. Furthermore, the

configuration file is automatically saved along with the radar

data, ensuring that all necessary parameters for post-processing

are readily available and facilitating the use of common

post-processing code across multiple instruments. An example

configuration file is included as a supplement to this article,

and more configuration files can be found in the GitHub

repository.

IV. SIGNAL COHERENCE CHARACTERIZATION

AND ANALYSIS

Numerous processing methods have been developed and

applied widely to ice-penetrating radar data to improve the

signal-to-noise ratio (SNR) and/or resolution of targets within

the ice [4]. A select number of processing methods have

been developed for impulse radar systems [27], but because

chirped airborne ice-penetrating radars have collected much of

the existing radar data over the Greenland and Antarctic ice

sheets, many more processing methods have been developed

for and applied to coherent chirped radar data. These methods

include, but are not limited to, both unfocused [28] and

focused [6], [8], [29] synthetic aperture radar (SAR) process-

ing, specularity analysis [30], layer-optimized synthetic aper-

ture processing [31], swath imaging [32], interferometry [33],

Fig. 3. Signal coherence testing was performed for both SDRs in a loopback
configuration. Mean signal power dips only slightly relative to the single
recording (unstacked) mean. This indicates good coherence of the system.

and polarimetry [34]. Crucially, all of these methods rely on

phase coherence of the transmitted signal with the receiver,

such that, for a given radar location and unchanging scene, the

phase of the reflection, after cross correlation, is unchanging

with time.

Some confusion can result from the binary categorization

of radar systems as “coherent” or “incoherent.” To help

clarify, we distinguish between three common uses of the term

coherence:

1) A coherent radar system is one in which the hardware

is designed such that a transmitted signal reflecting off

of a fixed set of targets is recorded with identical range

and phase for each measurement.

2) Coherent processing is any post-processing done across

measurements that rely upon the use of digitized

in-phase and quadrature voltage signals (as opposed to

using only the square or magnitude of the voltage signal)

so that the coherence property of the radar, described

in (1), can be used to improve SNR or resolution.

3) Particular imaged scenes or objects are sometimes called

coherent, referring to either the predictability of phase

changes as a function of time and/or space, or to con-

structive interference among multiple targets in a scene.

These definitions are highly dependent on the imaging

geometry and purpose of the data acquisition; however,

they are not properties of the radar system itself, so we

do not consider them here.

While no hardware system is perfectly coherent, in practice,

many systems, including ours, are close enough to being

perfectly coherent that this subtlety can be ignored. For most

applications, if the drop in mean signal power with a large

amount of stacking is small compared to the targeted SNR,

the system may be considered coherent. As shown in Fig. 3,

the drop in signal power is about 0.1 dB. The exact degree

of system coherence varies with both the choice of SDR and

configuration settings (e.g., sample rate and bandwidth).

In common SDR architectures, reduced signal coherence

comes from phase noise, which is a manifestation of the

timing jitter caused by drift within and between onboard clocks

and LO(s) [35]. We quantify the coherence of our systems

by transmitting repeated pulses in the loopback setup shown
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Fig. 4. Single-pulse variance of the reflection phase matches well to the
expected (1/SNR) value of about 33◦. Over a long recording, the system drift
may be estimated by a linear regression over the phases. The observed drift
of less than 0.5 m◦/s is inconsequential for most applications. Data collected
on a B205mini SDR in a loopback configuration with approximately 20-dB
single-pulse SNR.

in Fig. 1(b) and comparing the signal peak magnitude and

phase when averaging over varying numbers of transmitted

pulses. Fig. 3 shows these results as a function of coherent

integration time, which is the elapsed wall clock time cor-

responding to the duration of measurements over which we

average (wall clock integration time).

Theoretically, as long as signal power remains constant,

every 10x increase in the number of coherently integrated

pulses will result in a 10-dB increase in SNR (10-dB decrease

in noise power) [36]. In our system, the power drops only

slightly (0.1 dB) with increased stacking, as seen in Fig. 3,

indicating good coherence. The slight drop in signal power

of about 0.1 dB observed in Fig. 3 is a result of phase noise

internal to the SDRs [35].

Another metric for evaluating coherence is to look at the

long-term phase stability in a loopback setup. The variance of

the phase of a reflection is commonly approximated as [37]

Var(φ) ≈
1

SNR
. (1)

Fig. 4 shows measured phases of a loopback peak over a

25-min recording. By fitting a linear regression to the phases,

the phase drift can be estimated. If desired, this drift can

subsequently be removed from the recorded data by multiply-

ing the data with a complex exponential containing a linear

phase progression that is the inverse of the estimated phase

drift. For many ice-penetrating radar applications, particularly

those utilizing moving platforms, this level of improvement

in coherence may not be necessary. We note that care should

be taken to ensure that phase drift estimated in field data is

intrinsic to the radar and not a property of the scene being

imaged.

V. NOISE SOURCE CHARACTERIZATION AND ANALYSIS

Ice-penetrating radars are affected by several types of noise

including thermal noise, external environmental noise, quan-

tization noise, and leakage from internal components such as

switching power converters or LOs [36], [38]. Noise sources

may be described and modeled as incoherent (i.e., thermal)

TABLE I

POTENTIAL NOISE SOURCES AFFECTING ICE-PENETRATING

RADARS AND CORRESPONDING MITIGATION OPTIONS

or coherent (i.e., speckle, LO leakage). Both types affect the

radar’s ability to detect small signals, but each type requires

different mitigation approaches. While incoherent noise can be

reduced through averaging, coherent noise cannot be, since it

adds in-phase with the signal. Understanding the types of noise

affecting the radar system and mitigating them appropriately

is, thus, essential to improve the radar’s performance in terms

of signal detection and SNR. Table I shows an overview

of noise sources that may affect ice-penetrating radars and

options that exist to mitigate those noise sources.

Spectral analysis techniques may be used to determine

relative contributions of different noise sources and to inves-

tigate a noise source’s impact on a radar system’s sensitivity.

Alongside spectral analysis, a nuanced understanding of the

radar system’s architecture, and in our case, the architecture

of the underlying SDR, is important to understand the system’s

noise characteristics.

A. LO Leakage

Spectrograms are a powerful tool for understanding various

noise sources that may be present in radar systems. Fig. 5

shows how various common noise sources may manifest

themselves in spectral analysis. In Fig. 5(a), the impacts of

LO leakage are clearly visible alongside a linear FM chirp.

LO leakage is a form of coherent noise and limits the SNR

gains achievable using pulse compression because the portion

of the reference (transmitted) chirp centered around 0 Hz

baseband is present in the received data at all delays, partially

or wholly obfuscating reflections of the full linear FM chirp.

To address the issue of LO leakage, the LO frequency can

be tuned to a center frequency outside the chirp bandwidth,

the digitally generated chirp signal can be moved away from

baseband such that the LO contamination does not affect the

chirp bandwidth of interest, or the frequencies corresponding

to the LO leakage may be filtered out (using a notch filter)

either during digital chirp generation or via analog filters in the

front end. Our code provides support for any of these methods

except the use of analog filters in the RF front end, as this

would require a user-specific hardware implementation. While

tuning the LO frequency outside of the chirp bandwidth either

digitally or via RF/DSP, tuning is an attractive option on the
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Fig. 5. Spectrograms showing various artifacts that may occur depending on the selected configuration. (a) As with all quadrature transceivers, some leakage
of the LO into the output signal occurs. (b) LO fed to the mixer is generated by a PLL, which contains frequency spurs depending on the exact configuration.
(c) For the same settings except with phase dithering enabled, the LO and its frequency spurs are significantly reduced; however, copies of the transmitted
chirp centered at the frequency spurs remain in the signal.

surface; it limits the available bandwidth that the chirped signal

can occupy. This is because the sample rate of the system

will be centered around the tuned LO frequency and the chirp

will inherently be one-sided around this new LO frequency,

as opposed to occupying frequencies both above and below

the LO as before. While this may be an acceptable tradeoff in

some applications, it is often desirable to maximize the chirp

bandwidth to enhance range resolution [37]. In applications

necessitating maximal bandwidth, we suggest users consider

processing options that include a notch filter around baseband

to alleviate LO impacts.

The Ettus SDRs all use phase-locked loops (PLLs) to

generate the LO signals. Although an ideal LO contains only a

single frequency, the PLL output used as an LO contains other

frequency components, known as spurs [39]. The location

and strength of these spurs depend on the reference oscillator

frequency, the tuning frequency, and the design of the PLL.

In general, we have found these spurs to be more problematic

on the B205mini SDR, which always uses fractional-N PLLs.

Fig. 5(b) shows examples of these spurs, with significant

stacking applied to make these spurs visible. These spurs

can be mitigated in stacked data by use of phase dithering

(see Section V-E); however, as shown in Fig. 5(c), if the spur

was present in the transmit LO signal, copies of the chirp will

be maintained after phase-dithering, centered on each spur.

B. Switching Noise

Noise from switching DC–DC power converters can also

couple into the receiver system and is often difficult to detect

in a spectrogram. Fig. 6(a) shows an example of this noise in

the time domain when a commercial switching power supply

is used in close proximity to the receive antenna. The roughly

2 MHz repetition frequency of the spikes corresponds to the

switching frequency of the power supply. Note that there is no

electrical connection between the power supply and the SDR

in this test setup. The recorded noise is the result of radiated

emissions. Switching noise is typically not coherent, but it

still presents a nuisance for recovering and interpreting weak

and/or distant reflections. As shown in Fig. 6(b), the switching

power supply noise can be reduced by coherent summation;

Fig. 6. (a) Noise from a switching power supply presents in the raw
time-domain samples as spikes at a rate of 2 MHz (the power supply switching
frequency). (b) Effect of this is to increase the initial single-pulse noise floor.
While the noise floor can still be reduced by coherent integration, starting at a
lower noise floor is desirable to increase SNR for a given coherent integration
time. Data collected on a B205mini.

however, the noise level for a given coherent integration length

always remains elevated compared to the noise-free case.

Switching noise from power converters is often best mitigated

by improving the design of the power supply, making use of

non-switching power converters, or including more effective

shielding [38].

C. Radio Frequency Interference

External environmental (e.g., man-made) noise or radio

frequency interference (RFI) typically presents less of a

problem for active radar systems as compared to passive

ones (e.g., [21], [40]), but nonetheless can be a nuisance.
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The inherent flexibility of SDR-based radar systems pro-

vides several options for mitigating RFI. One option involves

conducting a spectral scan at the field site and using sta-

tistical methods to determine which frequency bands have

RFI contamination and which do not [21]. Then, only the

clean frequency bands can be selected for use in the radar

survey. Another option is to perform post-processing RFI

removal to filter out in-band contamination prior to additional

processing [21], [40].

D. Thermal Noise

Thermal noise (also called Nyquist noise or Johnson noise)

is the noise generated by thermally induced movement of

bound charges, such as electrons [41]. The random fluctuations

of thermal noise can be modeled as an additive white Gaussian

noise source [42]. Because thermal noise is additive and inco-

herent relative to the radar signal, its impact can be reduced

through averaging [36]. For complex-valued data, coherent

averaging of N samples preserves the signal magnitude and

phase, while reducing the mean noise power by a factor

of N [19], [36]. Operating in a thermal noise-dominated

regime is thus advantageous, because coherent averaging of

data collected from a perfectly coherent radar system can,

in theory, produce infinite decreases in mean noise power, and

thus infinite increases in SNR. In reality, these performance

improvements are finite, even for a perfectly coherent radar

system, because eventually multiplicative noise such as clutter

or sidelobes will become dominant over the remaining thermal

noise.

Understanding that the dominating noise regime at any

given stage of the radar system and data processing pipeline is

critical for systems without significant performance margins,

as is the case in most SDR-based radar systems. Different

noise regimes cause different limits on system performance,

and overcoming these limits requires distinct techniques

depending on the primary noise source. Below, we explore

the impacts of coherent noise and how it is addressed in our

radar platform.

E. Phase Dithering to Overcome Coherent Noise

Most radar systems we envision being built upon this

architecture will have the noise for each recorded pulse

dominated by an additive noise source, such as thermal noise

at the antenna. As long as the target(s) of interest remain

phase coherent (i.e., are not moving in the scene), coherent

averaging across multiple pulses can then be used to reduce

the noise power level while keeping the signal power constant

(coherent summation, as opposed to averaging, would result

in increased signal power and constant noise power) [36].

As the noise floor decreases, however, the system eventually

will become dominated by a noise source that is coherent with

the transmitted and received signals. Clocks and oscillators

internal to the SDR that leak directly into the transmitted

or received signal may be such a noise source. Eventually,

clutter or sidelobes may also appear to be a limiting coherent

noise source. Because these noise sources are coherent with

the radar system, the mean noise power will level off as

Fig. 7. Mean noise power as a function of number of coherent stacks
(averages). The thin dotted orange line shows a coherent noise-dominated
system, where mean noise power levels off as the stacking amount increases.
Shifting the LO away from the signal (thick dashed orange line) allows for a
lower mean noise power but the system still reaches a coherent noise limited
state. The green lines (dashed with LO offset and dotted without LO offset)
show the results of applying phase dithering to make the coherent noise
sources incoherent. This keeps the system in an additive noise-dominated
regime and allows for additional coherent processing gain to be achieved.
This data is collected on an Ettus X310. Exact results will change depending
on the system and initial single-pulse SNR.

additional stacking is performed. This is the case shown by

the orange lines in Fig. 7. In this case, LO leakage within the

radar system quickly moves the system out of an incoherent

noise-dominated regime into a coherent noise-dominated one.

One approach for mitigating coherent noise used by some

radar systems is phase dithering [36]. Phase dithering con-

sists of applying a variable phase offset to each transmitted

waveform and inverting that phase offset upon reception. This

process effectively decorrelates coherent noise sources while

maintaining coherency of the transmitted waveform. After

inverting, for the applied phase shift, received data can be

coherently averaged to realize a factor of N increase in SNR

(assuming thermal noise is now the dominant noise source).

Phase dithering can be implemented in a number of ways

depending on how the radar is designed. For an SDR-based

radar, no additional hardware is needed. Each transmitted chirp

is simply multiplied by a complex exponential and the received

data is multiplied by the inverse. Our code implements phase

dithering by applying a pseudorandom phase shift in this man-

ner. Phase shifts are generated using a seeded pseudorandom

number generator and are undone prior to writing received data

to storage. Apart from minor computational overhead, there

is no downside to phase dithering on an SDR-based system.

Phase dithering only helps, however, once a coherent noise

source becomes dominant. The point at which this happens

can vary significantly between systems and is dependent on

the initial single-pulse SNR.

Fig. 7 highlights the impacts of different noise regimes

and how they can be mitigated. Without mitigation, the noise

power eventually levels out as the LO’s coherent noise dom-

inates (orange lines in Fig. 7). Shifting the chirp away from

the LO allows for reaching a lower noise floor (dashed orange

line); however, other clocks and spurs of the LO can still

result in a coherent noise-dominated regime. By employing

phase dithering (green lines in Fig. 7), these coherent noise
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Fig. 8. Mapping between received power in physical units (dBm) and SDR
units (dBFS) for the X310 (receive gain 30 dB) and the B205mini (receive
gain 36 dB). The X310 has better linearity and a wider dynamic range, making
it more suitable to applications requiring radiometric precision.

sources are effectively made incoherent, allowing the mean

noise power to continue declining at the theoretically expected

10 dB per 10× increase in stacking, resulting in the ideal

coherent processing gain of 60 dB for 1 million coherent

averages.

VI. SDR CALIBRATION

Radiometric calibration of the SDR may be useful for some

studies, including those that seek to quantify reflectivity of the

ice–bed interface [16] or surface properties [43]. Microwave

radiometers, which are deployed in polar regions to observe

englacial temperature [44], are effectively non-transmitting

radars and also require radiometric calibration of the SDR.

In its most basic form, this radiometric calibration is a

knowledge of the actual power (in physical units) transmitted

out of the SDR, plus a mapping of the received power

in SDR units to physical units. Both of these calibrations

are primarily a function of the user-specified SDR trans-

mit and receive gain, and to a lesser degree, are functions

of frequency.

The relation between SDR transmit gain and physically

transmitted power is provided by Ettus for most of the SDR

systems they produce (e.g., [45]). We have found this data to

be largely accurate and hence did not reproduce it here. This

relation can be confirmed by transmitting from the SDR into

a calibrated receiver. The mapping of measured to physical

power on the receive side is done by transmitting from a

calibrated source into the SDR. Fig. 8 depicts the resulting

calibration curve for an X310 system at an SDR receive gain

of 30 dB (orange) and a B205mini system with receive gain of

36 dB (blue). Different values of SDR receive gain shift this

curve left or right, and different SDR platforms have different

dynamic ranges and linearity.

VII. PROCESSING CODE

While the main focus of this article is on the code that

controls the SDRs and their behavior as radars, we briefly

discuss the processing methods included within the ORCA

repository for completeness.

The primary processing methods are written in Python, and

example processing scripts are written in Jupyter Notebooks.

Radar data is saved from the SDR into a binary file with

samples in IQ format. We provide a method to read in the

radar data, as well as associated metadata (i.e., the YAML

file that catalogs the user-specified operating parameters), and

convert the saved binary file into Zarr format, which is an

open-source compressed file format meant for storing chunked,

multidimensional arrays [46]. Converting the data to Zarr

format slightly reduces storage requirements and is useful both

for faster local and cloud-based processing. The radar data

is loaded from the Zarr file into an Xarray dataset, arranged

by fast time sample index and slow time pulse index. The

metadata from the associated YAML configuration file and

reported errors that occurred during recording are loaded as

attributes into the dataset.

Basic processing methods we include are stacking, which

coherently averages together N pulses, and pulse compres-

sion, which uses a copy of the analytic transmitted signal to

implement a match filter on the received data. Example scripts

we provide include a basic field processing notebook (Field

Processing.ipynb) that loads data, views a single pulse of raw

data (useful to check for clipping), performs stacking and pulse

compression, and displays 1-D and 2-D radargrams. This script

also displays the power spectrum and fast time spectrogram of

the data, which are both useful for debugging RFI and other

issues. We also provide an example script, similar to the one

used to produce Fig. 7, to compute SNR-related statistics such

as mean noise power and noise power variance, as a function

of the amount of stacking. This script can be useful for evalu-

ating the coherence of the system. Notebooks to reproduce

each of the figures in this article are also included in the

repository.

VIII. SDR AND HOST HARDWARE OPTIONS

Our code can be deployed on any SDR in the Ettus

family that utilizes a host computer. The E3xx series SDRs,

which contain their own embedded computers, are currently

not supported though, to the best of our knowledge, there

is nothing preventing adaptation of our code to these plat-

forms. Table II lists examples of several Ettus SDRs and

some of their capabilities most relevant for ice-penetrating

radar systems. For some ice-penetrating radar applications, the

bandwidth may be particularly important. Higher bandwidth

SDRs are well suited to resolving fine details in the near

surface (“snow” radars) while the lower cost, lighter weight

systems with less bandwidth may be more appealing if the

primary goal is detecting the ice–bed interface. Our code

may be adapted to use intrinsically lower bandwidth SDRs in

a stepped-frequency architecture to synthesize larger overall

effective bandwidths. For an end user with a specific target,

platform, or radar requirement in mind, multiple SDRs may

be sufficient to complete the task or only one may meet the

user’s needs. We show this data, current as of early 2024,

to demonstrate the range of choices one has in SDR

selection.

Beyond SDR selection, the choice of host computer

can have a significant impact on the performance of the
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TABLE II

SELECT ETTUS SDR OPTIONS AS OF SPRING 2024 [23]

radar system. Each SDR has a specific set of communication

protocols it supports for getting commands from and trans-

ferring data to the host. For example, the Ettus X310 can

utilize either 1 Gb or 10 Gb Ethernet connected via an optical

transceiver for host communication, while the B205mini is

restricted to USB 3. Selection of the communications interface

hardware is also an important consideration.

A. Performance Benchmarking

For many ice-penetrating radar applications, particularly

those using relatively low-power transmitters, maximizing

coherent processing gain is crucial for improving SNR. This

means it is desirable to maximize the number of pulses

transmitted (and received) in a given processing aperture. From

a radar system design point of view, it is, therefore, important

to design a radar capable of performing at a high PRF.

If the combination of SDR, communication interface, and

host computer, is unable to perform at a given PRF, the

most common behavior is that the command queue described

in Section III becomes full of out-of-date commands and

scheduling of data recording corresponding to each transmitted

pulse results in a timing error (late command error). When this

error occurs, data is not recorded for the error pulse. We note

that we do not observe a loss of phase coherence between

pulses before and after these errors.

Another error behavior sometimes observed (more com-

monly in scenarios with long pulse lengths) is the occurrence

of overflow and underflow errors. These errors happen when

the host either does not consume or does not produce data

samples fast enough to keep up with the specified rate. These

errors are addressed through careful choice of sample rates and

performance tuning on the host side (e.g., by elevating thread

priorities or writing to a RAM drive). For some applications

and unavoidable host computer limitations, it may be neces-

sary to utilize RF network on chip (RFNoC) blocks, such as

the replay block which utilizes DRAM on the SDR to buffer

incoming and outgoing data, reducing the demands on the host

computer [47].

Fig. 9. Error rate as a function of duty cycle for various combinations
of SDRs and host computers: B205mini with laptop via USB3 (orange
diamonds), B205mini with Raspberry Pi 4 via USB3 (red pentagons),
B205mini with Raspberry Pi 5 via USB3 (purple circles), X310 with
laptop via 1 Gb Ethernet (green stars), and X310 with laptop via 10 Gb
Ethernet (blue squares). All data are collected in a loopback configura-
tion, with a sample rate of 50 MHz for the X310 data and 56 MHz for
the B205mini data.

Characterizing a realistically achievable maximum PRF is

important for understanding the operating limitations of the

radar system. In Fig. 9, we show the error rate achieved as a

function of duty cycle and PRF for several SDR/interface/host

computer combinations. Each error results in a small gap

in data recording, so high error rates may pose issues for

some post-processing algorithms. There is no hard threshold

for what error rate is tolerable, but we treat an error rate

of approximately 10% as an upper limit of what might be

tolerable. In general, systems should be designed for much

lower error rates if possible.

Fig. 9 shows that the limiting bandwidth is different for

each SDR/interface/host combination. The X310 SDR con-

nects to the host computer via a single 1 Gb, single 10 Gb,

or dual 10 Gb Ethernet connection. When the host computer

has sufficient processing power (as is the case for our host

computers), it is the bandwidth of the Ethernet interface that

limits maximum sample rates on the X310 system. When

connecting to the SDR via 1 Gb Ethernet, Ettus states that

the expected maximum sample rate for a single channel with

16 bit I/Q samples should be 25 Msps, while, when using a

single 10 Gb Ethernet connection, the maximum sample rate

for a single channel should be 200 Msps [48]. To achieve the

full 200 Msps rate on multiple channels requires dual 10 Gb

Ethernet [48]. We do not currently have a use case for and did

not test full 200 Msps streaming from all channels using dual

10 Gb Ethernet.

Fig. 9 demonstrates that our code is capable of running at

the respective data rate limits on the X310 with either 1 Gb

or 10 Gb Ethernet connections. X310 loopback data in Fig. 9

was collected using a sample rate of 50 MHz, meaning that

a 1 Gb Ethernet connection should only support duty cycles

of approximately 50%, while a 10 Gb Ethernet connection

should be capable of supporting 100% duty cycles. Operation

at these limits is demonstrated by the green (1 GbE) and blue
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lines (10 GbE) in Fig. 9. Beneath the Ethernet data rate limit,

error rates of less than 2% are reliably achieved.

For systems based on the B205mini SDR, which uses a

USB 3.0 interface, achievable data rates are heavily depen-

dent on the host computer’s specifications, especially the

USB 3.0 controller. Use of a Raspberry Pi 4, for example,

is possible but significantly limits the achievable duty cycle,

as compared to use with a high performance laptop or even

a Raspberry Pi 5, shown by the red, orange, and purple lines

in Fig. 9, respectively. Users with applications that demand

high PRFs should exercise caution when using SDRs with

USB interfaces, as well as if using host computers with limited

processing power.

IX. CONCLUSION

ORCA is a powerful platform for developing ice-penetrating

radar systems that we hope will enable more glaciologists

to collect their own radar data. ORCA is an open-source

codebase for running coherent, chirped ice-penetrating radars

on SDRs within the Ettus family. ORCA includes options

to overcome thermal noise impacts (via coherent stacking)

and coherent noise impacts (via phase dithering and filtering).

ORCA has been successfully deployed on two distinct systems

developed by the Stanford Radio Glaciology Lab: Peregrine,

a fixed-wing UAV ice-penetrating radar [25] and MAPPERR,

a towed ground-based ice-penetrating radar system [24].

ORCA code, as well as open-source hardware designs and

building instructions, for Peregrine and MAPPERR is available

at https://github.com/radioglaciology/uhd_radar.
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