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Fig. 1. We introduce PARSEL, a system that enables controllable editing of 3D assets with natural language. (a) Each subplot shows an input 3D asset (left),
edit request (top) and the parametric editing capability provided by PARSEL (right). (b) The parametric edits produced by PARSEL are composable, allowing
users to explore shape variations of non-parametric models as seamlessly as they would with parametric models.

The ability to edit 3D assets with natural language presents a compelling
paradigm to aid in the democratization of 3D content creation. However,
while natural language is often effective at communicating general intent, it
is poorly suited for specifying exact manipulation. To address this gap, we
introduce PARSEL, a system that enables controllable editing of high-quality
3D assets with natural language. Given a segmented 3D mesh and an editing
request, PARSEL produces a parameterized editing program. Adjusting these
parameters allows users to explore shape variations with exact control over
the magnitude of the edits. To infer editing programs which align with an
input edit request, we leverage the abilities of large-language models (LLMs).
However, we find that although LLMs excel at identifying the initial edit
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operations, they often fail to infer complete editing programs, resulting in
outputs that violate shape semantics. To overcome this issue, we introduce
ANALYTICAL EDIT PROPAGATION (AEP), an algorithm which extends a seed
edit with additional operations until a complete editing program has been
formed. Unlike prior methods, AEP searches for analytical editing opera-
tions compatible with a range of possible user edits through the integration
of computer algebra systems for geometric analysis. Experimentally, we
demonstrate PARSEL’s effectiveness in enabling controllable editing of 3D
objects through natural language requests over alternative system designs.
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1 Introduction

Creating high quality 3D assets is a labour intensive task, requiring
years of training and experience. The ability to edit existing high
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quality 3D assets to create new assets greatly lowers this barrier.
However, the process of manually modifying a 3D object, e.g. by ad-
justing individual vertices and/or faces, is often tedious. To address
this challenge, a number of efforts have explored how to design
more use-friendly and intuitive shape editing tools [Shtof et al. 2013;
Yumer et al. 2015].

Following rapid advancements in the field of Natural Language
Processing, a wealth of recent methods have explored techniques for
editing 3D assets with natural language [Achlioptas et al. 2023; Gao
et al. 2023; Michel et al. 2021; Slim and Elhoseiny 2024]. This prof-
fered paradigm is alluring from the perspective of accessibility; spec-
ifying edit intent through natural language requires minimal tool-
specific training. So far, such natural language based editing systems
have shown promising results for retexurizing 3D assets [Huang
et al. 2023], stylizing 3D shapes [Michel et al. 2021] and even modi-
fying shape geometry [Achlioptas et al. 2023].

However, editing shapes in a controlled manner with language is
challenging, particularly when performing geometric edits, i.e. edits
involving sub-part manipulation and spatial rearrangement. For
instance, consider a scenario where a user intends to widen a chair.
Natural language can be used to effectively communicate how to
edit: “scale the seat, reposition the legs and add more back slats”.
Yet, it is difficult to convey how much to edit with natural language.
Terms such as “moderately widen”, “greatly widen” are inherently
subjective, and numerical specification (“by 0.2 units”) often may
not align with the object’s scale. This leads us to a critical insight:
while natural language can effectively convey the edit intent, it is
poorly suited for conveying the edit magnitude. As a result, systems
that depend exclusively on language for shape editing are often
challenging to use in practice.

To facilitate controllable editing of 3D assets using natural lan-
guage, we introduce PARSEL: PARAMETERIZED SHAPE EDITING WITH
LANGUAGE, a system where users define "how" to edit with language
and "how much" with adjustable parameters. Drawing inspiration
from parametric modeling systems, our approach merges the intu-
itiveness of language with the precision of parametric control. Under
this paradigm, users can seamlessly explore a family of shape varia-
tions by adjusting parameters until they find an edit that matches
their intended magnitude. In Figure 1 (a), we showcase qualitative
examples of editing various 3D shapes using our system.

PARSEL takes as input a semantically labeled 3D mesh and a
user edit request. As output, it exposes an adjustable parameter
which the user can interact with to flexibly explore shape varia-
tions. We geometrically realize these edits by propagating part-level
bounding proxy deformations to the underlying mesh geometry
with cage-based deformation techniques [Joshi et al. 2007], while
simultaneously adapting part-level symmetry group. Critically, to
ensure that the geometry remains consistent under a range of pa-
rameter variations, we represent all edit operations as closed-form
analytical functions of the adjustable control parameters. In order to
create such parameterized editing functions, we introduce a custom
domain specific language. Programs in our DSL specify how to edit
the shape with numerical parameters, and how much to edit with
algebraic expressions of the control parameters. Our DSL offers
multiple benefits, including the ability to provide a fluid (solver-less)
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edit exploration experience to the users, even on consumer laptops,
allowing them to effortlessly explore shape variations.

PARSEL converts language-based edit requests into editing pro-
grams with a module that integrates large-language models (LLMs)
with the algebraic reasoning capabilities of computer algebra sys-
tems (CAS). We found that this coupled neurosymbolic approach
was necessitated as current state-of-the-art LLMs struggled to di-
rectly infer editing programs from input edit requests. Due to their
poor geometric reasoning capabilities, LLMs would often fail to
infer the appropriate adjustments required for multiple input shape
parts, resulting in editing programs which produced inconsistent
outputs (we explore this phenomenon further in Section 4.3).

To overcome this limitation, we present an algorithm that extends
partial editing programs with additional operators from our DSL by
considering the geometric relations between object parts. We term
this technique ANALYTICAL EDIT PROPAGATION (AEP). While similar
in spirit to prior edit-propagation methods [Gal et al. 2009; Zheng
et al. 2011], previous techniques explicitly optimize part modifica-
tions in response to a user edit. In contrast, we search for analytical
editing functions compatible with a range of possible user edits us-
ing a sophisticated CAS solver [Meurer et al. 2017]. Furthermore, by
integrating LLMs with AEP, we address a key limitation of all edit
propagation-based editing methods - the requirement of manual
adjustments to the shape’s structure to support different editing
intents. By leveraging LLMs, we dynamically modify the shape’s
structure based on the edit requests, thereby alleviating the need
for manual adjustments.

We evaluate PARSEL’s ability to edit 3D objects from language by
sourcing (shape, edit request) pairs from assets in CoMPaT3D++ [Slim
et al. 2023] and PartNet [Mo et al. 2019b]. On pairs from CoM-
PaT3D++, we compare PARSEL’s hybrid approach for producing an
editing program against two alternative formulations: (i) asking an
LLM to directly author the program, and (ii) using the LLM and
AFP to infer full program without dynamically altering the shape
structure. We design a perceptual study to assess how well these
variants accomplish the intended task and find that participants
greatly prefer the edits produced by PARSEL. To provide further
analysis on the design decisions behind PARSEL, we create expert-
designed editing programs for PartNet pairs. Treating these manual
annotations as ‘ground-truth’, we perform isolated ablation experi-
ments on the LLM prompting workflow and the CAS solver. We also
investigate two extensions of our method. First, we demonstrate
how PARSEL can aid in creating (approximate) parametric models
of non-parametric assets by composing a series of edit requests (Fig-
ure 1, (b)). Then, we explore how PARSEL can produce a multitude
of shape variations from a single user editing request.

In summary, we make the following contributions:

(1) We introduce PARSEL: PARAMETERIZED SHAPE EDITING WITH
LANGUAGE, a novel shape editing system which combines
the intuitiveness of natural language with the precision of
parametric control.

(2) We design a neurosymbolic module which couples a LLM
prompting workflow with CAS solvers to translate edits ex-
pressed in natural language into shape editing programs.



(3) To successfully solve the above inference task, we introduce
ANALYTICAL EDIT PROPAGATION an algorithm to search for
analytical editing functions to extend partial editing programs
by considering inter-part geometric relationships.

The code for our system is available at the following link:
https://github.com/Bard0fCodes/parSEL.

2 Related Work

In this section, we review prior works in 3D shape editing, focusing
on analyze-and-edit techniques and language-based editing. We
compare our approach to existing parameterized editing methods,
highlighting key differences. Additionally, we explore the role of
large language models (LLMs) in visual program synthesis.

Analyse-and-edit approaches: Shape editing using space defor-
mation has a long history in computer graphics, traditionally em-
ploying simpler control objects like cages to manipulate underlying
meshes [Coquillart 1990; Sederberg and Parry 1986]. This method
evolved significantly with the development of analyze-and-edit tech-
niques [Gal et al. 2009; Singh and Fiume 1998; Sumner et al. 2007;
Zheng et al. 2011], which provide better control by aligning control
objects more closely with the shape’s structure. Consequently, part-
decomposition and symmetry group-aware control objects are con-
structed to facilitate structure preservation during editing [Bokeloh
et al. 2011; Wang et al. 2011].

Various approaches have been proposed within this paradigm, tai-
lored for tasks such as resizing non-homogeneous shapes [Kraevoy
et al. 2008], editing articulated objects [Xu et al. 2009], modifying
architectural scenes [Cabral et al. 2009; Lin et al. 2011], and manipu-
lating 2D SVG patterns [Guerrero et al. 2016]. Please refer to [Mitra
et al. 2013] for a more complete review. Typically, these methods re-
quire the user to perform an initial edit, usually through a visual user
interface (like dragging a point), after which the system propagates
corrective adjustments throughout the shape via computationally
intensive numerical optimization. This optimization process must
be repeated even for simple adjustments in the magnitude of the
intended edit. In contrast, our technique precomputes analytical edit-
ing programs that align with the user’s intent, and enables real-time
adjustments to the edit’s magnitude. Additionally, these methods
often support only a subset of the edits we offer, necessitate manual
adjustments to the shape’s structure (such as deleting symmetry
relations), and do not facilitate editing with natural language.

Language based shape editing: The advancement in text-to-image
modeling capabilities has led to many language-based editing sys-
tems [Brooks et al. 2022; Lin et al. 2023]. Works such as [Kim et al.
2022; Wang et al. 2023b] have introduced tools to edit images with
natural language, although these edits are often limited to stylization.
Due to the weak spatial and geometric understanding of text-to-
image models, such approaches typically fail at geometric editing.
This trend extends to language-based 3D shape editing, where tools
for editing asset textures [Huang et al. 2023], stylizing a mesh, in-
cluding its geometry [Gao et al. 2023; Michel et al. 2021] have seen
success. However, approaches using text-to-image models have yet
to demonstrate impressive performance for geometric editing of 3D
shapes.
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Fig. 2. While prior language-based 3D shape editing methods [Achlioptas
et al. 2023] support a broader range of operations on unsegmented shapes,
PARSEL delivers controllable, disentangled editing of high-quality textured
3D assets. Each approach is tailored to suit different needs.

Another line of research [Achlioptas et al. 2023; Slim and Elho-
seiny 2024] has focused on training shape-editing models on datasets
comprising 3D shapes paired with editing requests and the corre-
sponding edited shapes. While these results are promising, they have
not scaled to the quality required for real-world 3D asset editing,
often manipulating only low-resolution point clouds [Achlioptas
et al. 2023] or implicit functions [Slim and Elhoseiny 2024]. Addi-
tionally, these approaches struggle with the inherent challenge of
using natural language to specify an edit’s magnitude. Furthermore,
while end-to-end modeling allows these models to handle a wide
variety of edits, this flexibility often results in entangled edits, where
parts that should remain unchanged are inadvertently modified. In
contrast, our work avoids these drawbacks by inferring analytical
editing programs, enabling precise and disentangled geometric edits
in real-time, while eliding the requirement of a training dataset. We
show an example contrasting our approach to [Achlioptas et al.
2023] in Figure 2, highlighting the discussed drawbacks.

Parameterized editing of shapes: Lilicon [Bernstein and Li 2015]
introduced an SVG icon editing system that allows users to perform
parameterized edits on SVG icons independently of the drawing’s
construction. Our editing system aims to offer similar functionality
for 3D shapes by inferring parameterized editing programs based on
the user’s request. However, while Lilicon uses differential manipu-
lation to maintain inter-part relationships, we instead search and
utilize analytical edits that maintain these relationships. Recently,
coupling of parametric control with natural language has also been
explored for image editing [Cheng et al. 2024; Guerrero-Viu et al.
2024], though the edits are closer to stylization than geometric
editing.

The need for high-level parametric control for shape editing has
also been approached from a shape-abstraction perspective [Jones
etal. 2021, 2023], aiming to discover program abstractions that allow
users to edit shapes meaningfully with a few parameters. These
data-driven methods, although effective to model shape variation
within a dataset, may not capture a user’s desired edit. Furthermore,
such systems often provide unlabeled parameters, requiring users
to experiment to understand each control’s effect. In contrast, our
system offers user controls that are directly inferred based on the
user’s specified intent, providing more intuitive and precise editing
capabilities.
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We also find an interesting contrast with approaches such as [Cas-
caval et al. 2022; Kodnongbua et al. 2023; Michel and Boubekeur
2021], which propose techniques to make editing of parametric
models easier, whereas our approach makes parameterized edit-
ing of non-parametric models easier. Similarly, our work contrasts
with approaches such as [Liu et al. 2021; Mehr et al. 2019; Wei et al.
2020], which edit shapes by mapping edits in a learned embedding
space onto input shapes. Unlike these methods, our approach does
not entail learning to embed shapes and enables discrete structural
changes, such as altering the number of back slats in a chair, which
are challenging for these methods to capture. One of our applica-
tions relates to inverse parametric modeling [Aliaga et al. 2007].
However, unlike prior approaches [Aliaga et al. 2007; Bokeloh et al.
2012], which create inverse parametric models strictly based on geo-
metric analysis, our approach leverages natural language editing
intent to explore different procedural models for the same geometry.

Using LLMs for Visual Program Synthesis: The use of LLMs for
visual tasks has proliferated in the recent years. Starting from ear-
lier works employing LLMs for visualQA [Gupta and Kembhavi
2023; Suris et al. 2023], they have now been employed for image-
editing [Feng et al. 2023], scene generation [Hu et al. 2024; Yang
et al. 2023], inverse computer graphics [Kulits et al. 2024], gener-
ating images [Yamada et al. 2024] and material modeling [Huang
et al. 2024]. Though initial works such as [Gupta and Kembhavi
2023] tried to rely purely on LLMs for their tasks, the subsequently
winning model has been combining LLMs with domain specific
structural-aware processing modules [Huang et al. 2024]. Our work
also applies this formula but for shape editing.

3  Overview

PARSEL takes 3D assets and natural language edit requests as input,
exposing adjustable parameters to control the magnitude of the
edit. Specifically, it processes an instance-level segmented 3D mesh
paired with a natural language editing request to infer an editing
program parameterized by user-controlled parameters. Users can
then interactively adjust the parameters to explore a wide array of
shape variations reflecting different editing magnitudes.

Figure 3 provides a schematic overview of our system. In Sec-
tion 4, we detail our approach for parameterized shape editing,
outlining the shape representation and our custom Domain Specific
Language (DSL) that facilitates parameterized shape editing. Our
goal is to translate natural language edit requests into editing pro-
grams within our DSL that accurately reflect the user’s intent. While
Large Language Models (LLMs) offer a promising solution for this
translation, they struggle with the complexity of composing editing
programs, as these often involve multiple interdependent editing
operations. Consequently, although LLMs can correctly identify
the initial operation, known as the seed-edit, they often fail to infer
complete editing programs.

To address this limitation, in Section 5, we introduce ANALYTICAL
Ep1T ProPAGATION (AEP), which takes the seed-edit inferred by
an LLM and introduces additional editing operations to complete
the editing program. This approach simplifies the task for the LLM,
requiring it to infer only the initial seed edit. Additionally, by em-
ploying computer algebra systems for geometric reasoning, AEP
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ensures that the resulting editing programs have high geometric
fidelity and respect essential shape features such as connectivity and
symmetry. Integrating LLMs with AEP significantly enhances our
system’s capability to meet user expectations by effectively bridg-
ing the gap between interpreting the primary edit and performing
comprehensive shape adjustments.

Finally, Section 6 discusses our LLM Augmented Inference ap-
proach. A key limitation of all edit propagation methods [Gal et al.
2009; Zheng et al. 2011] is the need for manual adjustments to the
shape’s structure to support different editing intents. This section
introduces our solution to this challenge: leveraging LLMs to dy-
namically modify the shape’s structure based on the edit requests.
We end this section by briefly discussing our prompting workflow
and the techniques we employ to boost the robustness and accuracy
of LLM responses, ensuring reliable edits across diverse inputs.

4 Parameterized Shape Editing

In this section, we present our framework for enabling parameter-
ized editing of 3D shapes. First, we detail the shape representation
employed in our system in Section 4.1. Next, we describe our Do-
main Specific Language (DSL) for creating programs that facilitate
parameterized shape editing in Section 4.2. Finally, in Section 4.3,
we discuss the limitations of directly inferring complete editing
programs in this DSL using LLMs, highlighting the need for Ana-
LYTICAL EDIT PROPAGATION (AEP).

4.1 Structured Shape Abstraction

Our system processes 3D meshes that are annotated at the instance
level. We first transform these meshes into a structured representa-
tion to facilitate parametric editing. This representation is inspired
by shape representations such as 3D part graphs [Mo et al. 2019a]
and Sym-Hierarchy [Wang et al. 2011].

Specifically, we model the input shape S as an undirected graph
G(N, L), where each node n € N corresponds to a semantically
labeled mesh sub-part, and edges | € L denote inter-part geometric
relations such as connectivity or symmetry. To preserve the detailed
geometric features of the input mesh while simplifying the complex-
ity of edits, each part P; is abstracted into a hexahedron H;. This
hexahedron, initialized with the part’s oriented bounding box, acts
as the control cage for the underlying part-mesh. Edits made to the
hexahedrons are then propagated to deform the vertices of the part
mesh using harmonic coordinates [Joshi et al. 2007].

Our system support two types of inter-part relations, namely
Symmetry Relation, which models inter-part symmetry groups com-
monly found in man-made objects and Attachment Relation which
constrain the relative movement between parts, ensuring that edits
do not violate the physical connections of the object. Additionally,
we automatically enhance each part’s label with verbal directional
phrases such as "front" and "back" to capture its relative position-
ing among other instances with the same label. Figure 3 illustrates
the conversion of a chair model into this structured shape abstrac-
tion. We provide a more detailed overview in the supplementary
materials.
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Fig. 3. Overview: Given a segmented 3D chair and an edit request to "widen the chair," we first convert the shape into a structured representation: hexahedrons
and inter-part relations. This abstraction is illustrated on the left, with symmetry relations annotated on the right and attachment relations depicted with
red points on the shape. Our neuro-symbolic approach (center) uses an LLM, to interpret the natural language input, and ANALYTICAL EDIT PROPAGATION, to
perform geometric reasoning, in order to infer a parameterized editing program (right) that aligns with the edit request.

Bar

Fig. 4. Edit Propagation: Starting with a seed-edit, scaling the seat, new edits are incrementally introduced to rectify the broken relations. (left) Initially the
seat-leg and seat-back attachments are broken. (middle) New edits, shifting the legs and scaling the back, are introduced to restore these broken relations.
Consequently, the leg-bar and back-bar attachments are broken. This process continues until no relation remains broken, or all parts are edited.

4.2 A Language for parameterized shape editing

In the preceding section, we introduced our structured shape rep-
resentation, which is comprised of individual parts (abstracted as
hexahedrons) and inter-part geometric relations. Building upon this,
we now present a Domain Specific Language (DSL) crafted to facili-
tate parametric editing of these components using user-controlled
parameters.

Our DSL, enables common transformations on individual parts,
including translation, rotation, scaling, and shearing. These can also
be targeted at specific part features such as a face, edge, or corner.
Additionally, the DSL supports modifications to symmetry group
parameters, like the number of elements and their spacing. A key
feature of our DSL is the parameterization of editing operations
via user-controlled parameters. This functionality is encapsulated
with multiple atomic editing operators, collectively referred to as
EprtOp, and defined as follows:

Ep1TOP(OPERAND, AMOUNT, **PARAMS),

where Ep1TOP signifies the operation, OPERAND the target (part,
feature, or symmetry relation), and PARAMS additional numerical

parameters specific to each operation (e.g., a R® vector for scaling
origin). Central to these operators is AMOUNT, the parameter dic-
tating the magnitude of edits. Unlike the other static parameters,
AMOUNT is specified as a symbolic mathematical expression of the
user-controlled parameters, and dynamically evaluated as the user
alters these parameters. As a result, adjusting the user-controlled
parameter alters the edit magnitude, and subsequently helps explore
shape variations. We denote a sequence of these operations as a
parameterized editing program. In Figure 3 (right), we display a pro-
gram designed to increase the width of a chair while proportionally
adjusting other parts of the chair.

We design our DSL to achieve our goal of enabling controllable
shape editing. We highlight a few pivotal aspects of our DSL: (i) Un-
like prior editing systems, our DSL handles a comprehensive range
of operations. For example, [Bokeloh et al. 2012] only supports cou-
pling of translation symmetries with part deformations, [Zheng et al.
2011] does not edit symmetry hierarchies, and [Wang et al. 2011]
only supports editing of symmetry hierarchies. (i) The AMOUNT
expression supports arbitrarily complex mathematical expressions,
as demonstrated in the translation symmetry group edit in Figure 3
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(right). (iii) The ability to apply the transforms on part features facil-
itates non-affine transformations, such as tapering, which is useful
in many edits (see Figure 6 (c)), (iv) Each part’s edits are independent
of the state of other parts. Consequently, these edits can be executed
in parallel across all parts, enabling real-time parametric shape edit-
ing even on consumer-grade laptops. (v) The edits are composable;
parts modified by one operation can seamlessly serve as inputs to
subsequent operations. This capability is explored further in Sec-
tion 8.1, where we demonstrate an exciting application of our DSL.
For a comprehensive discussion on the design and execution model
of our DSL, please refer to our supplementary materials.

4.3 Limitations of Direct LLM Inference

As we briefly discussed in Section 3, inferring complete editing
programs directly with LLMs often fails to produce results that
align with the intended edits. LLMs typically succeed at interpreting
primary edits explicitly requested—for example, when asked to
‘widen the chair’s seat, they correctly infer the edit operators to
scale the seat. However, they often neglect necessary secondary edits
crucial for maintaining geometric coherence, such as modifying
related components like the chair’s legs and back to accommodate
the scaled seat. Additionally, even when LLMs identify the need
for these secondary adjustments, they struggle to accurately infer
the appropriate edit types and their magnitudes. As illustrated in
Figure 3 (right), editing programs can contain many operations that
require careful adjustment of parameters to edit the shape cohesively.
Consequently, the AMOUNT parameter of different edit operations
often involves complex mathematical expressions, making accurate
inference challenging. As a result, we find that only the initial seed-
edit operation inferred by the LLM is generally reliable.

This limitation is overcome by ANALYTICAL EDIT PROPAGATION
(AEP), which performs the geometric analysis that LLMs cannot.
Since the geometric relations driving these secondary edits are
compatible with algebraic reasoning, AEP employs Computer Al-
gebra System (CAS) solvers to identify the necessary secondary
edits, thereby extending the editing program to better align with
the user’s overall intent.

5 Analytical Edit Propagation

We now present our approach to extending a seed-edit inferred by
the LLM using CAS solvers for geometric reasoning. In Section 5.1,
we explain how edit propagation works and why parameterized
editing operations require a different strategy. Section 5.2 details
our representation of edits, parts, and relations using algebraic
expressions, resulting in parameterized constraints that the shape
must satisfy. Finally, Section 5.3 describes how analytical solvers
are employed to solve these parameterized constraints, thereby
discovering appropriate new parameterized edits to extend the seed
editing program.

5.1 Edit Propagation

When designing shape variations, maintaining the shape’s func-
tional and structural attributes is paramount. We delineate these
attributes through inter-part relations, as introduced in Section 4.1.
Thus, an adept editing program strives to preserve these relations.
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Isolated part modification, a tendency of the naive strategy discussed
in Section 4.3, generally results in the disruption of these inter-part
relations. We now introduce a edit propagation algorithm which,
starting with one or more seed edits, introduces additional edits to
rectify the compromised relations.

As detailed in Section 4.1, we model the input shape as an undi-
rected graph G(N, L), where each node n € N represents a subpart,
and each edge I € L denotes an inter-part relation. Editing a node,
such as widening a chair’s seat, can break the edges connected to this
node - for example, it might break the attachment relation between
the seat and the legs. Edit propagation is then initiated to restore
the broken edges by applying corrective edits to other, previously
unaltered, nodes within the graph. Importantly, these corrective
edits are derived by considering broken relations with edited parts
only. Consequently, newly introduced edits may subsequently break
additional edges, necessitating further edits. This iterative process
continues, introducing necessary edits until no edges remain broken
or until all nodes have been edited. In Figure 4, we demonstrate
edit propagation in action, incrementally introducing new edits to
eventually result in a cohesive edit of the input shape.

As our seed edits are parameterized with user-controlled parame-
ters, they model a range of potential instantiated seed edits. While
traditional edit propagation techniques [Zheng et al. 2011] can be
applied to the dynamically evaluated instances of these seed edits,
such application results in a laggy user experience. This lag arises
because these techniques involve multiple computationally inten-
sive numerical optimization iterations, dependent on the graph’s
size. Instead, we propose to search for new parameterized edits
that restore and preserve inter-part relations across the range of
control parameters. Consequently, subsequent slider adjustments
require only cheap expression evaluations, offering fluid interaction.
Although our approach requires an initial computationally inten-
sive search, as the analytical part-wise edits can be evaluated in
parallel, it offers a O(1) complexity during runtime even on average
consumer laptops, provided sufficient parallel processing capability.

To search for parameterized edits, we employ a sophisticated
Computer Algebra Systems (CAS) [Meurer et al. 2017]. By repre-
senting parts, relations, and edits as algebraic expressions, we are
able to use CAS solvers to efficiently discover analytical solutions
to the algebraic constraints dictated by the inter-part relations. As
we will see later, this plays a critical role in finding edit parame-
terizations that preserve relations across the control parameter’s
range.

5.2 Expressing the Shape Algebraically

For simplicity, we assume that there is a single control parameter
x and refer to its range as the input range. First, we present the
algebraic form of the part hexahedrons H;. Then, we present how
all inter-part relations are expressed as algebraic constraints on the
hexahedrons.

Each part hexahedron consists of 8 3D points, and is represented
as a matrix of size (8,3). A hexahedron under no edit is expressed
as a constant function H;(x) = H? € RI83} where H? contains
real-valued entries. When a parameterized edit is applied on Hj, its
functional form can be derived based on the type of edit. For instance,



under an edit TRANSLATE(H;, x, ), H; can be expressed as H;(x) =
Hlp + x - 0, where 0 represents the direction of translation. Similar
algebraic expressions can be prescribed for all the atomic editing
operators in our DSL, allowing us to express all the hexahedrons
as algebraic functions of the control parameter x. For reference, we
tabulate the algebraic form of all the operators in the supplementary.

For modeling the relations algebraically, we separately handle
the symmetry and attachment relations. Given hexahedrons H; and
Hj under a symmetry group G(T), where T is the transformation
under which the symmetry is held, each symmetry relation can be
expressed as a constraint ||H; — T(Hj)||eo < 6. Similarly, attachment
relations are expressed as ||a— || < J, where a and b are points in
H; and H; respectively which form the attachment. By modeling a
and b with harmonic coordinates, we can rewrite this constraint in
terms of the hexahedron: |[|MyH; — MpHj||co < 8 where M, and M),
are the harmonic coordinates of points a and b respectively. Since
the hexahedrons H; are parameterized by x, these constraints are
also parameterized by x as can be expressed as C;(x). Now, we can
identify if a relation will be broken under the parameterized edits
by checking if the corresponding constraints are maintained across
the input range. More formally, we denote that a constraint is held
by SAT(C), and

SAT(C) = ||Ci(x)|]eo < 8Vx € [0,7], 1)

where [0, 7] is the input range. Ideally, SAT(C) should be checked
analytically, considering the functional form of C(x). However, this
can be computationally expensive. Therefore, we instead numer-
ically check if a constraint is held, by evaluating it over random
values of x sampled uniformly across the input range.

5.3 Analytical Edit Solver

Now, given a set of broken relations, we are tasked with introducing
new parameterized edits which restores and preserves these rela-
tions across the input range. For a single part P;, this problem can
be written as finding an edit E* for P; such that all the constraints
on the part are held:

Find E* s.t. SAT(E, C) @)
SAT(E,C) = {||Ci(x)]le < SI¥C; € C,Vx € (0,7)},  (3)

where C is the set of all constraints derived from the broken relations
of the part.

Restoring symmetry group relations is straightforward as it has a
well defined analytical solution. Given H; and H;j under a symmetry
group G(T), where H; has an edit E, we can introduce a new edit
E* = T(E), on H;j such that the symmetry group is preserved. For
example, to restore reflection symmetry between two parts with one
of them under a parameterized translation, we can introduce a simi-
larly parameterized translation on the other part with its translation
direction reflected about the reflection plane. Following [Zheng et al.
2011], we prioritize symmetry relation over the attachment rela-
tions, and restore them before searching for attachment preserving
edits.

In contrast, restoring attachment relations is uniquely challenging.
The set of constraints derived from attachment relations can be of
arbitrary size (depending on the number of attachments relation
of the part), without well defined analytical solutions. Therefore,
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Fig. 5. Searching for edits: Which edit operations could we use for the
chair leg? (a) First, broken constraints C (highlighted with a red line) are
detected, denoting the relations to be fixed. (b) We then sample parameter-
izations of the edit operators in our DSL to create candidate edits Eg. (c)
Using CAS solvers, we search for AMOUNT expression for each edit candidate
that satisfies the constraints C, resulting in the set of valid edits E.

we need to search for edits that can satisfy all the constraints. This
entails searching for (i) the correct type of edit, with (ii) the correct
edit-specific parameters PARAMS which are defined over R", and
(iii) the correct specification of AMOUNT which can be an arbitrary
algebraic expression of the control parameter x. Naively performing
this search is infeasible. We therefore employ two techniques to
address this challenge. As we detail ahead, our solution relies on
smartly sampling assignments of pARAMS, and using CAS solvers to
infer feasible AMOUNT expressions. To aid exposition, we continue
with the example of widening a chair seat, with an accompanying
illustration in Figure 5. As shown in Figure 5 (a), as the seat is
widened, the attachment relation between the legs and the seat is
broken. We are now tasked with finding a suitable edit for the leg
to restore this attachment relation.

Each edit has numeric parameters PARAMS which can take arbi-
trary values in R". Instead of searching across all possible PARAMS,
we search over a smaller subset of feasible PARAMS assignments.
The feasible PARAMS assigments are created using the hexahedron
features such as its face-center, vertices, and local axis directions.
We enumerate over the (applicable) DSL edit operators, and exhaus-
tively sample feasible assignments of PARAM to create Eg a set of
feasible edit candidates. In Figure 5 (b), we depict the candidate edits
from Eg. Our goal is to now enumerate through the edit candidates,
and ascertain if these edit can satisfy all the constraints.

To check if a edit candidate can satisfy the constraints, we must
specify its AMOUNT. Note that AMOUNT is a algebraic expression
and needs to be set s.t. it satisfies the constraints for all values of
x in the input range. Therefore, we set AMOUNT to be an arbitrary
function f(x) and state this task more formally as:

Find f(x) s.t. SAT(EAMOUNT=f(x)’ C), E € B (4)
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Here, we leverage the CAS solvers to search for analytical solutions
for f(x). Note that since we can have multiple constraints on a
given part, the constraint set C can be a mixed set of equations
- which CAS solvers may fail to find solutions for. Therefore, we
instead create a set of feasible analytical solutions FF by solving each
constraint independently (i.e. by solving f(x) s.t. ||Ci(x)|| = 0).
Analytical solutions in F which satisfy all constraints (by numerical
check) are then accepted as solutions to equation 4. Note that solving
equation 4 for a given edit E is “embarrasingly” parallel, allowing
us to search solutions for different edits E € Eg in parallel.

With the analytical solutions, we form a set E containing edits
which restore all the constraints E = {SAT(E,C)|E € Eg}. This
set is depicted in Figure 5 (c). Though all the edit candidates in E
restore the currently broken relations, each may cause a different set
of relations to be broken. Therefore, we must carefully select the edit
candidate. Taking inspiration from prior work [Gal et al. 2009], we
design a simple selection criterion for selecting the most suitable edit
from E, which considers the ARAP deformation energy [Sorkine and
Alexa 2007] (lower is better) and the number of intrinsic symmetry
planes of the edit (higher is better). We provide additional details in
the supplementary.

5.3.1 Improving Solver Robustness. Though the technique presented
above succeeds in a majority of analytical edit propagation steps,
we found that it can sometimes fail to find good edits. We now
detail two features which improve the quality of solutions found by
the Solver. As we experimentally verify later in Section 7.3, these
features noticeably improve the program quality.

Extending the Candidate Set. The set Eg of edit candidates can
sometimes fail to contain PARAM assignments which can success-
fully satisfy all the constraints. When none of the edits in Eg satisfy
all the constraints, we introduce additional edits with PARAM as-
signments based on the features of other edited hexahedrons. For
example, if a cabinet door is rotated about its hinge, the handle must
also rotate about the same axis. By introducing edits with PARAM
assignments based on the door’s features, we can discover such
necessary adjustments. For simplicity, these terms are later referred
to in our experiments as nhbd-edits.

Handing Unsatisfiability. qualitativeDespite the extensive search,
sometimes the constraints in C may not be mutually satisfiable. Un-
der such circumstances, we select the minimally constraint breaking
edit, i.e. the edit which breaks the least amount of constraints. This is
done by recording for each solution in F, the number of constraints
it breaks and selecting the one which breaks the fewest constraints.
We simply refer to edits introduced in this way as breaking-edits.

6 LLM Augmented Inference

In the previous section, we introduced ANALYTICAL EDIT PROPA-
GATION (AEP), which utilizes a seed-edit inferred by the LLM to
discover necessary secondary edits. We now explore how we deploy
LLMs in tandem with AEP to infer parameterized editing programs.
First, we address a limitation of naive edit propagation, present also
in traditional techniques [Gal et al. 2009; Zheng et al. 2011], and
propose our solution to overcome it.
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6.1 A Limitation of Naive Edit Propagation

Edit propagation relies on two key assumptions about the user’s
intent: (i) the user wishes to preserve inter-part relationships as
much as possible, and (ii) the user prefers the simplest possible
secondary modification. However, these assumptions do not always
hold.

During edit propagation, we attempt to restore all inter-part geo-
metric relationships. However, achieving certain edits may require
allowing some relationships to remain broken. For example, even if
the front legs of a chair are symmetric to the back legs, the user may
desire to edit only the back legs in a symmetry-breaking fashion.
Similarly, using the simplest possible secondary modifications, from
an ARAP [Sorkine and Alexa 2007] perspective, might not always
match user intent. For instance, when widening a chair’s seat, the
simplest modification to the legs is to shift them. However, the user
might instead prefer to tilt the legs (cf. Figure 8).

Performing these edits with traditional methods requires signifi-
cant manual effort. Users must remove the reflection relationship
between the front and back legs to support the first edit and add
an attachment relationship between the legs and the floor for the
second edit. This underscores a key limitation of traditional edit
propagation: the structure invoked in the shape must be modified
to support different edits. Consequently, with prior methods, users
have to manually adjust the shape’s structure to ensure the edits
generated align with their intent.

6.2 Dynamic Structure Modification Using LLMs

While manually performing these actions is labor-intensive, verbally
specifying them in an edit request is straightforward. As our system
supports unstructured natural language input, we use LLMs to in-
terpret these requirements from the edit request and automatically
update the shape’s structure to facilitate the edit. This approach elim-
inates the need for users to manually adjust the shape’s structure,
leveraging LLMs to perform these tasks instead. Based on the edit
request, the LLM infers (i) the seed-edit, (ii) the relation-validity for
each symmetry relationship in the shape, and (iii) the edit type-hints
for the different parts.

When a relation is deemed invalid, we delete the corresponding
constraints. When a part has a specified type-hint, we use it to
filter the edit candidates generated during edit propagation (i.e.
we filter them out from ER). This enables us to directly target the
specific edits the user desires, unlike prior approaches that require
additional constraints to achieve such complex modifications. With
this approach, we can accommodate edit requests that conflict with
symmetry relationships in the shape or require specific editing
operations for secondary parts.

6.2.1 Prompting Workflows. We infer the three quantities with
three separate prompting workflows. For each task, the LLM is
provided with a verbal description of the parts in the shape, the
user’s edit request, and a set of task-specific instructions. The LLM
returns an executable Python snippet, which is parsed and executed
to receive the LLM’s response. For the seed-edit inference, the LLM
is also given an API to create the edit operators. To avoid confusion
between different relations, relation-validity is inferred for each
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One Shot LLM  Ours Seed Only Ours

"Shorten the cabinet by
bringing the top panel down

"Raise the top-front of seat support
without changing the armrests.”

"Radially expand the bottom shelf
while keeping the top as it is."

"Move front frame forward
while keeping the back panel fixed.

Fig. 6. We compare parametric editing of 3D assets across three system variants. The One Shot LLM produces unrealistic part intersections (b, c) and fails to
propagate corrective edits (a, d). The Ours Seed Only variant with ANALYTICAL EDIT PROPAGATION (AEP) produces consistent variations, but can fail to align with
the input edit intent. Our full system (Ours), which includes edit type-hints and relation-validity, produces edits that closely match user requests.

symmetry relation independently with a separate prompt. For infer-
ring explicit type-hints, we found the LLM to be most reliable when
limited to three abstract types: ‘translate’, ‘rotate’, and ‘scale’. We
provide additional details and examples in the supplementary.

We enhance the quality of LLM responses using four key strate-
gies. Chain of Thought (CoT) [Wei et al. 2023] encourages the model
to generate intermediate reasoning steps, improving problem-solving
accuracy. In-context examples [Brown et al. 2020] provide illustrative
cases within the prompt to guide the model towards more relevant
outputs. Task reminders [Makatura et al. 2023] are task-specific
instructions included to help the model avoid common errors. Addi-
tionally, we employ majority voting [Wang et al. 2023a], aggregating
results from multiple independent LLM calls and selecting the most
frequent response, which significantly boosts system reliability with
as few as five samples (refer to Table 3). Since there is no interde-
pendence between the prompts, we prompt the LLM for all tasks in
parallel, maintaining response times comparable to that of a single
API call.

7 Experiments

We now present experiments which evaluate the editing programs
inferred by our system. We additionally perform ablation experi-
ments on the different components of our system to provide more
insights. Note that we utilize OpenAI’s (text-only) GPT-4 [GPT-4
2023] as the LLM for all of our experiments.

7.1 Datasets

We evaluate our method over 3D models sourced from 2 datasets. A
dev-set is curated using 3D mesh models from the PartNet [Mo et al.
2019b] dataset, while the test-set is composed of 3D models from
the CoMPaT3D++ dataset [Slim et al. 2023]. The dev-set includes 51
part-segmented meshes sampled from five categories of man-made

objects: Chair, Table, Couch, Storage Furniture, and Bed. We used the
dev-set as a benchmark while developing the system, and models
in this set contain from 5 to 81 parts (median 17), and from 4 to
318 (median 40) relations, covering simple to complex geometries.
The test-set contains 50 models sourced from 21 different categories
within the CoMPaT3D++ dataset. This set is used to verify the
efficacy of our system beyond the object categories present in the
dev-set. Thus, the test-set also includes objects from uncommon
categories such as Gazebos, Bird Houses, and Fans.

All models are paired with manually written natural language
edit requests to create (shape, edit request) pairs used as input to our
system. As we show in the qualitative examples, the edit requests en-
compass a wide variety of modifications. Additionally, we annotate
each pair in the dev-set with a "ground-truth’ (GT) editing program
derived through a Human-Solver inference process, where the LLM
is replaced by an expert user. Note that both the GT programs and
the programs inferred by each variant we consider are written in
the DSL introduced in Section 4.2.

7.2 Language-based Parameterized Editing of 3D Assets

First, we evaluate our system’s efficacy in enabling natural-language-
based parametric editing of 3D assets. As described earlier, our
system achieves this by inferring parameterized editing programs
that align with natural language edit requests. Notably, prior works
are not well-suited for this task. Neural approaches [Achlioptas
et al. 2023; Slim and Elhoseiny 2024], although powerful, do not
support high-resolution 3D assets, and prior edit-propagation ap-
proaches [Gal et al. 2009; Zheng et al. 2011] cannot be controlled via
natural language. Beyond this, neither of these paradigms is capable
of supporting parametric editing. Since no prior work adequately
addresses this problem, we introduce alternative realizations of our
system for comparison:
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Table 1. Our system is preferred: Results of a two-alternative forced-
choice perceptual study comparing our system against two alternate realiza-
tions. Our system (denoted Ours) is preferred in an overwhelming majority
of the judgements.

Preference Rate

Ours vs. One Shot LLM
Ours vs. Ours Seed Only

79.89%
76.53%

(1) One Shot LLM: As detailed in Section 4.3, this approach in-
volves providing the LLM with all necessary information to
infer the entire editing program in a single step.

(2) Ours Seed Only: This baseline uses an LLM to infer the seed-
edit and employs Analytical Edit Propagation (AEP) to gener-
ate the entire editing program.

(3) Ours: Our full system, which utilizes the LLM to specify the
seed-edit, relation-validity, and edit type-hints. These compo-
nents are then used during AEP to produce edits that closely
align with the user’s intent.

7.2.1 Analysis of Human Preference. Using the test-set, we con-
ducted a two-alternative forced-choice perceptual study to compare
these method variants. We recruited 56 participants for the task.
Each participant was shown a series of comparisons, resulting in
a total of 1642 judgements. Each comparison included a natural
language edit request and two videos showing a 3D shape being
edited with the inferred editing programs, with the control parame-
ter smoothly varying across its range (from 0 to an automatically
set upper bound, 7). Participants were tasked with selecting their
preferred method, based on the instruction to: “Select the method
which better satisfies the input editing prompt and results in a better
edited shape”. Note that we elide comparisons where the programs
inferred by the compared methods match (18% of the comparisons
in total).

Table 1 presents the results of our experiment. Our method is
preferred over One-shot LLM in 79.9% of the judgements. One-shot
LLM often fails to construct meaningful editing programs, demon-
strating the failure cases discussed in Section 4.3. In contrast, by
leveraging AEP, our method produces cohesive editing programs
that respect the inter-part relationships. Compared to Ours Seed
Only, our method is preferred in 76.5% of comparisons. Without the
ability to provide type hints or disable symmetry relations, Ours
Seed Only often infers programs that respect inter-part relations but
fail to align with the user’s edit intent. Note that Ours Seed Only
represents a purely analytical variant of the prior edit propagation
method [Zheng et al. 2011]. This indicates that while editing with
prior analyse-and-edit methods, users often need to manually adjust
multiple settings, such as enabling/disabling relations, to perform
their desired edits. In contrast, our system allows users to simply
state their edit intent in natural language, and the LLM with auto-
matically adjusts required settings. We additionally provide all the
videos from the perceptual study in our supplementary materials,
allowing for independent verification of our results.
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Table 2. Our method is closer to GT: We compare the different system
realizations against ‘GT’ annotations. Our system (Ours) obtains the best
performance over metrics that measure the proximity to the ‘GT” annota-
tions across Programmatic, Geometric and Structural aspects.

J (Prog)(T)  D(Geo)(l) %ReL(T)
One Shot LLM 0.31 8.30 61.71%
Ours Seed Only 0.53 8.62 83.47%
Ours 0.70 4.01 91.57%

7.2.2  Analysis of Inferred Programs. Next, we compare the pro-
grams generated by these methods against the manually annotated
ground-truth (GT) editing programs on the dev-set. We evaluate the
quality of the editing programs using three criteria: 1) Programmatic
(J (prog)): This metric assesses how closely the inferred programs
match the GT programs. 2) Geometric (D(geo)): This metric mea-
sures the geometric distance between the shape edited with the
inferred programs and the shape edited with the GT programs. 3)
Structural (%Rel): This metric quantifies the percentage of inter-part
relations whose state (broken vs. maintained) matches the relation’s
state under the ground truth (GT) program. Further details are pro-
vided in the supplementary material.

We present the results of this experiment in Table 2. First, we note
that the One-shot LLM approach fails drastically across the three
criterion, which aligns with the preference rates observed in the
human study. Secondly, we observe that omitting the type-hints and
relation-validity steps adversely affects the Our Seed Only approach.
Specifically, Our Seed Only results in a very high D (geo) measure,
indicating that although AEP restores the inter-part relations, the
edits inferred without type-hints cause the edited shape to geomet-
rically deviate from the intended shape. Finally, we highlight that
our system outperforms the others across all three metrics.

We also present qualitative examples of editing programs inferred
from different baselines in Figure 6. The improvement in the quanti-
tative metrics is evident in these qualitative examples. The baselines
produce visible artifacts, such as intersections between parts, and
often violate the intent of the requested edits.

7.3 Analysing the System Design

In this section, we present an ablative analysis of the LLM prompting
workflow and the AEP solver to elucidate the impact of various
design decisions.

7.3.1 Analysis of the Prompting Workflow. Our system employs
separate prompts to infer the seed edit, relation validity, and edit type
hints. We measure the LLM’s accuracy at inferring these three terms
by comparing its output to that of a human annotator. Additionally,
we perform a subtractive ablation by individually removing majority
voting [Wang et al. 2023a], Chain-of-Thought (CoT) [Wei et al. 2023],
and in-context examples [Brown et al. 2020] to measure their impact
on the LLM’s accuracy. We report four metrics: 1) Acc(SE), for seed
edit accuracy; 2) Acc(R), for relation validity accuracy; 3) J(T), for
type hint accuracy; and 4) Match, for the fraction of input pairs
where all LLM-inferred quantities match human annotations.
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Fig. 7. Proxydural Modeling: Leveraging the open-world knowledge of LLMs, we synthesize edit requests for a given shape to enable automatic procedural
models, termed Proxydural due to the use of bounding proxy deformations. Our system allows multiple proxydural models for the same shape, a capability not

possible with prior approaches [Bokeloh et al. 2012].

Table 3. Accuracy of the LLM in inferring the seed-edit (Acc(SE)), relation-
validity (Acc(R)), and edit type-hints (J(T)), along with the fraction of
inputs where the LLM infers everything correctly (Match). Voting and in-
context examples significantly enhance accuracy, while the naive approach
shows a marked decrease.

Acc(SE)(T)  Acc(R)(T)  J(T)(T)  Match(T)

Ours 76.47 88.91 73.92 35.29
- Voting 68.62 88.91 68.02 25.49
- CoT 72.54 88.17 71.69 27.45
- InContext 66.66 87.68 65.75 23.52
Naive 68.62 86.99 65.36 19.60

The results are presented in Table 3. As demonstrated, there is a
significant gap in accuracy between our prompting workflow and
the Naive approach, which does not include voting, chain-of-thought
(CoT) reasoning, or in-context examples. Among these techniques,
voting and in-context examples have a more pronounced effect on
performance, whereas the absence of CoT results in a relatively
smaller decline in accuracy. Although not directly comparable, we
find that all models struggle most with correctly setting the seed
edit and the type hints. This difficulty likely arises from the need
to construct the seed edit using a complex API and the necessity
of inferring type hints for many parts of the shape. Finally, this
experiment underscores the task and dataset complexity, as even
our best approach fully matches the human annotation for only
approximately 35% of the input pairs. Note that due to redundancies
in the shape structure and the presence of multiple ways to satisfy an
edit request, effective editing programs can be inferred even when
not all inferred quantities match the ground truth. Consequently,
annotator evaluations indicate that programs produced with our
method (Ours) matched the intended edits in 72.5% of the inputs.

7.3.2  Analysis of the AEP Solver. Next, we perform an ablative
analysis of our AEP solver, focusing on the features introduced
in Section 5.3.1: (i) nhbd-edits, which creates edit candidates with
parameters specified with features of other edited parts, and (ii)
breaking-edits, which use the minimally constraint-breaking edit
when no edit satisfies all constraints. We compare the inferred
programs to the ground truth (GT) programs using the metrics
from Section 7.2, and provide results in Table 4. Removing nhbd-
edits increases geometric distance, while removing breaking-edits
increases structural distance. This aligns with our intuition: nhbd-
edits improve parameterization, affecting geometric distance, while
breaking-edits prevent more broken relations, affecting structural
distance when elided.

8 Applications

Our editing system acts as a translator, converting natural language
prompts into editing programs. With this system in hand, we can
further explore how to employ the creative capabilities of LLMs
to enable tantalizing new applications. We demonstrate two such
applications: Automatic Proxydural Modeling and Generating Shape
Variation Families. Note that we utilize the OpenAI’s (Vision) GPT-
4 [OpenAl 2024] as the LLM for these applications, and provide the
prompts utilized for all applications in the supplementary matarials.

8.1 Automatic Proxydural Modeling

Our editing programs incorporate analytical edits, representing
modified parts as parameterized functions of control parameters
exposed to the user. By leveraging function composition, these
programs can be automatically stacked, allowing a part edited by one
program to serve as the input for another. This capability enables the
creation of (approximately) procedural models of any given shape
through the following steps: (i) gather multiple independent editing
requests, (ii) infer an editing program for each request, each with
a single independent control parameter, and (iii) stack these edits
using function composition. This approach allows users to explore
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Table 4. Quality of programs inferred by the Solver: Removing nhbd-edits
results in higher geometric distance (9 (Geo)), while removing breaking-
edits leads to more structural distance (%REL). The naive approach that
removes both of these options is the least effective.

J (Prog)(1)  D(Geo)(]) %Rer(T)
Ours 0.70 4.01 91.57%
- nhbd 0.70 421 91.35%
- breaking 0.68 3.46 86.41%
Naive 0.67 431 85.4%

"[., while tilting the legs"” }—|_'

"... without changing the back." }—r

Fig. 8. Shape Variation Family: Given a 3D asset and an under-specified
edit request, we leverage LLMs to synthesize potential extensions of the
request. By inferring programs for both the extended and original requests,
we create a set of related but distinct parametric models, each adhering to
the initial edit request while supporting different shape variations.

— |

shape variations through a set of sliders, akin to interacting with
procedural models. Since the shapes are edited using their bounding
proxies, we term this approach Proxydural Modeling.

In cases where users wish to automatically explore variations of
a given shape, our system can still be effectively utilized. The key is
to identify interesting modes of variation and automatically craft
corresponding editing requests. Once these editing requests are
defined, our system can use them to generate the Proxydural Model.
To achieve this, we leverage the impressive world knowledge and
natural language capabilities of LLMs. Given a segmented shape,
we prompt the LLM to generate edit requests that capture interest-
ing variations. By providing in-context examples and task-specific
instructions, we ensure that the LLM produces requests compatible
with our system. These requests are then used to automatically
create the PRoxyDURAL MoODEL. In Figure 7, we present multiple
PROXYDURAL MODELs automatically crafted by the LLM. Unlike
prior inverse procedural modeling approaches [Bokeloh et al. 2012],
our system enables the creation of multiple Proxydural Models for a
single input geometry, each facilitating the exploration of different
shape variations.
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8.2 Creating a Shape Variation Family

Natural language edit requests can often be under-specific, partic-
ularly when it comes to detailing secondary edits. Consequently,
edit requests typically support multiple possible realizations. The
minimal-deformation, maximally-relation-preserving edits produced
by edit propagation approaches represent only a single interpreta-
tion of the request. However, different users may prefer different
secondary edits. Therefore, producing editing programs that each
model a different interpretation of the request is desirable. We re-
fer to these sets of related but distinct editing programs as Shape
Variation Families.

To enable this exploration, we create multiple variations of the
initial editing request, retaining the user-specified primary edit
while exploring different secondary effects. These varied requests
are then used to generate distinct editing programs, each resulting
in a unique shape variation. We leverage the general world knowl-
edge about object categories contained in LLMs to accomplish this
task. Given the user’s primary edit request, we prompt the LLM to
generate variations of the request, specifically targeting different
secondary effects. As with the previous application, we provide
in-context examples and task-specific instructions to ensure that
the LLM produces requests compatible with our system. Once the
editing programs are generated for all the varied prompts, they are
presented to the user. The user can then explore different interpreta-
tions of the edit request, and select the one most aligned with their
intent. In Figure 8 we show an example of a Shape Variation Family
generated with this approach.

9 Conclusions

We have introduced PARSEL: PARAMETERIZED SHAPE EDITING WITH
LANGUAGE, a novel shape editing system that combines the intuitive-
ness of natural language with the precision of parametric control to
perform geometric edits on 3D assets. Given semantically labeled
3D meshes and a natural language edit request, our system provides
adjustable parameters to control how the shape is edited. This capa-
bility is achieved through parameterized editing programs, inferred
by a neuro-symbolic module that combines LLM prompting with
CAS solvers. Central to this module is ANALYTICAL EDIT PROPAGA-
TION (AEP), a novel technique that extends editing programs by
considering inter-part geometric relationships. Our experiments
demonstrated that our system infers editing programs that are more
closely aligned with user intent compared to other baselines. We
also showcased exciting applications made possible by our system,
such as automatic conversion of a high-quality 3D asset into an
approximate procedural model.

9.1 Limitations and future work

While PARSEL is the first system capable of supporting controllable
shape edits from natural language, it does have a few limitations:
(i) Search Efficiency: A downside of our approach is the computa-
tional expense of the analytical edit search. While the median time it
takes to search for editing programs is approximately 30 seconds, in
certain conditions it can take beyond 500 seconds for very complex
shapes. This is due to our simple and generous edit sampling pro-
cess, where the solver may evaluate an extensive array of potential



edit candidates under certain conditions. This could likely be miti-
gated to a large extent with the addition of a ‘smarter’ edit sampling
strategy. For instance, analyzing the parametric form of attachment
points can help identify suitable editing operations and prune the
search space. Alternatively, employing an early exit model, where
search stops once a satisfying edit is found, may also improve the
run-time of the system (though integration with parallelization may
be non-trivial).

(ii) Limited Edits: Our system currently supports a limited range of
part deformations - only those expressible as affine transforms of the
bounding proxy or its features. We contrast this with the prior neural
approaches [Achlioptas et al. 2023] in Figure 2, which despite other
drawbacks, support a wider range of shape edits. To accommodate a
wider range of edit requests, our system needs to support additional
deformation functions, such as making parts spherical or cylindrical.
A key challenge in supporting novel deformations is the ability
to analytically specify the state of parts under these deformation
functions. This makes iterative non-analytic deformations functions,
such as ARAP energy based deformation [Sorkine and Alexa 2007],
incompatible with our system.

(iii) Limited Shape Structures: While our shape representation
is effective for many man-made 3D objects, it has its limitations.
Bounding boxes may not be the best control cage for all parts, and
other control cages may be required. Although our system can sup-
port arbitrary control cages, as we use harmonic coordinates to
parameterize the attachment relations, their effect on the solver’s
success is unclear. Additionally, we currently model a limited set
of symmetry relations. Two common forms observed in 3D assets
that we identify are (i) parts formed by joining points on two differ-
ent curves, often seen in the design of back supports in chairs and
beds, and (ii) wallpaper symmetry groups, which involve transla-
tion symmetry along two axes, commonly seen in building facades.
Extending our system to support these additional structures would
greatly enhance its applicability.

We believe that our system makes 3D asset editing more control-
lable and intuitive for artists. With the rise of text-to-3D approaches,
creating new models has become easier, yet editing them remains a
challenge. By integrating our system with auto-segmentation tech-
niques tools [Zhou et al. 2023], we can enable intuitive and precise
editing of models generated from text-to-3D approaches. Finally
we emphasize that our system was most effective with careful and
directed LLM integration; we ask the LLM to perform only high-
level translation tasks, and rely on symbolic solvers to perform the
necessary geometric analysis. Looking ahead, we hope this work
provides a potent framework for a reliable integration of LLMs with
symbolic reasoning to support shape analysis.
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