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ABSTRACT

The 2005 Lake Malawi deep scientific drill core is the longest and most continoous high-resolution record from
the continental tropics, extending to ~1.38 Ma. While extensive zetz of paleoclimate proxy data hawe been
generated from this core, a gap in direcdy dated zediment, between ~74 ka and ~590 ka (28-167 m below lake
Aoor), has limited the understanding of climatic drivers in this system. Previous age models fill the gap in direct
dates by mming to the global 8'%0 stack and interpreting palecmagnetic excursions, but these methods and the
rezulting model: remain dizputed. We fll thiz gap in chronology using luminescence dating, with 31 zamples
collected at ~4 m resolution in thiz section of the core. Luminescence dating can sometimes be limited by
relatively large uncertainties (typically ~7%) and difficulty estimating the water content hiztory of samplez. We
overcome these imitations by employing a high zampling density and wring the sediment record to understand
changes in water content during the burial period. Thiz yiekls a wastly improwed and robust age model that
indicates changes in sedimentation rates not dizcernible in prior age modals.

1. Introduction

Eastern Africa was a key site of hominin evolution and development,
with the regional environment likely playing a role in evolving
morphology, life history, social behavior, and migration (Maslin =t al |
2015). The same region today iz home to ~400 million people, with the
population expected to more than double by 2050 (United MNations,
2019). Thiz rapidly growing population ie especially vulnerable to
climate change, with dependence on rain-fed agrieulture, low adaptive
capacity, privatization of resources, conflict, and disease putting in-
habitants at particular rigk (Fields, 2005; Thomas and Nigam, 2018). To
understand the context and causes of early human development and
protect human populations today, we need to understand what drves
long-term changes in climate in this key region.

Several different hydroclimatic driving mechanisms have been pro-
posed over multimillennial seales. Most often discussed are regiomal
insolation (Trauth t al | 2003; Ivory et al., 2016), high latitude forcing
(Ticrney et al | 2008; Castaneda et al, 2016}, or a combimation of the
two [Trauth et al, 2007; Lyons et al., 2015; Caley et al, 2018; Lamb

On decadal to sub-centenmial time seales, changes to the bipolar seezaw,
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El Nino-Southern Oseillation, tropical rain belt migration, Indian Ocean
Dipole, Congo Air Boundary migration, and sunspot cyeles have all been
invoked to explain and deseribe climatic variability (Lean et al., 1995;
Brown et al, 2007; Russell and Johnson, 2007; Tiemey et al., 2011,
2013; Wolff et al, 2011).

Determining elimatie drivers in the region has been hindered by a
lack of long-duration high-resolution records (Trauth =t al_, 2005; Schol=
etal., 2007; Lupien =t al., 2021). The ~1.38 Ma sediment core collected
from Lake Malawi in 2005 exhibits prominent climatic signals, which
have been widely published (Fiz. 1) (Scheolz =t al, 2006; Stone et al |
2011; Lyons =t al., 2015; Johnson =t al., 2016; lvory et al, 2016, 2018).
to date, it should help resolve the debate on climatic drivers in the re-
gion. The use of this record, however, has been limited by a lack of
directly dated sediments between ~74 ka and ~590 ka (28-167 m core
depth) (Fiz. 2). Here we use luminescence dating of feldspar grains to
address thiz outstanding problem.

Luminescence dating has been suceessfully applied to a wide range of
archasological and geological sedimentary deposits (Jacobs and Rob-
erts, 2007; Wintle, 2008). Early work was mostly applied to acclian
material where sufficient sunlight exposure could be assumed, typically
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Fig. 1. A: Surrounding elevation and lake bathymetry of Lake Malawi, with the
corng site identified as a yellow star. B: Regional overview with Lake Malawi
highlighted in wellow. Bathymetry iz from Scholz and Lyons (2022), dwvers are
from World Agroforestry Centre (2014), amd topography iz from Farr and
Kobrick (2000).

meazuring quartz from samples < 100 ka (Duller, 2008). More recently,
the use of new feldspar measurement protocols (Thomeen =t al | 2008; L
et al, 2014) and the techmque has been successfully applied to a
broader range of environments, including lacustrine recorde (Buylaert
et al, 2013; Roberts ot al., 2018, 2021).

Until the last decade projects using luminescence dating on lake
cores were largely exploratory and designed to test feasibility. Use of the
techmique in this setting has been limited by fears about partial
bleaching of sediments, light exposure during sampling, and obtaining
accurate water content histories (Robertz et al | 201 8). Through time,
these concerns have proven to be largely unfounded. Early work showed
that luminescence dating was feamble in lake cores, though there were
doubte that it could be applied to all sediments with insufficient sunlight
exposure (partial bleaching) prior to deposition being the principal
concem (Berger and Easterbrook, 1993; Berger and Anderson, 1994;
Berger and Doran, 200]1). Later work showed that partial bleaching,
while still a coneern, is not as prohibitive a factor as initially thought and
iz often only a serious impediment for eamples younger than ~1 ka (Jain
et al, 2004; Duller, 2008). Others have shown that while care must be
taken to measure or calculate water content, it 1s no more of a challenge
in lacustrine settings than in other environments where luminescence
dating 1z more widely applied (Lukazs =t al | 201 2; Roberts =t al | 2018).
Likewize, light exposure during sampling has also proven not to be a
limiting factor, with Armitage and Pinder (2017) demonstrating that
only the outer ~1 mm of sediment in a split core iz exposed to sufficient
light to produce age underestimates. In recent years luminescence
dating has produced robust lacustrine age models with ever-increasing
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Flg. 2. A composite stratigraphic column of cores GLAD7-Mal05-1B and
GLADT-Mal05-1C with all dates included in the age model marked. Beside the
column iz the Lyons er al (2015) calibrated lake lewel curve that wtilized
principal component analyziz (PCA) on Ca, total organic carbon (TOC), §'3C,
saturated bulk density, and lightness of color datasets.

maximum age ranges (Buylaert ot al., 201 3; Robertz et al , 2018, 2021).
Chronology iz a well-known challenge for sediment records, with
date density and age modeling techniques often not sufficient for making
robust interpretations about elimatic drivers or relationships between
records from different localities (Blaauw et al, 2018; Zimmerman and
Wahl, 2020). While luminescence dating has limitations, namely a
relatrvely high age uncertainty of 5-10%, 1t 1z well suited to help solve
thiz problem. The main gape left by other forms of dating, including
limited age ranges (e.g., ''C, paleomagnetic dating), limited material
("¢, ArAr, tephra fingerprinting, U-Th), and reliance on assumptions,
particularly that of uminterrupted deposition (paleomagnetic dating,
funing to presumed drovers), can be filled by luminescence dating.
Luminescence dating can be performed on ubiquitous quartz and feld-
spar graing, is independent of other methods, and can be effective on
samples aged less than 1 ka to greater than 600 ka (Thomeen =t al |, 2008;
Buylaert et al, 201 2; Arnold =t al., 2015). With recent improvements in
measurement techniques, lumineseenes dating iz well suited to date the
long sediment record from Lake Malawi as well as similar records.

1.1. Drill core from the lake Malaw: zscientific drilling project

The 2005 Lake Malawi Scientific Drilling Project acquired a com-
poeite core that extends to 380 m below lake floor (mblf), with a bazsal
age of ~1.38 Ma, which 1= extrapolated from the identification of the
Cobb Mountain palecomagnetic reversal ~345 mblf (Scholz et al | 2005;
Lyons et al, 201 5). While extensive sete of paleoclimate proxy data have
been generated for this core, GLAD7-Mal05-1, there 15 a gap in directly
dated sediments, roughly between 74 ka and 590 ka (28-167 mblf)
(Fiz. 2). An initial age model circumvented thiz gap in age de-
terminations by Linearly interpolating between the Youngest Toba Tuff
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(28.09 mblf, 73.7 0.3 ka) and paleomagnetic excursion 15a (167.5
mblf, ~575 ka) and a nearby Ar Ar age of volcanic tephra (166.6 mblf,
590 20 ka) (Lane et al., 2013; Lyons et al., 2015; Mark et al., 2017).
Alternative models fill the gap using paleomagnetic excursions and
paleointensity data (Ivory et al., 2016) or tuning Texgg-based tempera-
ture to the global 180 stack (Johnson et al., 2016). The excursion and
intensity-based model utilizes a noisy paleomagnetic record and re-
quires significant changes in sedimentation rate that are not supported
by changes in sediment composition or the adjacent seismic strati-
graphic framework (e.g. Lyons et al., 2011). In noisy paleomagnetic
records, errors can occur where an excursion is absent or misidentified,
which then produces an age offset between the modelled and true age
for all deeper levels in the core. The TEXgs 20 tuned age model as-
sumes that regional temperatures follow global trends, which may be the
case, but then invokes a circular argument when using the record to
determine climatic drivers. Using the Texgg 180 correlation in-
corporates additional uncertainty into the model since lake surface
temperatures must be corrected for the dry adiabatic lapse rate, because
lake level fluctuates hundreds of meters over the course of the record.
Moreover, all the published age models are based on lines of best fit
through dates and do not use Bayesian methods to quantify and mini-
mize uncertainties in the models. Presenting known uncertainty is
necessary to quantitatively assess potential drivers of climatic change
(Blaauw et al., 2018; Zimmerman and Wahl, 2020). We solve this
outstanding set of problems using luminescence dating and a Bayesian
age model to fill the gap in chronology.

2. Regional setting

Lake Malawi is one of the largest lakes in the world, covering
~30,000 km? with a present-day maximum depth of 700 m, and sits at
the southern end of the East African Rift System (Fig. 1). The lake
partially fills the Malawi Rift, a series of linked asymmetric half-graben
basins that initially formed in the late Cenozoic (Scholz et al., 2020).
Normal faulting and extension control the morphology of the basin, and
sediment delivery and accumulation in some parts of the lake (Scholz
et al., 2020). In the northern and central basins, major border faults
produce steep slopes both onshore and within the lake, whereas the far
southern and southwestern shorelines have more gradual bathymetric
gradients (Eccles, 1974; Lyons et al., 2011; Scholz and Lyons, 2022).
Today, the quantity and seasonality of precipitation is driven by the path
of the tropical rain belt. Lake Malawi sits at the southern end of the rain
belt track, at 9 14 S, such that it experiences a single rainy season in
austral summer and one dry and windy season in austral winter (Eccles,
1974; Owen and Crossley, 1992).

Because of the vast size of the lake, precipitation varies greatly over
its extent. Annual rainfall in southern parts of the lake is 65 cm/yr, while
the central basin and northern extremity receive 200 and 250 cm/yr,
respectively (Eccles, 1974). Direct evaporation accounts for 80% of
water loss, and the remainder flows out from the Shire River through the
southeastern arm of the lake (Owen and Crossley, 1992). Though near
the equator, the region experiences some temperature changes
throughout the year, varying several degrees Celsius between winter and
summer months (Eccles, 1974). Localities near the northern and
southern ends of the lake experience a wider range of annual tempera-
tures than localities near the center of the basin, where the lake mod-
erates climate (Eccles, 1974). Today the lake is permanently stratified,
with the boundary between the oxic and anoxic layers at ~220 m
(Vollmer et al., 2005). Annually, the windy dry season cools surface
waters and increases physical mixing in the upper waters (Owen and
Crossley, 1992; Pilskaln, 2004; Vollmer et al., 2005). These high winds
blow from the south along the axis of the lake at speeds of 40 km/h for
intervals of several days, resulting in surface waves of 3 4 m (Eccles,
1974).
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3. Materials and methods
3.1. Sample collection

Subsamples from the archived drill core were collected under white
light at the University of Minnesota Continental Scientific Drilling Fa-
cility where the cores have been stored since collection (University of
Minnesota National Lacustrine Core Repository, 1996). An initial set of
six samples was collected as part of a blind trial (Lab ID s containing a
single letter), with four of these overlapping with the 1*C dated portion
of the core and two within the interval of interest. The bulk of the
luminescence samples (Lab IDs prefixed Mal- ) were collected at a ~4
m resolution from 32 to 165 mblf, totaling 33 samples (Tables 2 and 3).
Sample locations were selected to avoid changes in sedimentation rate,
sections of apparent disturbance during coring, and cracks in the dried
core face. Sample collection methods followed that of Armitage and
Pinder (2017). Samples were collected by inserting 2.54 cm diameter
copper tubes that had been stoppered with foam, into the split core face.
The tubes were inserted until they made contact with the core liner, ~3
cm deep, yielding sample volumes of ~15 ml. The full sample tubes were
sealed with duct tape and wrapped in aluminum foil to prevent light
penetration.

Sample preparation and measurement were conducted at the Royal
Holloway Luminescence Laboratory. Samples were extruded under
subdued red light and the outer ~0.5 cm on both ends of each sample
tube were removed. This removed both the light-exposed portion at the
cut core face and any material that may have suffered from barrel smear
during coring (Armitage and Pinder, 2017).

3.2. Dose rate determination

The light exposed portions removed from the cut core face end of
each sample were reserved and used for U, Th, and K measurements via
ICP-MS (Th and U) and ICP-AES (K) at SGS Canada Inc (Lab IDs prefixed

Mal- ) or alpha and beta counting at the Royal Holloway Luminescence
Laboratory (Lab ID s containing a single letter). Because samples were
collected at core depths intended to avoid major stratigraphic changes,
the material surrounding each sample was assumed to be homogenous
with respect to gamma emitters, allowing gamma dose rates to be
calculated from sample radioisotope concentrations. Given the modern

Table 1

The measurement protocols for quartz optically stimulated luminescence (OSL)
(a) and polymineral post-infrared, infrared-stimulated luminescence (pIRIR) (b)
samples. Test doses for steps a4 and b5 varied between 46.1 and 49.9 Gy.

Step  a) Quartz OSL b) Polymineral pIRIR

1 Give regenerative dose, D;" Give regenerative dose, D;"
2 Preheat 1 (220 C for 10 s) Preheat 1 (255 C for 60 s)
3 Blue diode stimulation (125 C, 60 IR diode stimulation (60 C for 200 s)
), L
4 Give test dose, D; (~50 Gy) IR diode stimulation (225 C for 200
), L
5 Preheat 2 (160 C for 5s) Give test dose, D; (~50 Gy)
6 Blue diode stimulation (125 C, 60 Preheat 2 (255 C for 60 s)
s), Ty
7 Return to step 1 IR diode stimulation (60 C for 200 s)
8 IR diode stimulation (225 C, 200 s),
T,
9 IR diode stimulation (290 C for 150
s)
10 Return to step 1

? In the first cycle, where the natural luminescence intensity is observed, D;
0 Gy.

b For quartz, the luminescence signal (Ly or Ty) was that recorded during the
first 0.32 s of stimulation, with a background signal from the last 10 s of stim-
ulation subtracted; whereas for polymineral samples the signal was that recor-
ded during the first 20 s minus a background signal from the last 20 s of
stimulation.
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Table 2

This table provides the data used to calculate the total dose rate for each sample,
including the corrected water content and the concentrations of K, U, and Th.
Sample water content and composite depth are provided for reference.

Lab ID Composite Water content (%) Radioisotope
depth (mblf) concentrations
Sample®  Corrected” K 0] Th
(%) (ppm)  (ppm)
M° 8.31 210 211 1.7 1.2 9.0
0.2 1.0
0.2
A 13.55 205 206 1.6 1.8 7.1
0.2 1.0
0.1
L 19.78 213 215 1.5 1.6 9.3
0.3 1.2
0.2
s 26.14 207 209 1.3 1.5 2.8
0.1 0.6
0.1
MAL1 32.46 208 210 1.0 4.0 11.7
0.2 0.6
0.1
MAL13 36.60 191 193 1.4 4.2 18.0
0.2 0.9
0.1
MAL23 40.10 191 194 1.4 4.1 16.7
0.2 0.8
0.1
MAL2 43.61 219 222 1.2 5.4 13.7
0.3 0.7
0.1
MAL14 48.09 191 194 1.5 5.0 16.0
0.2 0.8
0.1
MAL24¢ 51.90 171 174 1.6 4.3 14.8
0.2 0.7
0.1
MAL3¢ 57.30 132 136 1.8 2.8 15.5
0.1 0.8
0.1
MAL15¢ 60.09 126 130 1.8 2.8 14.5
0.1 0.7
0.1
MAL25 64.93 152 156 1.4 6.4 15.2
0.3 0.8
0.1
MAL4 70.07 200 205 1.1 3.2 13.2
0.2 0.7
0.1
MAL16 72.64 194 199 1.4 3.3 12.7
0.2 0.6
0.1
E 74.43 171 177 1.2 4.6 11.5
0.5 2.1
0.2
MAL26 80.43 205 210 1.6 4.2 14.6
0.2 0.7
0.1
MALS5 83.86 176 182 1.4 4.2 14.8
0.2 0.7
0.1
MAL27 89.15 166 172 1.4 5.8 13.9
0.3 0.7
0.1
MAL6 91.99 171 177 1.5 4.1 15.6
0.2 0.8
0.1
MAL17 96.50 172 178 1.7 4.0 15.4
0.2 0.8
0.1
MAL28 101.05 208 216 1.3 3.6 129
0.2 0.6
0.1
MAL7 104.37 195 203 1.2 4.4 15.0
0.2 0.8
0.1
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Table 2 (continued)

Lab ID Composite Water content (%) Radioisotope
depth (mblf) concentrations
Sample”  Corrected” K U Th
(%) (ppm)  (ppm)
MAL29 107.09 192 201 1.3 4.1 13.7
0.2 0.7
0.1
p! 110.75 171 180 1.8 2.2 13.1
0.4 1.6
0.2
MAL18°  115.23 165 172 1.7 4.1 14.2
0.2 0.7
0.1
MALS 118.54 185 193 1.5 4.5 14.4
0.2 0.7
0.1
MAL31°¢ 123.49 160 168 1.6 4.0 14.2
0.2 0.7
0.1
MAL19 126.75 172 181 1.3 3.8 13.6
0.2 0.7
0.1
MAL9 130.71 193 203 1.0 3.7 12.4
0.2 0.6
0.1
MAL32 135.13 182 192 1.3 5.5 13.9
0.3 0.7
0.1
MAL20Y  138.70 167 175 1.7 4.1 15.0
0.2 0.8
0.1
MAL10°  142.74 175 184 1.4 3.4 14.8
0.2 0.7
0.1
MAL33 146.72 191 201 1.2 3.7 11.7
0.2 0.6
0.1
MAL21 151.11 186 197 1.2 4.0 13.0
0.2 0.7
0.1
MAL11®  154.78 157 166 1.8 3.5 14.6
0.2 0.7
0.1
MAL34°  157.87 187 196 1.7 4.5 14.5
0.2 0.7
0.1
MAL22°  162.49 158 167 1.4 4.4 14.1
0.2 0.7
0.1
MAL12° 164.90 170 179 1.6 3.6 14.0
0.2 0.7
0.1

# Sample refers to the water content calculated for the individual sample using
steps 1 5 from Section 3.6.

b Corrected refers to the water content calculated using steps 1 6 in Section
3.6 and represents a temporal mean water content for the entire burial period.

¢ Ages based on quartz measurements; all others are based on feldspar.

4 Dates representing reworked material that were removed from the age
model.

¢ Dates with equivalent doses 500 Gy included in the age model as minimum
ages.

depth of the coring site of 590 m lake depth, the cosmic dose rate was
considered to be negligible and was not included in calculations (Pre-
scott and Hutton, 1994). Based on the Lyons et al. (2015) lake level
curve, the largest cosmic dose rate for any sample included in the age
model was 0.01  0.001 Gy/ka on deposition and the mean for all
samples was 0.001  0.0001 Gy/ka on deposition. After deposition, as
each sample was buried by a growing sediment package, the cosmic dose
rate declined further, thus the mean cosmic dose rate for the entire
burial period of each sample is even lower than these values.

An alpha efficiency (a-value) of 0.04 0.02 was assumed for both
quartz and feldspar. Conventionally, a-values of 0.04 0.02 and 0.086
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Table 3

Quaternary Science Reviews 334 (2024) 108691

The dose rate for each type of radiation, total dose rate, equivalent dose, and calculated age of each sample. The reported errors represent 2 uncertainty. Most samples
had six aliquots used for age determination. The exceptions, Mall-Mal10, had nine aliquots. The number of aliquots was reduced from nine to six in later samples,
because there was little variability between aliquots. No aliquots were removed because they failed screening tests. Equivalent dose is the arithmetic mean of the
individual measurements of each aliquot. The youngest four samples M, A, L, and S are based on quartz measurements, all others are based on feldspar.

Lab ID Composite depth (mblf) Dose rates (Gy/ka)” Total dose rate (Gy/ka) Equivalent dose (Gy) Age (ka)
M° 8.31 0.09 0.03 0.49 0.04 0.29 0.02 0.87 0.06 12.8 0.5 147 1.1
AP 13.55 0.09 0.03 0.47 0.03 0.28 0.02 0.84 0.05 209 0.8 248 1.8
Lb 19.78 0.10 0.04 0.45 0.04 0.29 0.02 0.85 0.06 37.7 1.3 446 3.5
sP 26.14 0.06 0.02 0.36 0.03 0.18 0.01 0.60 0.04 37.7 1.3 62.7 4.08
MAL1 32.46 0.18 0.06 0.46 0.02 0.37 0.01 1.01 0.07 103 3 102 8
MAL13 36.60 0.24 0.09 0.64 0.03 0.53 0.02 1.41 0.09 177 6 125 9
MAL23 40.10 0.23 0.08 0.63 0.03 0.51 0.02 1.36  0.09 154 5 113 8
MAL2 43.61 0.22 0.08 0.56 0.02 0.45 0.02 1.22  0.08 175 6 143 11
MAL14 48.09 0.25 0.09 0.68 0.03 0.53 0.02 1.46 0.10 210 7 143 11
MAL24¢ 51.90 0.24 0.08 0.72 0.03 0.54 0.02 1.49 0.09 405 14 272 19
MAL3® 57.30 0.24 0.09 0.83 0.04 0.60 0.02 1.66 0.10 409 14 246 17
MAL15° 60.09 0.23 0.08 0.85 0.04 0.59 0.02 1.67 0.10 387 14 232 16
MAL25 64.93 0.33 0.12 0.83 0.04 0.65 0.03 1.81 0.13 337 12 186 15
MAL4 70.07 0.17 0.06 0.47 0.02 0.38 0.02 1.03 0.07 192 6 186 14
MAL16 72.64 0.17 0.06 0.55 0.03 0.41 0.02 1.14 0.07 203 7 179 12
E 74.43 0.22 0.08 0.60 0.05 0.46 0.04 1.27 0.11 355 11 279 25
MAL26 80.43 0.20 0.07 0.63 0.03 0.47 0.02 1.29 0.08 311 12 240 17
MALS 83.86 0.23 0.08 0.64 0.03 0.50 0.02 1.37 0.09 314 11 229 17
MAL27 89.15 0.28 0.10 0.74 0.03 0.57 0.02 1.58 0.11 403 15 255 20
MAL6 91.99 0.23 0.08 0.68 0.03 0.53 0.02 1.44 0.09 410 15 284 21
MAL17 96.50 0.23 0.08 0.73 0.03 0.54 0.02 1.50 0.09 419 15 280 20
MAL28 101.05 0.17 0.06 0.51 0.02 0.39 0.02 1.08 0.07 283 5 262 19
MAL7 104.37 0.21 0.08 0.56 0.02 0.46 0.02 1.23  0.08 302 10 245 18
MAL29 107.09 0.20 0.07 0.57 0.03 0.44 0.02 1.21  0.08 311 11 257 19
P 110.75 0.16 0.06 0.65 0.06 0.44 0.04 1.25 0.09 542 18 432 35
MAL18¢ 115.23 0.23 0.08 0.74 0.04 0.53 0.02 1.50 0.09 516 19 345 25
MALS 118.54 0.22 0.08 0.65 0.03 0.49 0.02 1.36  0.09 454 17 333 24
MAL31¢ 123.49 0.23 0.08 0.72 0.03 0.53 0.02 1.48 0.09 527 20 357 26
MAL19 126.75 0.21 0.07 0.60 0.03 0.46 0.02 1.27 0.08 392 14 309 23
MAL9 130.71 0.18 0.06 0.47 0.02 0.38 0.02 1.03 0.07 314 11 304 23
MAL32 135.13 0.24 0.09 0.64 0.03 0.51 0.02 1.40 0.10 489 18 350 27
MAL20° 138.70 0.23 0.08 0.74 0.03 0.54 0.02 1.51 0.09 602 23 399 29
MAL10? 142.74 0.20 0.07 0.61 0.03 0.47 0.02 1.28 0.08 558 21 436 32
MAL33 146.72 0.17 0.06 0.51 0.02 0.39 0.02 1.07 0.07 414 15 385 28
MAL21 151.11 0.20 0.07 0.54 0.02 0.43 0.02 1.17 0.08 494 18 423 32
MAL11¢ 154.78 0.22 0.08 0.75 0.04 0.54 0.02 1.51 0.09 615 24 408 29
MAL34‘ 157.87 0.22 0.08 0.69 0.03 0.51 0.02 1.42  0.09 642 25 451 33
MAL22¢ 162.49 0.24 0.09 0.69 0.03 0.53 0.02 1.46 0.09 632 25 432 33
MAL12¢ 164.90 0.21 0.07 0.67 0.03 0.49 0.02 1.36 0.08 597 23 438 31

# Dose rates after correction for water content and, where relevant, attenuation due to grain-size, and an alpha efficiency of 0.04 0.02 (Rees-Jones, 1995).

b Ages based on quartz measurements; all others are based on feldspar.

¢ Dates representing reworked material that were removed from the age model.
4 Dates with equivalent doses 500 Gy included in the age model as minimum ages.

0.02 are used for quartz and feldspar, respectively (Rees-Jones, 1995).
The a-value defines the efficiency with which energy imparted to a
crystal by alpha irradiation results in trapped electrons and therefore
luminescence. This efficiency is lower for alpha particles than other
forms of radiation, since local saturation of electron traps occurs along
the alpha track length. However, the a-value must decrease with
increasing prior dose, since an alpha track through a region with no
trapped electrons will be more efficient at trapping electrons than one
through a region where a proportion of the traps are already occupied.
Consequently, the a-value varies from a maximum in an unirradiated
material, to zero in a saturated material. Rees-Jones (1995) measured
a-values for low-dose samples ( 10 Gy) and hence their values are
assumed to represent the maximum for each mineral type. Dated quartz
samples presented in this study have equivalent doses 40 Gy, well
below the saturation dose for this mineral. Consequently, Rees-Jones s
a-value of 0.04 0.02 is appropriate, not least because it is consistent
with zero (saturation) at two standard errors. Conversely, all the feld-
spar samples reported here yield equivalent doses 100 Gy, with the
majority between 200 and 700 Gy. Using the natural dose response
curve curve (NDRC) defined in section 4.2, the mean NDRC value was

calculated every 100 Gy from 200 to 700 Gy, and expressed as a pro-
portion of the saturation level. An age-appropriate a-value was then
calculated for each dose by scaling the 0 Gy value (assumed to be 0.86
0.02) by the proportion of saturation, yielding a mean value of 0.04. This
mean value, with an appropriately large standard error (0.04 0.02)
was used for all feldspar samples, to avoid incorporating an age
dependence into the age calculation. This value is consistent at one
standard error with all calculated a-values for samples with equivalent
doses between 200 and 700 Gy, and at two standard deviations with
both saturation and an equivalent dose of ~40 Gy.

3.3. Sample preparation

The core is dominated by the silt and clay size sediment fraction with
little sand. As such, all dating was done on the 4 11 m size fraction.
Samples were treated with NasP20; to prevent flocculation, then the
fine silt size fraction was isolated using Stokes settling in deionized
water. The organic and carbonate components were removed using
simultaneous treatment with 30% H3O» and 10% HCI, respectively.
Samples were treated until the reaction stopped and were then rinsed
three times in deionized water. Quartz-rich samples were produced by
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treating the resulting polymineral fraction with 35% H,SiFg to remove
feldspar grains. Samples were placed in HaSiFg for 96 h, after which they
were rinsed three times in deionized water and subsequently immersed
in 10 % HCI for 12 h to remove fluoride precipitates. The resulting
material was rinsed three times in deionized water and subsequently
resettled to 4 m to remove partially dissolved grains. H,SiFg was pre-
saturated with silica by adding an excess of Honeywell 210 300 m
silicon dioxide upon purchase. Silicon dioxide was removed immedi-
ately prior to use with gravity filtration through Whatman 542 filter
paper. Samples were deposited from suspension onto aluminum discs
via drying at 50 C. Sufficient sample was added to each drying vessel to
produce a monolayer of material on the disc; the sample volume
required to achieve this result was estimated by eye. A small number of
test discs were measured to establish the approximate equivalent dose
for each sample. The youngest four samples were measured using the
single-aliquot regenerative-dose technique (SAR) (Murray and Wintle,
2000) applied to quartz separates. All other samples were measured
using the polymineral fraction measured with a post-infrared, infrar-
ed-stimulated luminescence (pIRIR) measurement sequence (Thomsen
et al., 2008). This latter approach is generally considered to yield
luminescence ages from the feldspar component of the polymineral
fraction.

3.4. Equivalent dose measurements

All luminescence measurements presented in this study were carried
out using one of three Ris TL/OSL-DA-20 automated dating systems
(B tter-Jensen et al., 2003). Stimulation was carried out using blue (470
nm) or IR (870 nm) light emitting diodes (LEDs) for quartz and poly-
mineral separates, respectively. Luminescence was detected using
Electron Tubes Ltd 9235QB15 photomultiplier tubes shielded by Hoya
U-340 filters when measuring quartz and Schott BG3 and BG39 filters
when measuring polymineral samples. Irradiation was carried out using
a 1.48 GBq °sr/°°Y beta source calibrated relative to the National
Physical Laboratory, Teddington ®°Co -source (Hotspot 800) following
Armitage and Bailey (2005). Optimal measurement conditions for both
mineral fractions were established using dose recovery tests (Roberts
et al., 1999). In the case of quartz, the natural signal was removed using
two 200 s room temperature blue diode bleaches separated by a 10 ks
pause (Murray and Wintle, 2003), whereas polymineral aliquots were
subject to a 48-h exposure in a Dr Honle UVACUBE 400 solar simulator.
The single-aliquot regenerative dose technique (Murray and Wintle,
2000) was used to measure the equivalent dose for each fine-grained
quartz aliquot presented in this study, while a pIRIR protocol modified
from Thomsen et al. (2008) and Li et al. (2014) was applied to poly-
mineral fine-grain aliquots. Equivalent dose (D) measurement proced-
ures for quartz (Table 1la) and polymineral (Table 1b) samples are
presented in Table 1.

Quartz dose recovery tests were performed on two aliquots each of
the six blind trial samples using the measurement sequence outlined in
Table 1a and a known dose of 50 Gy. Dose recovery ratios (measured/
given) were 0.99 0.01,0.98 0.02,0.98 0.02,1.05 0.01,0.97
0.02 and 1.01  0.01 for samples S, A, M, P, L and E, respectively. In
addition, dose recovery experiments were performed, measuring three
aliquots at eight different preheat regimes for samples MAL1 (given
dose 60 Gy) and MAL23 (given dose 130 Gy). In the first seven
regimes, preheat 1 temperature was varied between 160 and 280 C at
20 Cintervals, held for 10's, all with a 160 C preheat 2 (held for 0 s for
preheat 1 temperatures of 160 and 180 C and 5 s for higher tempera-
tures). In addition, a regime using a 260 C preheat 1 and 220 C preheat
2, both held at temperature for 10 s, was also tested. For both samples,
aliquots subject to preheat 1 temperatures between 220 and 260 C
yielded dose recovery ratios consistent with unity. pIRIRy5 dose re-
covery experiments were carried out on three aliquots of each of blind
test samples A, S, L and E, using known doses of 51, 60, 64 and 306 Gy
respectively. Measurements were performed using the measurement
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sequence outlined in Table 1b and yielded dose recovery ratios
(measured/given) of 1.01  0.01, 0.98 0.05,0.97 0.01 and 0.98
0.02 for samples A, S, L and E, respectively, after subtraction of a re-
sidual dose of 0.92  0.16 Gy.

3.5. Anomalous fading

Infrared-stimulated luminescence signals from the polymineral
fraction of sediment are assumed to be dominated by feldspar. Age un-
derestimations caused by anomalous fading are a common problem in
feldspar dating and have prevented feldspar dating from reaching
widespread application until recently (Wintle, 1973; Huntley and
Lamothe, 2001; Thomsen et al., 2008; Roberts et al., 2018). Over the last
decade, considerable advances have been made in isolating signals with
low fading rates from feldspars by applying an initial low temperature
infrared (IR) stimulation followed by a higher temperature IR stimula-
tion (e.g. Thomsen et al., 2008; Li et al., 2014). Using this approach
(Table 1b) yielded a mean g-value (i.e. fading rate) for the pIRIR2s5
signal of 0.90 0.39 %/decade (n 33, 3 aliquots each of 11 samples).
The tested samples (Mal 1, 2, 15, 16, 27, 28, 18, 19, 20, 21, and 12) were
distributed throughout the luminescence dated interval. A dose of ~46
Gy was used for all samples and three measurements were made per
aliquot per fading time, with fading durations of 0, 1, 10 and 100 h.
Fading rates were determined following Huntley and Lamothe (2001)
and Auclair et al. (2003) using Analyst 4.31.9 (Duller, 2015). The
measured pIRIR signal g-value from polyminerals is considered low
enough to not require fading correction, being similar to the published
values obtained for quartz, which is typically considered not to fade.
These published quartz fading rates of ~1%/decade (Buylaert et al.,
2012) are thought to be a laboratory artifact rather than an indication of
true fading; as such it is common practice not to correct for felspar
fading rates of 1.5%/decade (Roberts et al., 2018; Buylaert et al.,
2013; Feng et al., 2022).

The degree of fading can vary between different forms of feldspar.
Feldspars that form under high temperature volcanic settings are known
to have more disordered crystal lattices leading to increased rates of
fading (Bosken and Schmidt, 2020). While there is volcanism in the East
African Rift System, it is dominantly in the eastern branch far from our
core site (Biggs et al., 2021). We did not determine the form of feldspar
in the samples, but we expect to find few high temperature feldspars.
The lake catchment is underlain by Proterozoic rock and the volcanoes
nearest to our core site are in the Rungwe volcanic province ~300 km to
the north (Fontijn et al., 2010; Fritz et al., 2013). There is little volcanic
ash in the core and the few visible tephra that are present are mostly 1
cm thick. The relative absence of high temperature volcanic feldspars
reduces the risk of increased feldspar fading rates within our sample set.

3.6. Water content

Water content is a necessary part of luminescence age calculations,
with a 1% change in water content yielding a ~1% change in dose rate
and therefore a ~1% change in calculated age (Roberts et al., 2018).
Water content was not measured for these cores until several years after
collection, during which time the samples likely experienced differential
drying, with both storage conditions and sediment composition
impacting drying rates (Bennett et al., 1999; Bird et al., 2004). Because
we could not directly measure water content, it was calculated using
saturated bulk density from Gamma Ray Attenuation Porosity Evalua-
tion (GRAPE), Total Organic Carbon (TOC), and Biogenic Silica (BiSi)
from Si and Ti X-Ray Fluorescence (XRF) measurements. Though GRAPE
involves exposing sediments to gamma radiation, Couapel and Bowels
(2006) showed that that exposure is of such a short duration, that it does
not impact luminescence measurements. They estimated that a typical
measurement sequence would expose sediments to 1.45 10 6 Gy and
that at even 60 times normal exposure, there was no discernible impact
on luminescence results.
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GRAPE and XRF data were collected at the Umversity of Minnesota
Continental Seientific Drilling Pacility (University of Minnesota National
Lacustrine Core Repository, 1996) when the cores were first desenbed
and were obtained from their data repository. Si and Ti XRF data were
used to caleulate BiSi following the approach of Johnson et al. (2011).
TOC data are from Lyons et al. (201 5). Most luminescence samples were
taken from core GLAD7-MALODS-1B (Tables 2 and 2); where data for 1B
was not avallable, data from the adjacent and owerlapping
GLAD7-MALOS-1C was used. GRAPE saturated bulk density was
collected every ~1 em, 51 and Ti were collected every ~2 em, and TOC
data was collected every ~28.5 em. All data were hnearly interpolated
to the GRAPE saturated bulk density sampling rate. Because this meth-
odology produced a high-density data series (36,150 data points) we
were also able to caleculate rates of dewatering While luminescence
studies tend to ignore dewatering, a detailed analysie 1= required in our
case due to the significant depth of this core. Compression from owver-
Iyving sediments caused our samples to lose az much az 12% of their
surface water content (see fitted lLnes In Fiz. 2e and d). Our
pre-dewatering water content caleulation iz almost identieal to that of
Lukas et al_ (201 2], except that they did not account for BiSi and TOC.
They found that their caleulations tended to oversstimate water content
effect may be due to omitting less dense constituents from the compu-
tations. Removing BiSi and TOC from our caleulations results in an in-
crease 1n calculated water content

Our dewatering calculations assume that the coring site was sub-
merged for the entirety of the record. Today the conng site 12 592 m
deep, and it is unlikely that it was exposed for a significant length of ime
in the last 500 ka. While there iz strong evidencs for extreme lowstands,
with the most severe potentially reducing lake levels by as much as
~600 m (4569 mblf) (Lyonz et al, 2015}, there iz no evidence of
erozional surfaces in the seismic reflection data at the dnll site, indi-
cating long term subaerial exposure 1z highly unlikely (Lyonz et al |
2011). Our calculations also assume that the water content of the
recently collected core sections is roughly equal to in situ water content,
and that the impacts of expansion due to unloading and compaction
clearly disturbed, which may impact their water content, these sections

=
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were avolded during sampling.
The water content caleculations are deseribed in the following six
steps.

Calculate density of water at the room temperature when GRAPE
data was collected

Because this composite core totals nearly 450 m total length, GRAFE
measurements were generated over several weeks, and the room tem-
perature varied from 23 to 30.5 “C. Density of water at the room tem-
perature during measurement was caleulated using the equation
criginally presented mm Thicsen et al (1900) and revisited by Tanaka
et al. (2001, although this correction has an inconsequential (<0.1%)
impact on the resulting water content.

Density of Water = (909.97495 * (1-({((Room Temperature +
—3.983035)"2) * (Room Temperature + 301.797))/(522528.9 * (Room
Temperature + 69.348581)))))/1000.

Calculate percent mineral grains of dry material

Percent mineral grains was caleulated by subtracting TOC and BiSi
% from an assumed 100% mineral grains of dry material, which resulted
in an average value of ~70%. We considered adding carbonates to the
caleulation, but accounting for carbonates bears Little impact on water
content. Authigenmic carbonates have wvarnable densities (~2.6-2.8 g/
em”) all of which are near that of mineral grains (2.65 g/em”), so adding
carbonates has little impact on water content results.

Mineral Grain% = 100 - BiS1% - TOC%

Calculate dry density

Dry density was caleulated using BiSi%, TOCH, Mineral Grain%, and
established densities for the three components (Johnzon et al, 2011).

Dry Density = (BiSi% * 2 g/em®) + (TOCH% * 1 g/em?) + (Mineral
Grain% * 2.65 g/em”).

Calculate volumetric water percent

(wday) en

Composite Depth {m)

Fig. 3. A: Percent TOC, which haz an inverse relationship with Ca throughout the record. B: A 30 point running average of Ca XRF, measured in thouszand counts per
mimute (kepm). The dividing line between low and high Ca (5 kepm) iz a dotted turquois line. C: The gravimetric water content of low Ca samples, the line of best fit
(¥ = —0.1509x+209.57), which represzents the rate of dewatering, iz shown in turquoize. D: The gravimetric water content of high Ca samples, the line of best fit (y =
—0.1312x+194.75), which reprezents the rate of dewatering, iz shown in turquoize. TOC and Ca are from Lyons et al. (20150,

7
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Volumetric Water® was calculated using an equation for calculating
porosity from Gealy, 1971). Because the sediments are submerged, all
the pore space should be filled and Porosity3 chould equal to volumetrie
waker¥h.

Volumetric Water3 = ((saturated bulk density - dry density)/(den-
gity of water - dry density)) *100.

Convert to gravimetric water percent

While volumetric water content is typically discussed in sedimen-
tological studies, gravimetric water content iz epecified in the dose rate
correction caleulations proposed by Aithen (1985, Eq 4.5-4.7) and 1=
used In most luminescence studies. The conversion was made using an
equation from Lukaz et al (2012].

Gravimetric water® = Volumetric water% * (dry density /density of
water).

Calculate dewatering rate

Caleulating dewatering was the most invelved step and likely the
most novel. The hiterature on dewatering 1= limited with few papers in
thiz depth range publiching both water content and a full range of
sedimentary charactenisties (dry density, TOC, BiSi, carbonate content,
grain size, ete.). The studies that are available rarely focus on our depths
of interest (0-165 mblf). Bennett et al. (1999) showed a sharp decline in
water content in the first few cm after deposition with a leveling off by 5
cm depth. Thizs imitial rapid decline will have a neglizible impact on our
samples as thie represents a small portion of our burial history. Bray and
Eang (1985) looked at greater depths and found that water content
reduces exponentially over several km, with most dewatering ocourring
in the upper 1.5 km. Burst (1976) argues that in the first 900 m after
burial dewatering 1z driven by gravitational displacement.

Sediment composition and grain size also play an important role in
dewatering rates (Bennett et al | 1999; Bird et al , 2004). Grain size tends
to impact the compressibility of sediments, with coarser grained sedi-
ments having lower water contents at the sediment water interface but
dewatering more elowly (Bennett et al., 1999; Bird =t al, 2004). Finer
grained sediments tend to be both more absorbent amd more
compressible, with higher water contents observed at the sediment
water interface but dewatering more quickly (Bennett et al | 1999; Bird
et al, 2004). Sediments with high TOC tend to exhibit higher dew-
atering rates, with the size of organic fragments also playving a role
(Bennett et al., 1999; Bird et al , 2004).

Given the role of sediment type on dewatering rates, an initial
attempt was made to base dewatering rates on dry density, wherein a
dry density range was set for each sample, and then sediments within
that range were identified moving down core. This method, however,
produced highly variable dewaterning rates, and required that there be
sediment with lithology comparable to each luminescence sample at
several intervals down core, which iz not the case for every sample.
Instead, we assume that dewatering rates are approxamately linear, and
we generate two equations for dewatering for the two dominant hithol-
ogy types In the core. While dewatering may be exponential at em and
km secales, a inear curve seems to be the best fit on the seale of tens of
meters examined here (Fiz. 3).

The two dominant sediment types are defined by XRF values for Ca,
with high Ca =5000 counts per second and low Ca <5000 counts per
second. The Ca record is highly rectified and indicates clear and rapad
transitions in Ca throughout the core (Lyons =t al, 2015) (Fig. 3b).
Transitions are commonly observed at the cm scale and there are few
intermediate Lithologies. 5000 counts per secomnd was selected as the
demareation between high and low Ca, because it falls between the
baseline value of ~2000 counts per second and the minimum height of
Ca peaks, ~8000 counts per second. Previous work on this core in-
terprets Ca as an indicator of carbonate content and lowered lake level
Scholz et al |, 2007; Lyons et al., 201 5). Ca is related to water content in
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part because it iz inversely related to TOC. While down-core TOC can
alzo be used to demarcate dewatering rates, it does not demonstrate such
sharp transitions and there are more sections with intermediate TOC
values. It 1z possible that because Ca iz interpreted to vary with lake
lewel, changes in Ca are coeval with changes in grain size. As a coarse
and incompressible fraction, carbonates may also behave like silici-
clastic sand graine in a dewatering context.

To calculate dewatering rates for the core, all the gravimetric water
content data ealeulated during steps 1-5 were categonzed as either high
or low Ca eediment. The two resulting datasets were then plotted versus
depth and Linear lines of best fit were generated. The resulbing line of
best fit equations are:

¥ = —0.1312x+194.75 for high Ca eamples

¥ = —0.1509x+209.57 for low Ca samples.

The slope of each line iz taken as the percent gravimetric water
content lost per meter of overlying sediment. The dewatering corrected
water content of each sample was caleulated by ereating a series of test
age models to estimate what percentage of the total burial period each
sample spent at depths arrayved at 10 em intervals moving up-core. The
dewatering corrected water content was then taken as the temporal
mean of water content during the entire burial period. While not
computationally complex, these equations effectively reproduce caleu-
lated water content at given depths. They also produce water contents of
surface sediments with no trend linked to burial depth. These dew-
atering equations are internally consistent for this location and may be
applicable to other settings with different sediment types.

4. Resultz and discussion
4.1. Blind tral

In the initial phase of thiz project, we conducted a blind trial to
ensure that luminescencs dating was feasible for this record. Four of the
samplez fall in the portion of the record well-dated by 1C, and two are
from deeper in the core. These samples are identified as M, A, L, 5, E, and
P. The voungest four ages, all based upon quartz, are consistent with the
previously published *C dates and the identification of the Youngest
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Flg. 4. The youngest four agez, all based on quartz, plotted with the previously
publizhed '“C ages and the identification of the youngest Toba Tuff (Schals
et al, 2007; Lane et al., 2013; Mark et al., 2017). The "C ages were calibrated
and plotted uzing the ‘draw.dates’ function in the R package IntCal (Feimer
et al., 2020). The variable width of each '"“C marker representz relative un-
certainty, with wider sections of the marker indicating more likely ages. Un-
certainties for the youngest luminescence age and the Youngest Toba Tuff are
obscured by the marker.
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Toba Tuff (Fig. 4). These four represent the only quartz ages used in this
study, because quartz reaches saturation well before feldspar, limiting
its use to young samples (Buylaert et al., 2012; Arnold et al., 2015). The
two older blind trial samples fell within the poorly dated interval of
interest. The older of the two, Sample P, had an equivalent dose of 500
Gy and was later removed, as discussed in the following section. The
younger sample, Sample E, has an age near that of the existing age
models (E 279 25 ka, Lyons 244.5 ka). The results of the blind
trial indicated that luminescence dating was reliable at this site and that
a larger dating study was appropriate.

4.2. Defining luminescence signal saturation

Using pIRIR measurements, luminescence dating is routinely appli-
cable to ~300 ka in some environments, with some studies demon-
strating accurate results beyond this age (Arnold et al., 2015; Fu et al.,
2017). In common with all luminescence dating techniques, the upper
age limit of the pIRIR method is dependent upon both the maximum
equivalent dose which can be accurately measured and the environ-
mental dose rate, since ages are calculated as age  equivalent dos-
e/environmental dose rate. The dose rate is an inherent property of any
given sample, so the upper age limit of the technique is determined by
the maximum absorbed natural radiation dose which can be accurately
measured. In all SAR measurement procedures (Murray and Wintle,
2000), natural or regenerated signals (denoted L, and Ly respectively)
are normalized by the response (T, or Tyx) to a fixed
laboratory-administered ‘test dose , used to monitor and correct for
changes in luminescence output per unit dose (sensitivity) which might
occur during a measurement sequence. In this study, samples decreased
in sensitivity by up to 30% during the course of a measurement
sequence. Sensitivity-corrected luminescence intensities are therefore
expressed as ratios i.e. L,/Ty for the natural luminescence intensity and
Ly/Ty for regenerated luminescence intensities.

In a typical measurement sequence, the natural luminescence in-
tensity (Ln/Ty) is first measured and then the aliquot is given a number
of progressively larger laboratory radiation doses, allowing the lumi-
nescence dose response curve (growth curve) to be defined by fitting the
resulting range of Ly/Ty values. The equivalent dose for each aliquot is
then calculated by interpolation using this curve fit. However, this
approach only yields accurate results when the luminescence intensity
for a laboratory administered dose (Ly/Ty) is indistinguishable from the
luminescence intensity measured for the same dose absorbed during
burial, i.e. the growth curve measured in the laboratory must accurately
reflect signal growth during irradiation in nature. Chapot et al. (2012)
tested this assumption by constructing a natural dose response curve
(NDRC) from the L, /T, values obtained from a range of known-age loess
samples and comparing it to a laboratory dose response curve (LDRC)
constructed using laboratory irradiation. They demonstrated that at low
doses the NDRC and LDRC were acceptably similar, but at higher doses
Ly/Tx values were larger than L,/T, values for the same dose. In the
absence of confounding factors, this discrepancy will lead to underes-
timation of the equivalent dose and consequently an underestimation of
the age. Therefore, the maximum accurate D, that can be determined is
defined by the dose at which the NDRC and LDRC diverge to an unac-
ceptable degree, however that is defined. Following the approach of
Chapot et al. (2012) an NDRC and LDRC were constructed for Lake
Malawi. The LDRC was constructed by fitting a general order kinetic
model (GOK) (Guralnik et al., 2015) to all regenerated polymineral
luminescence intensities produced in this study (n = 944), excluding
repeat points for any given aliquot. All data were normalized to test dose
size (i.e. (Ly/Tx)*Tq where T4 is the test dose in Gy) to account for
variation in test dose size between samples, test doses ranged from 41.6
Gy to 49.9 Gy (Roberts and Duller, 2004). Construction of an NDRC
requires that a number of known age samples are available, covering the
dose range being studied. The burial dose (Gy) acquired in nature by
each sample is then calculated as the age of the sample (ka) multiplied
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by its environmental dose rate (Gy/ka) (Chapot et al., 2012). Fitting a
plot of test dose normalized natural luminescence intensity ((L,/Ty)*Td)
against calculated natural dose yields the form of the NDRC.

Chapot et al. (2012) were able to sample known age horizons from a
loess-palaeosol sequence to generate their NDRC, while Roberts et al.
(2021) used depth in the Chew Bahir drill cores as a proxy for age,
allowing them to define the maximum natural dose which could be
accurately measured. In the present study, there is some agreement
between the luminescence ages and the tuned TEXgs ‘%0 age model
(Johnson et al., 2016). Consequently, we use this age model to provide
known ages for our samples, excluding those showing evidence of
incomplete signal resetting upon deposition, discussed in the next sec-
tion. This approach may appear circular, but it should be noted that it is
only being used to define the maximum equivalent dose which can
accurately be measured. Consequently, while our approach does use the
tuned TEXgg 180 age model for the construction of the NDRC by
providing the expected age for the depth of each luminescence sample,
the approach did not alter the age of any samples or exclude samples
because they were inconsistent with the tuned TEXgs ‘20 age model.
Both the LDRC and NDRC were fitted using the plot GrowthCurve()
function provided in the R package Luminescence (Kreutzer et al.,
2012). When making equivalent dose determinations, we used a satu-
rating exponential plus linear fit in Analyst (Duller, 2015), though this
means our calculations were made using two different curves, there is no
material difference between equivalent dose determinations made using
each curve. The ratio of equivalent doses calculated using the GOK and
saturating exponential plus linear fit for our samples is 0.996 0.001,
meaning that the GOK value is on average 0.4  0.1% lower than the
saturating exponential plus linear fit value. The two different methods
were used, because we could not produce the LDRC and NDRC in
Analyst.

Having constructed the NDRC and LDRC (Fig. 5a), the discrepancy
between the true burial dose in nature and the laboratory equivalent
dose calculated using the LDRC was assessed. For doses in the range
20 680 Gy, the LDRC luminescence intensity and dose needed to pro-
duce an identical luminescence intensity on the NDRC were calculated.
The LDRC:NDRC ratio is the proportional error of an equivalent dose
calculated by interpolating an L,/T, value drawn from the NDRC onto
the LDRC. The slight equivalent dose overestimates (~5%) at doses
below ~200 Gy, where the LDRC would be expected to closely resemble
the NDRC, implies that the latter is a close but imperfect approximation
of the true natural dose response curve. This could be because the data
defining the NDRC is more scattered than that defining the LDRC,
implying that at all doses Ln/Tn are not solely determined by modelled
absorbed dose (i.e. known age * dose rate). Consequently, small varia-
tions between the NDRC and LDRC are to be expected.

It is noteworthy that the pronounced dose underestimates noted at
higher doses ( ~500 Gy) in this polymineral fine grain dataset is
consistent with the pattern observed by Chapot et al. (2012) for quartz.
This analysis demonstrate that high calculated equivalent doses are
likely to substantially underestimate the true burial dose in nature,
yielding age underestimates. For the purposes of this study, we regard an
equivalent dose underestimate that is sufficient to yield an age under-
estimate greater than the typical 2 uncertainty on our ages, as being
unacceptable. The mean 2 uncertainty on our ages is ~15% and a
~15% equivalent dose underestimate occurs at 510 520 Gy (Fig. 5b).
Consequently, samples yielding equivalent doses 500 Gy, are included
in the age model presented below as minimum age estimations. These
samples are indicated in Table 3 and include, Mal18 115.2 mblf, Mal31
123.5 mblf, Mal20 138.7 mblf, Mal10 142.7 mblf, Malll 154.8 mblf,
Mal34 157.9 mblf, Mal22 162.5 mblf, and Mall2 164.9 mblf. Sample P
(110.7 mblf), had an equivalent dose 500 Gy and was excluded from
the age model as it likely represents reworked material, as explained in
the next section.
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Flg. 5. A: The natural dose response curve (NDRC) based on the Johnzon et al
(2016) age model (light blue points and line) compared to the laboratory dose
response curve (LDRC) (red points and line). The saturation limit at 500 Gy,
which marks the point where the two curves diverge to an unacceptable degree
and after which all age: are treated as minimums, iz indicated with a gray
daszhed line. B: The ratio of LDRC to NDRC, indicated with dark blue points.
Only the polymineral samples were included in the construction of the LDRC.

4.2, Age overestimation due to subagueous reworking of sedimentz

One necessary condition for the production of accurate luminescence
ages 1z that any previous lumineseence signal iz removed prior to the
depozition event that will subsequently be dated. Whale the pIRIR signal
drops rapidly in the first few hours of sunlight exposure, it may require
several daye of exposure for complete removal of the signal (Colaross:
etal., 2015; Smedley and Skirrow, 2020). If there is ingufficient sunhght
exposure prior to burial, the sample will retain signal relating to pre-
vious radiation exposure and therefore the equivalent dose will be larger
than the dose absorbed during the most recent bunal period. The situ-
ation iz often referred to as incomplete or partial-bleaching and results
in age overestimation. Four samples vield ages which are between 46
and 175 ka older than their nearest neighbore (Mal24, Mal3, Mall5, and
P) (Fiz. 6). These samples were prepared in different batches and were
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measured In separate measurement sequences, implying that contami-
nation, instrumental error, and user error are unlikely to account for the
age dizecrepancy. The four eamples are all from laminated sections of the
core precluding the poesibility of large-scale slumping or turbidites
(Fig. 6). Purther, eciemic imagery from the core site shows no evidence
of large-geale displacement or overturning of sediments (Fizure E1)
(Lyons et al, 2011).

Samples Mal24, Mal3, and Mall 5 oceur in succession [52-60 mblf)
and were deposited during an interval interpreted as extremely arid,
where the lake's water volume reduced by at least 95% (Cohen =t al |
2007; Scheolz et al, 2007; Lyons =t al., 2015). During lowstande, lake
sediment which had previously been deeply submersed may become
prone to reworking by near surface subaqueous processes such az wave
action (Verschuren, 1999; Filippi and Talbot, 2005). Since water rapidly
attenuates sunlight, this reworking could result in the introduction of
resuspended fine-grained sediment to the water column, without that
material having been exposed to sufficient sunlight to reduce the lumi-
nescence signal. Consequently, sedimentation at the core site would
consist of a mixture of a contemporancous component (zero lumines-
cence age upon deposition) and a component retaining a luminescence
cignal accumulated during the previous period of burial. The 4-11 pm
size fraction, studied here, may be especially prone to this, as the fine
particles can be transported long-distances to the core site whale ztill
producing a laminated sediment. This process may account for the
gtratigraphic revereal seen in the ages for Mal 24, Mal 3, and Mal 15. The
degree to which the luminescence ages oversstimate the timing of
sedimentation will depend upon both the propertion of the sediment
denived from reworking and the equivalent dose of the material being
reworked.

While sample P iz not interpreted to have been deposited during a
lowstand, there iz evidence from diatom samples that it also contains
reworked material The diatom assemblage nearest to sample P (5 em
below), iz made up of 46% benthic taxa including 27% Epithermia sp. This
asgemblage iz unlike that of the neighboring samples, 10 em up and
down core, which contain few Epithemia and 28% and 5% benthic taxa
respectively. Given the water depth, it 1z unlikely that benthie taxa lived
at the core site, and rather they were likely carried in (Haberyvan and
Mhone, 1991). The dominant Epithermia in the sample nearest P iz large,
~30 pm long, and heavily silicified, suggesting it would require greater
wave energy for transport than the more commeon small Fragilaria found
at thie eite (Stone et al | 201 1). Long distance transport of benthic taxa is
a regular process in Lake Malaws (Gazse ot al. | 2002; Stone et al | 2011),
but the sudden inerease and large size of the species make small-scale
slumping or shoreline erosion reasonable assumptions (Haberyan and
Mhone, 1991).

To test for the presence of partially-bleached samples in our dataszet,
we plotted [Rgy equivalent doses against the plRIRgss doses for all the
Lake Malawi samples (Fig. 7) (Buylasrt et al, 20]13; Roberts et al,
201 2). IRgy equivalent doses were caleulated using data collected during
the plRIR 55 measurement sequence (Table 1b). Imtially, all data were
fitted with a general order kinetic model (Guralnik =t al, 2015)
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Flg. 6. Core images for partially bleached zamples Sampled section highlighted in red. A: Mal 24 B: Mal 3 C: Mal 15 I: P.
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fit through selected (pale blue) data pointz. Red solid line: General order kinetic
(Guralnik et al., 2015) fit through all datapoints. Red dazhed line: 1046 below
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apparent overestimation of the age of deposition. OF these points, the three
clustered around a pIRIR s De of ~400 Gy (MAL3, 15 and 24) were included in
both fis, the sample ~535 Gy (P) was excloded from the fir through
zelected points.

represented by a solid red line in Fiz. 7. Samplez lying below (to the nght
of) thiz line may be partially bleached, since the plRIRsos signal is
reduced by sunlight exposure more slowly than the IRgg; signal. Buylaert
et al (20]132) rejected all data that lay more than one standard deviation
below a line that was 10% below a emooth fit to their selected data.
Although arbitrary, their approach provides a mechamistic test by which
to exclude samples which may be partially bleached. None of the Lake
Malawi samples fail thiz test, implying that no or at least neglizible
partial bleaching iz apparent in thiz dataset Though MALZ] iz below the
10% line, it iz not more than one standard deviation below the hne
(dashed red line).

It 1z notable, however, that while no samples fail this test as outlined,
there 1z some spread to the data. Visual inspection suggeste that most of
the samples lie on a single curve, with 9 samples (white symbeols) below
it. When a curve 1= fit to all but these @ samples (blue line), MALZ2] Lies
more than one standard deviation below a line 10% below this curve and
MAL22 iz below the 10% line but within one standard deviation of 1t All
other eamples hie within 1 0% of the fit to the selected data. Thas analysiz
implies that partial-bleaching iz largely absent from the Lake Malawi
dataset, with only MAL2] failing the test proposed by Buylasrt =t al
(2013), and then only when an arbitrary selection of the data 1z made.
Consequently, no samples were excluded from the age model due to
partial-bleaching. The zamples identified as potentially yielding age
overestimates (bright blue symbols) have [Rgy/IRoog ratios consistent
with the rest of the dataset. We conclude that these samples contain
partial-bleaching does not explain their apparently anomalous ages.
Instead, we propose that all the constituent grains within these samples
were fully bleached prior to initial deposition, but some proportion of
them were subagueously reworked, without sunlight exposure, and
henece were deposited at the core site with a substantial luminescence
gignal relating to prior burial

To test the influence that the potentially reworked samples (Mal24,
Mal3, Mall5, and P} would have on the age model, we ran two versions,
one that includes these scamples and one that excludes them. Bayesian

Guaternary Science Reviews 334 (2024) 106691

models will often exclude outhers on their own, eliminating the need to
remove dubious ages. This iz most likely to cccur when there are few
outliers, not like the three in a row that we see. Including the potentially
reworked ages in the model had a modest impact, with the age model
largely aligning with the younger ages that show no signs of reworking.
In the section of the core surrounding Mal?4, Mal3, and Mall5 and the
section surrounding sample P, the age model that included the poten-
tially reworked samples was on average ~15 ka and ~35 ka, respectively,
older than the age model that did not include the potentially reworked
samples. In the age model that included the potentially reworked zam-
ples, all four had their full 26 uncertainty fail to overlap with the 95%
confidence mterval of the model The mean difference between the
maximum age of the 95% confidenee interval at the depth of each
sample and the minimum 26 uncertainty of each was ~40 ka. Given that
Mal24, Mal3, Mall5, and P li= in sections of the core where we would
expect to find reworked sediments and because the Bayesian model sees
the ages az improbable, we determined that the most conservative
approach was to exclude these samples from the final age model.

4.4 Age model

The age model was generated using the Bayesian-based program
Bacon (Fig. 8, Figure B2) (Blaauw and Chnsten, 2011). While Bacon 1
typically used on shorter 'C-dominated records, the fundamental
workings do not preclude using other kands of dates or longer records. It
has alzo been effectively applied to sediment cores within the age range
of this record (Owen =t al., 201 8; Chen et al_, 2020). The new age model
includes the accepted luminescence dates, the previously publizhed YC
ages, the Youngest Toba Tuff, Ar-Ar, and paleomagnetic reversal ages
(Table B1) (Scholz et al., 2007; Lane et al, 2013; Lyons <t al, 2015;
Mark et al., 2017; Channell et al., 2020). Though there i1s some ecatter in
the iminescence dates, the new dates effectively fill the gap between
the youngest Ar-Ar date and the Youngest Toba Tuff.

Within the interval of interest, spanning from the youngest Ar-Ar
date at ~165 mblf and the Youngest Toba Tuff at ~30 mblf, the model
generated in thie paper fall: between the three publizhed age models
(Lyons et al, 2015; Ivory et al., 2016; Johneson et al., 2016) and tends to
skew to the older end. Thiz places it nearest to the TEXgs 5'%0 tuned
Johnson et al. (2016) model, which iteelf falls between the often older,
linearly interpolated Lyons <t al. (2015) model and the often younger,
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Flg. 8. The age model produced uzing the R-based Bayesian modeling program
Bacon. In addition to our new luminescence dates, the model includes 12 AMS
radiocarbon dates (<50 ka), identification of a tephra from the Youngest Toba
Tuff (73.7 ka), 2 Ar-Ar dates on tephras (590 and 915 ka), and 5 Paleomagnetic
reverzals (790-1220 ka) (Scholz et al., 2007; Lane et al., 2013; Lyons et al.,
2015; Mark et al, 2017; Channell et al, 2020). The 95% confidence interval for
the model iz represented by the gray halo. The previously publizhed age modelz
and removed luminescence ages are displayed for reference.
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paleomagnetic Ivory et al. (2016) model. While the Johnson et al.
(2016) model is younger than the Lyons et al. (2015) model through
most of the interval, the models overlap at the start and end of the in-
terval from ~165 to ~150 mblf and from ~45 to ~30 mblf. The model
generated in this paper generally yields younger ages than the Lyons
et al. (2015) model, and is only older than the Lyons et al. (2015) age
model in the youngest part of the interval of interest, from ~50 to ~30
mblf. The difference between these two models is modest at the start and
end of the interval of interest, placing the Lyons et al. (2015) age model
within the 95% confidence interval of the model presented in this paper
from ~165 to ~155 mblf and from ~60 to ~30 mblf. In the middle of
the interval of interest the difference between the two models expands to
~80 ka, placing the Lyons et al. (2015) age model well outside the 95%
confidence interval of the model presented in this paper. From ~165 to
~95 mblf the Johnson et al. (2016) model tends to be older than the
model presented in this paper, at times by as much as 50 ka. At shallower
depths the relationship reverses and from ~95 to ~30 mblf the age
model presented in this paper is slightly older by 10 20 ka. Throughout
most of the interval of interest, the Johnson et al. (2016) age model is
within the 95% confidence interval of the age model presented in this
paper. Though, as paleoenvironmental data, rightly or wrongly, is often
presented only using the median age model there would still be signif-
icant differences between data visualized using the two age models. The
Ivory et al. (2016) model is characterized by dramatic changes in sedi-
mentation rates, with an interval of exceptionally low sedimentation
rates from ~155 to ~140 mblf and an interval of exceptionally high
sedimentation rates from ~140 to ~30 mblf. This trend makes the Ivory
et al. (2016) model much younger than and well outside the 95% con-
fidence interval of the age model generated for this paper for most of the
interval, the maximum difference between the two models is ~140 ka.
From ~165 to ~155 mblf, however, the two age models are in near
agreement and the Ivory et al. (2016) age model is well within the 95%
confidence interval of the model presented in this paper.

Despite similarities with existing models, the model generated in this
paper has great advantage in reducing uncertainty, removing circular
reasoning, and recognizing potentially problematic sections of the re-
cord. Though none of the published models use techniques that produce
a quantitative uncertainty, sparsely dated models like Lyons et al.
(2015) require excessive interpolation and tend to have ballooning un-
certainty between tie points (Zimmerman and Wahl, 2020). Although
this is chronologically justifiable, since age uncertainty does increase
with increasing durations of interpolation, this feature hinders com-
parison with other records. With 35 total luminescence dates, our model
largely avoids this issue in our interval of interest. Our model also
produces a quantitative uncertainty, which is useful for comparing
paleoenvironmental records from different sources. Though the Johnson
et al. (2016) model has several tie points in the interval of interest, these
are based on tuning. Tuning environmental proxies to produce an age
model requires making assumptions about what controls a system. When
these environmental proxies and the resulting age model are then used
to make interpretations about controls on that same system, a circular
argument is produced. In these cases, the age model and resulting in-
terpretations cannot be independently validated, making it difficult to
have full confidence in either. The published models are also less likely
to perceive disturbed sedimentation and hiatuses. For instance, none of
the published age models recognise the reworking of sediment which we
hypothesise resulted in age overestimates for samples MAL 24, 3, 15 and
P. Missing this disturbance may have led to misidentified paleomagnetic
excursions in the Ivory et al. (2016) model. The new luminescence dated
model identifies reworking of sediments not visible in the published
models, reduces the uncertainties inherent to sparsely dated models, and
allows for fully independent assessment of climatic drivers.

5. Conclusion

As the longest most continuous record from the continental tropics,
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this drill core from Lake Malawi holds tremendous potential to deter-
mine climatic drivers in the region. While much work has been
attempted in the nearly two decades since the core was collected, use of
the record has been limited by a gap in directly dated sediments, be-
tween ~74 ka and ~590 ka (28 167 mblf). Previously published age
models attempted linear interpolation between the tie points, identifi-
cation of paleomagnetic excursions, and tuning to the global 80 stack.
These methods produced contrasting models that cannot be reconciled.
Here we use luminescence dating to resolve this long-running issue. Our
new model uses direct numerical dating to effectively fill the gap in
previously published chronologies for this record, allowing for a reas-
sessment of the regional implications of existing proxy records and for
new higher resolution work to be conducted. It may also be feasible to
use the new luminescence dates as tie points for other forms of dating.
This study adds to the growing body of data that demonstrates that
luminescence dating is now well suited for dating lacustrine records in
this age range. It also adds to work showing that water content history,
necessary for luminescence dating, can be effectively calculated for
sediment cores that have been split and stored for many years, using
data that is routinely collected during initial core characterization. With
proven success, luminescence dating can and should be used to revisit
the age models of archived core material and, where needed, to resolve
chronologic disputes.
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