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ABSTRACT. An optimal control problem for a regime switching stochastic dif-
ferential equation under continuous-time, switching and impulse controls with
recursive cost functional is considered. Using the approach of dynamic pro-
gramming, the corresponding Hamilton-Jacoobi-Bellman quasi-variational in-
equality is derived, to which the value function is proved to be the unique
viscosity solution. Due to the appearance of all those kinds of controls, as well
as the regime switching (governed by a Markov chain) and the recursive cost
functional (determined by a backward stochastic Volterra integral equation),
quite a few particular technical difficulties have to be overcome under some
delicate conditions to prove the continuity of the value function.

1. Introduction. Let (2, F,F,P) be a complete filtered probability space on which
a d-dimensional standard Brownian motion {WW(s)|0 < s < T} and a finite state
Markov chain M(-) are defined. We assume that W(-) and M (-) are independent
and the state space of M(-) is M = {1,2,3,---,|M|}, where [M] is the number of
elements in M. Also, M(-) is right-continuous with left-limits. It is known that
M (-) can be regarded as the solution of the following integral equation:

dM(s) = /Ru(M(sf),G)N(dG,ds), s>t>0, M(t —0) = m, (1.1)

for some Poisson random measure N (df, ds), whose intensity measure is assumed to
be E[N(df,ds)] = w(df)ds for some Radon measure 7(df), and a map p: M xR —
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Z, where Z is the set of all integers, of the following form:

|M]|
pu(m,0) = Z (m" —m)1a (0),
m/=1
with {A,,/|1 <m' < |M]J} being a partition of R, for each m =1,2,--- ,|M]|. See

the book by Yin—Zhu [16] (p.29) for relevant details (see also, [6]).
Next, we assume that
F={F}>o=F"VF',  F =F5VvFF,
with

]:WZO'(W(T), OSTSS>VN’O7 FW:{]:!V}SZO

FN = J(N(Bﬂ');B €BR),0< < s) VNo, BN = {FN}.so,

where Nj is the set of all subsets of P-null sets. For convenience, we let F = Fp
(if necessary, one may shrink F to achieve this). It is standard that s — Fy is
right-continuous with left-limit.

Let the transition probability of M (-) be given by the following (with 0 < ¢ <
s<T)

Gy (8 — t) + 0o(s — t), m' #m,
P(M(s) —m' | M(t) = m) - (1.2)
14 gmm(s —t) +o(s —t), m" =m.
with
M|
dmm/’ > 07 m 7é ml7 Z dmm’ = 07 Vm € M. (13)
m’'=1

We denote Q = (qmm/) which is called the generator of M(-).

m,m’eM
Consider the following controlled stochastic differential equation (SDE, for short):

X(s)=z+ /tsb(r,X(r),M(T),u(r),a(r))dr

+/tsO’(T’,X(T),M(T),U(T),a(’l’))dW(T‘) +£&(s), selt,T]

where b: [0,T] xR* xMx Ux A - R*and o : [0,T] x R" x M x U x A — R4
are some given maps, with U being a metric spaces and A = {a1,--- ,aja|} (similar
as before, |A| € N is the number of elements in A, which is finite). In the above,
X () is the state process, M(-) is the regime switching process, u(+) is a continuous-
time control valued in U. Process a(-) is a switching control, determined by a
sequence {6;,a;}i>0, with ¢ = 6y < 67 < --- being F-stopping times, a; being
an Jp,-measurable A-valued random variable, and the initial value is denoted by
ag = a. For convenience, we write

a’() = Zai*ll[ai—lﬂi)(.)' (1'5)

i>1

(1.4)

With such a process appearing in the state equation (1.4), the system has the gen-
erator (b, o) piecewise determined. This is exactly the same result as that provided
by the switching control. Note that for different w € Q (almost surely), at the
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moment 6;(w), the value a;(w) € A could be different. Process £(-) is an impulse
control, of the following form:

)= &1, m(), (1.6)

Jj=1
determined by a sequence {(7;,&;)};>1, with ¢ < 7 < 7 < --- being F-stopping
times, and ; being an F,,-measurable, K-valued random variable such that E|&;|P <
00, p > 1, where K C R" is a convex and closed cone. We denote by U[t, T'], A%[t, T],
and KP[t, T| the sets of feasible (continuous-time) controls, switching controls (with
the initial setting a), and impulse controls, respectively (see the next section for
further details on the feasibility). Finally, we let

DP = {(t, x) ’ t €[0,7], x is R™valued, F;-measurable, E|z|P < oo}, (1.7)
which is called the set of initial pairs.

Under some mild conditions, for any initial tuple (t,z,m,a) € DP x M x A and
feasible controls (u(-),a(-),&(+)) € U[t,T] x A°*[t, T] x KP[t, T], the state equation
(1.4) admits a unique solution X () = X(-;t,z,m,a;u(-),a(-),£(-)) which is F-
adapted. Note that we will treat (¢,z) and (m, a) differently: the former will be the
independent variables and the latter will be the indices. Markov chain M (-) gives a
regime switching to the system, which is mandatory (or passive to the controller).
The three types controls (continuous-time, switching and impulse) can be applied
by the controller actively.

Next, we consider the cost functional to be used to measure the performance
of the controls. Inspired by the stochastic differential utility introduced by Duffie—
Epstein [1, 2] (see also [3, 14]), we introduce the following backward stochastic
Volterra integral equation (BSVIE, for short):

Y(s) = h(X(T), M(T),a(T)) + Y _ k(bi,ai1,0:) + Y €75, &;)

0;>s Tj>8
[ o(r. X (). M) ulr),alr), Y (r), Z(5.7) /R (s, 0)w(d0) )dr  (18)

T
(s,r)dW(r / / s,r—, 0)N(df, dr), s € [t,T],

N(df,ds) = N(db,ds) — w(db)ds,

is the compensated random measure of the Poisson random measure N (df,ds) in-
troduced earlier. In the above, h : R x M x A — [0,00), g : [0,T] x R™ x M x
Ux A xR xRX xR — [0,00) are deterministic functions, called the termi-
nal cost and the running cost rate, respectively; k : [0,7] x A x A — (0,00) and
£ :]0,T) x K — (0,00) are called the switching cost and the impulse cost, re-
spectively. We call (1.8) a BSVIE (instead of a BSDE) since the “terminal state”
is

|
— N

where

h(X(T), M(T),a(T)) + > k(i ai—1,a:) + Y _ £, &),

6;>s Tj>58
which is an Fp-measurable process (depending on s € [0,7], not necessarily F-
adapted). Because of this, we refer to it as the “free term”, instead of “terminal
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state”. According to the general theory of BSVIEs, the above (1.8) is called a Type-
I BSVIE (see [21, 22, 10, 23]). Under proper conditions, the above BSVIE admits
a unique adapted solution (Y (), Z(-,),I'(-,-,-)). We point out that the inclusion
of the martingale term ftT I'(s,r—,0)N(df,dr) in the BSVIE (1.8) affecting the
cost functional (1.9) is not just for the generality of the presentation, it is needed
due to the martingale representation theorem when we solve the corresponding
BSVIE/BSDE to obtain the adapted solution. Also, we note that Y(-) is merely
right-continuous with left-limit in general. Now, let us define the cost functional to
be the following

St ul), a),€() = Y(t)
= B, [h(X(T), M(T), a(T) + Y k{0:,ai-1,a) + Y £(7,)) (1.9)

0;>t 7>t
—l—/tTg(r,X(r),M(r),u(r),a(rLY(r),Z(tﬂ’),/RI‘(t,nH)w(dQ))dr},

where E;[-] = E[-|F] is the conditional expectation operator. Roughly speaking,
the value Y (s) of Y () can be regarded as the disutility at s involving the terminal
and running costs as well as the switching and impulse costs. By letting Y(-) be a
part of the adapted solution to the BSVIE (1.8), we see that the current disutililty
Y (s) depends on the future ones, which is exactly the reason that we refer to (1.9)
as a recursive cost functional. We also note that at time s € [t,T], only those
switchings with 6; > s and those impulses with 7; > s are counted in the cost
functional. This really matters when we derive the Bellman’ dynamic programming
principle. Due to this, we feel that the framework presented in [26] seems to be
questionable.

Comparing (1.8) and (1.9), we see that Z(-,-) and I'(-,-,-) may not appear
explicitly in (1.9) if

g(t,x,m,u,a,y,z,7) = g(t,x,m,u,a,y)  (independent of (z,7)).

However, we know that for any proper functions 7 () and f( ,+), it holds

]Et[/tTZtrdW // (t,r—,0)N(df dr)}zO. (1.10)

This implies that the operator E; is not injective. Thus, the determination from
the adapted solution (Y'(+), Z(-,-),T'(-,-,-)) to Y(¢) is well-defined; whereas, for a
given process of conditional expectation form, the corresponding Z(-,-) and T'(-, -, )
seem to be non-unique due to (1.10). To avoid this ambiguity, we specify these two
processes through BSVIE (1.8), which ensures the uniqueness.

We now formulate our optimal control problem.

Problem (C). For given initial tuple (¢,z,m,a) € D’ x M x A, find a feasible
control triple (a(-),a(-),&(+)) € U[t,T] x A*[t,T] x KP[t,T] such that

Tt @ al),al),€(-) = u(.),i?.f),g(.) STt (), a(),€() = V™t x). (1.11)
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In the case that g(¢t,z,m,u,a,y,z,7v) = g(t,z,m,u,a) (independent of (y, z,7))
and h(z,m,a) = h(x) (independent of (m,a)), (1.9) becomes

Tt s (), a(-), €(-))

=B BOXD) + [ gl X)), u(r).alr))r (1.12)
+ Zk(am ai—1,a;) + Zg(’rjvgj)} .

The above is the usual Bolza type cost functional for optimal switching and impulse
controls with regime switching; For such a case, the first and the second terms on
the right-hand side of (1.12) are the usual terminal and running costs, respectively.
Hence, our framework is an extension of a classical one.

The purpose of the current paper is to establish a general theory for the above
Problem (C). The main feature are highlighted as follows:

e The state equation contains two types of switchings: The passive one (or
mandatory one) determined by the Markov chain M(-) (the regime switching),
and the active one determined by the switching control a(-). As a result, the
value function is matrix valued with independent variables (¢,z) € DP, indexed
by (m,a) € M x A, the initial values of the Markov chain and the switching con-
trol.

e The problem involves regime switching governed by a Markov chain, and the
cost functional is recursive, determined by a special type BSVIE driven by Brownian
motion W(-) and Poisson process N(-), with discontinuous free term. Thus, the cost
functional is discontinuous in ¢, so that the continuity of the value function becomes
non-trivial. Some very careful estimation involving both SDEs with impulses and
BSDEs/BSVIEs is needed to achieve the goal. The compatibility of certain growth
assumptions, as well as monotonicity play crucial roles.

o It turns out that the Hamiltonian in the Hamilton-Jacobi-Bellman (HJB, for
short) quasi-variational inequality (QVI, for short) explicitly depends on the value
function V™4(-,.), in a coupled fashion, besides the decoupled appearance of its
gradient V(- ,-) and its Hessian V7>%(-,-), which leads to some technical diffi-
culty to be overcome in the viscosity solution characterization of the value function.

The rest of the paper is organized as follows. Some preliminary results will be
collected in Section 2. In Section 3, we will present some basic properties of the
value function, including the boundedness and the continuity of the value function.
Dynamic programming principle will be established in Section 4. Then, the value
function will be characterized as the unique viscosity solution of the corresponding
HJB-QVI in Section 5. Finally, in Section 6, we collect some conclusion remarks.
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2. Preliminaries.

2.1. Some spaces. Let us begin with the introduction of some spaces. For any
p,q>1andt € [0,T], let

L% (R") = {77 : Q0 — R | n is Fy-measurable and E|n|? < oo}7

Lg(Q; LY([t, T);R™)) = {(p :[t, T] x @ — R™ | ¢(-) is F-progressively measurable,

T »
E / ©(s)|%ds) "< oo ¢,
(] let)ds) <o}
LE(Q; O ([t, T);R™)) = {gp :[t, T] x Q — R™ | ¢(-) is F-adapted, has
right-continuous paths with left-limits,
E| swp lp(s)l"] < oo},
s€[t,T]
LE(Q; C([t, T;R™)) = {<p :[t, T] x @ — R™ | ¢(-) is F-adapted, has continuous
paths, and IE[ sup |<p(5)|p] < oo},
s€t,T]
L2 LA([t, T); LA(R))) = {Lp L[4, T) x R x Q= R | () is F-adapted and

E([TA¢(5,0)|2ﬁ(d9)ds>g <o},

Now, we look at three control sets. First, let
Ui, T) = {u :[t,T] x @ — U | u(-) is F-proressively measurable }

which is a set of usual (continuous-time) controls valued in a metric space U.

Next, we precisely define the set of feasible switching controls. A switching
control is uniquely determined by a sequence {(6;,a;) | i > 0} with F-stopping
times ¢ = 6y < 61 < 6 < .-+, and Fp,-measurable A-valued random variables
a;. We point out that for different w € Q, at a switching moment 6;(w), both the
positions a;_1(w) switching from and a;(w) switching to could be different. Also,
for different w, the number of switchings within [¢, 7] could be different. To describe
this, we allow P(6; € (T,T +1]) > 0, for some 7, and define the switching number
of a(+) on [¢,T] to be

N%(a(-)) = max{i > 0| 6; < T}. (2.1)

Since every switching is made, a strictly positive fixed cost will be paid. Thus, if a
switching control a(-) whose N°(a(-)) is infinite over a set of positive probability,
then the switching cost will be infinite. Hence, such a switching control will not be
selected in the process of optimization. Then we define a switching control a(-) to
be feasible if N (a(-)) is finite almost surely. Therefore, a feasible switching control
{(6;,a;) | i > 0} can be identified as follows:

NS (a())
a(s) = Y aialg_,e(s),  s€T] (2.2)
=1
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Consequently, we define the set of feasible switching controls by

NZ(a(-))
At T] = { Zaz 116, 1,00() [ t=00<61 << - <T+1
(2.3)
are F—stopplng times, a; is Fp,-measurable,
A-valued, ag = a}, a€ A, tel0,T].

The switching control that does not contain any switching is called a trivial switching
control, denoted by ag(+), which is completely determined by its initial value. Note
that any a(-) € A%[t, T] is always bounded.

Finally, let us describe impulse controls. An impulse control £(-) is identified
with a sequence {(75,&;) { j>1} wheret <79 <713 <--- <T+1 are F-stopping
times and each &; is an F;,-measurable random variable taking values in the closed
convex cone K C R™. Note that, for given w € €2, the number of impulses within
[t, T] could be different. Therefore, we allow P(Tj e (T, T+ 1}) > 0, for some j > 1,
and define the impulse number of £(-) within [¢,T] to be

NT(()) = max{j > 1| 7, < T}. (2.4)

Similar to the switching controls, an impulse control &(-) is feasible if NT(£(+)) is
finite almost surely. Clearly, a feasible impulse control {(7;,&;) | j > 1} can be
identified as follows:

NT(£()
> Gl ms),  seT). (2.5)
j=1
Then, we define the set of feasible impulse controls by (p > 1)
NT(€())
KP[t,T] = { Z Gl () [t<m<m<- <T+1
are ]F—stoppmg times, &; is Fr,-measurable, (2.6)

K-valued, and IE[ SF%] \f(s)|p} < oo}.
sE|t,

In what follows, the impulse control that does not contain any impulse in [¢, 7] is
called the trivial impulse control, and will be denoted by &g(+).

We point out that in the above, T + 1 could be replaced by any 7" > T,

2.2. The state equation. Now, let us introduce the following hypothesis on the
coefficients of the state equation.

(H1l)s Let b: [0, T]xR"xMxUxA - R" and o : [0,T| xR" xMxUx A —
R"*4 bhe continuous. There exist L > 0 and § € (0, 1] such that

b(t, z,m,u,a)| + |o(t,z,m,u,a)|® < L(1 + |z[°),

(t,z,m,u,a) € [0,T] x R* x M x U x A,

|b(t, z,m,u,a) — b(t,z',m,u,a)| + |o(t,z,m,u,a) — o(t,z’,m,u,a)| < Lz — 2’|,
(t,m,u,a) € [0,T] x M xUx A, =z,2 €R"
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The sublinearity condition on b and ¢ with respect to z (in (H1)s) will play an
essential role later (similar to [13]). Now we present a result concerning the well-
posedness of state equation (1.4). The results also includes the integrability of the
state process, as well as the stability estimates of the state process with respect to
the perturbations of the initial state and the initial time. For convenience, we will
identify (H1); with (H1) below.

Proposition 2.1. Let (H1) hold and p > 1. Then, the following hold:

(i) For any (t,z,m,a) € D? x M x A, and (u(-),a(-),&(+)) € U[t, T] x A*[¢t, T] x
KP[t, T], the state equation (1.4) admits a unique solution X (-) = X (-;t, 2, m, a; u(-),
a(+),€())) € Lg(; C1([t, T];R™)), and for any 0 < g < p,

E,[ sup |X(T)|f1} gc[1+\x|Q+Et( sup]|g(7)|4)], se[t.T. (27

TE(t,s] TE[L,s

Hereafter, C' > 0 will be a generic constant which could be different from line to
line.

(ii) If (t, 2") € DP is another initial pair, and X' () = X (-;t,2’',m, a; u(-),a(-),&(+))
is the corresponding state process (under the same controls), then for any 0 < q < p,

]Et[ sup |X(s) — X’(s)ﬂ < Clz— 2|2, (2.8)
s€t,T]

(iii) Let (H1)s hold with 6 € (0,1). Let 0 <t <t < T, (t,z,m,a) € DP xMx A,

(u(+),a(-),&(:)) € U[t, T] x A*[t,T] x KP[t, T]. Let v'(-) = u(-) v T] and
N®(a(-))
da(s) = Z ailpg,_,vir 0,v)(5),
=1 /
NTGE() se[t,T], (2.9)
‘EI(S) = fjl[rj\/t’,T](S),
j=1

i.e., all the switchings and impulses on [t,t') are moved to t'. Let X'(-) = X (-;t', 2/,
M), a(t');u/'(-),d'(-), &(-) — &(t')), with 2'=x —i—Z &;. Then, for any 0 < ¢ < p,

t<r; <t/

]Et[ sup |X(s)—x’(s)\q} gc[1+|x|5q+Et( sup |g(s)|5q)](t’—t)%. (2.10)
se(t!,T] sE(t,t’]

In particular, at t',

E, [|X(t’) - x’|‘1} < 0[1 + |zl + ]Et( sup, |§(s)|‘5‘1)} (' —1)3. (2.11)

sEt,t!

Consequently, in the case that a(-) and &(-) are trivial on [t,t'], it holds

Et[ sup |X(5)—m|q} < O+ |2y (¢ — )8 (2.12)

se(t,t’]
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Proof. (i) First of all, for any (¢,z,m,a) € D? x M x A, and (u(-),a(-),&(*)) €
Ut, T] x A*[t, T] x KP[t,T], with p > 1, we define a map @ as follows:

PIX())(s) =z + /ts b(r, X (r), M(r),u(r),a(r))dr

n / o ry X (r), M(r),ur), a(r))dW (r) + (s),

VX () € Lg(Q; C4([t, T; R™)).
Then

B[ sup |2[X()](r)P7]

TE[t,s]

< C{mp n Et(fj lb(r, X (), M(r), u(r), a(r))|dr)p

B s lgn)r]}

+Et[ sup P
TE[t,s

TE[t,s)

< C{mp +Et</ts (1+ \X(T)Ddr)p —&-Et(/t
5[ sup Je(n)P] }

TE[t,s)

/t " o(r, X (1), M(r), u(r), a(r))dW ()

S

[N

(1+ |X(r)|2)dr>

< CE[1+]al’ + sup [X(1)"+ sup [¢(r)]").
TE[t,s] TE[t,s]
Thus, ¢ maps LE(; Cy([t,T];R™)) into itself. Next, pick X(-),X'(:) € LE(;
C+([t, T]; R™)), and estimate the following;:

E,[ sup [@(X())(r) =X/ ()](r)]

TE[L,s]

=E, [ sup

TE[L,s]

/t T(b(r, X (r), M(r), u(r), a(r))—b(r, X' (r), M(r), a(r)))dr
+/T (a(r,X(r)7M(r),u(r),a(r)) —o(r, X’(r)7M(r),u(r),a(r)))dW(r)‘p}

< OEt[(/j X(r) = X ()dr ) + (/t X (r) —X'(r)|2dr>%]

< C(s = 8B sup [X(r) = X'()]").
TE[t,s]

Then by choosing s — ¢ > 0 small, we see that the map & is a contraction on
LE(; C4 ([¢, s]; R™)) and it has a unique fixed point. Following a standard augment,
one gets the existence and uniqueness of the solution to the state equation on the
space LE(Q; Cy([¢, T]; R™)).

Now, for any 0 < ¢ < p, and t < t; <ty < s, by the state equation, we estimate:
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B, | swp |X(r))7] < CE, {1X ()17 + (/t b(r, X (1), M(r), u(r), a(r))|dr )

TE[t1,t2] t1

[ ot X0, M6, 00w )|+ supetrle}

+ sup
TEt1,t2] ' St TE[t1,t2]
to q ta %
< CE, [|X(t1)|q+(/ (1+1X(r)])dr) +(/ (1+1X)P)dr) "+ sup [¢(r)]7]
t1 t1 TE[t1,t2]

<O{1+ X))+ (ta — 1) B, [ sup IX(0)I7] +Eo [ sup lerp] },

TE[t1,t2] TE[t1,t2]

2
where C' > 0 is an absolute constant, independent of t{,t5. Let §g = (%) *. Then

there exists a natural number ig > 1 such that igdg > T —t. We denote t; =t + idg,
1=0,1,2,--- , 79, and

et =Ei[ s X(MF], 020, go=lalt
TE[ti,tit1]

The above estimate implies

<Pi+1§0{1+<pi—|—50%90i+1+E[ sup |£(7')\‘1”, i>0.

TE[ti,tit1]

Hence, for a larger absolute constant C' > 0,

<Pi+1§0{1+<,01’+]1“:[ sup |§(7')|q]}, i>0.

TE[t1,t2]
By solving the above difference inequlity, we obtain (2.7).
(i) Let X'(-) = X (-3t,2", m, a;u(-),a(-),§(+)). Then

B[ sup |X(r) - X'(7)F]

TE[t,s]
< CEy[o - o' + (/t X () = X'(r)dr)” + (/t X (r) = X'(r) dr )

SC’Et[|x—x’|p+/ sup |X(T)—X/(7')|pd7“:|.
¢

TE[t,r]

p
2

]

Hence, by Gronwall’s inequality, we obtain (2.8), for ¢ = p. Now, for 0 < ¢ < p,
B[ sup [X(r) = X'(7)"] < [Bo( sup |X(r) - X'(1)")]”
TE[t,s] TE[tL,s]
< (C’|z - 9:'|p) P Clz — 2'|%.
This proves (2.8) for general case.

(iii) Let (H)s hold with 6 € (0,1). Let w/(-), a/(-) and &'(-) be constructed as in
the statement of proposition. Then,

u'(s) =uls), d'(s)=als), &(s)=£&(s), selt’,T).
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With 2’ =z + Z &, for s € [t/,T], we have
X(s) = X(s;t,2,m, a;u(-),a(-),£(4))
(57t 7X( ) (t,)7a(t/ u( ’a(')7€(') _g(t/))
X/(S) = X(S;tlvzlvM( )7a(t/)1u ( )aa/(')aél(') - f(t,))
Note that

Xt —a :/t b(s, X (s), M(s),u(s),a(s))ds
+ /t o (s, X (5), M(s), u(s), a(s))dW (s).

Thus, using (2.7) and the sublinearity of b and ¢ in z, one has

E[1X () - o/)7] < om[( / 0+ X(s)")ds)" + ( / “as \X<s>\5>ds)%}

< CE(1+ sup |X(r)™)(t' — 1)}
ret,t]

< CE(1+ ol + sup [¢()) (¢ — 1)}
SE[t,t']

This proves (2.11). We further have

Et[ sup | X(s) —X’(s)|q} < CEJX(¢) — 2/

set’ | T]
< CE(1+ ol + sup [¢()/%) (¥ — )2
sE[t,t’]
This proves (2.10). Now, when a(-) and &(-) are trivial on [¢,#'], then 2’ = z, and
(2.11) reads (2.12). This completes the proof. O
Note that estimate (2.7)—(2.8) as well as (2.10)—(2.12), are standard for 1 < ¢ <p

and § = 1. However, the case of 0 < ¢ < 1 and ¢ € (0,1) are new here. They will
play crucial roles later. This is one particular feature of the current paper.

2.3. The recursive cost functional. Now, we look at BSVIE (1.8). For given
initial tuple (t,z,m,a) € DP x M x A, and feasible controls (u(-),a(-),&(:)) €

UL, T] x A*[t, T x KP[t,T), let X(-) be the corresponding state process. Define
Y()=Y(s)+ > k0nai,a)+ Y Ur.&),  seBT].  (213)
t<0;<s t<r;<s

Then, ?() is F-adapted, and

~ NS (a()) NT(()
Y(s) =h(X(T),M(T),a(T))+ > k(iai1.a)+ > U75.&)
P =

+/ST (r X002 (0),u(r) 00,6, (). 200), [ 10 0)(a))ar - A

_/ST // r— O)N(db,dr), s e [tT],
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where
/g\(r? x? m? u? a"”? 5"’7 Z/J\j Z’ fY)

= g(ra €, m,u, a/(r)a Z/j_ Z k(eza Ai—1, ai) - Z K(Tja 5]), Zy ,y)?
t<0,<r t<t;<r

with a, standing for the path {a(7) | t < 7 < r} and & standing for the path
{&(7) | t < 7 < r}. Clearly, g is Lipschitz continuous in (7,z,7), for given
(u(+),a(-),&(-)). The above (2.14) is a BSDE on [¢,T], as the terminal state is a
given time-independent Fr-measurable random variable, and thus Z(s,r), T'(s,r,0)
have been already changed to Z(r), I'(r,6). Due to the fact that in the defini-
tion of g, the summation terms involving a(-) and £(-) starting from ¢, g contains
some memory with respect to a(-) and £(-). Although such kind of memories will
not affect the well-posedness of the BSDE (2.14), they will bring some technical
difficulties in some other aspects later. We also note that (see (2.13))

Y(t)=Y(t) >0,

and

~

Y(s)>Y(s) >0, se(tt],

with the both inequalities being strict if either a(-) or £(-) is non-trivial on [¢,#'].
Further, from the general BSDE theory, in order the BSDE (2.14) to admit an
adapted solution, we need to impose some conditions on the switching and impulse
controls through their costs so that the terminal state of (2.14) has good enough
integrability. Also if the BSDE (2.14) is solvable, then Y () has continuous path
almost surely on [t,T], whereas Y () might have jumps. Now, we introduce the
following hypothesis.

(H2) The maps h : R x M x A — [0,L], and g : [0,T] x R* x M x U x A X
R x R4 x R — [0, L] are continuous for some L > 0. Moreover,

|h(x,m,a)—h(x',m,a)|+|g(t,x,m,u,a,y,z,v)—g(t, 2, mu,a,y,2",7)]
<L(lo—a|+ly—yl+1z =21+ k=),
0 < h(z,m,a), g(t,z,m,u,a,0,0,0) <T, (2.15)
(t,m,u,a) € [0, T] x M x U x A,
(z,y,2,7), (', y,2,7) € R" x R x R™*4 x R.

The nonnegativity condition of h and g can be relaxed to the boundedness from
below of these functions. However, we impose the boundedness of these functions
from the above as well, which avoids some technical difficulties. Next, we introduce
the following hypotheses for the switching and impulse costs.

(H3) The map k: [0,7] x A x A — [0,00) is continuous and differentiable in ¢.
such that

k(t,a,a) =0, k(t,d',a)=k(t,a,a') >0, (2.16)

vVt €10,T], a,a’ € A,a#ad. )

Moreover,

k(t,a1,a3) < k(t,a1,a2) + k(t, as,a3),

(2.17)
vt € [0,T], a,as,a3 € A, a1 # as # as,
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and
—L < k(t,a,a’) <0, VO<t<T, a,a €A. (2.18)
Note that under (H3), we may assume that for some k1 > kg > 0,
0< ko <k(t,a,a') <k, vVt €10,T], a,a’ € A, a+#ad. (2.19)

(H4) The map ¢: [0,T] x K — [ly, 00) is continuous and differentiable in ¢, with
¢y > 0 and for some L > 0 and v € [0, 1],

bo(1+[¢]Y) <€(t,6) < LA+ [5)"), V(8 € [0,T] x K. (2.20)
Moreover,
Ut E+&) <t +ete), Ve |0,T), (¢ €K, (2.21)
and
—L < 4(t,€) <0, VO<t<T, £€K. (2.22)

The strict subadditivity conditions (2.17) and (2.21) are very crucial in proving
the uniqueness of the viscosity solution to the HIB-QVI. Also, in (2.18) and (2.22),
we have assumed a little more than the monotonicity conditions which are commonly
assumed for switching and/or impulse problems (see [19, 13, 20]). We indicate that
(2.22) can be relaxed to the following:

—L _€1|£‘V S et(t7£) S 07 V(t,g) € [O7T] X K7

for some ¢; > 0. Conditions (2.19) and (2.20) will lead to the coercivity of the cost
functional with respect to the size of the impulse, and the numbers of switchings and
impulses; Due to such two conditions, we see that it makes sense to define feasible
switching/impulse controls (for which the numbers of switchings and impulses are
finite almost surely on [¢,T]).

Before going further, let us introduce the following smaller control sets: For
q>1,
N¥(a(-))

avale, 7 = () € A0, 7] | B[ ( k(ei,ai_l,ai))q} < oo},

MI(E()
irafe, 7] = {&) e k7,7 | B[ E(Tj,gj))q} < oo},

j=1

oy
—~

We further let
A T) = | A% T), KR T) = | KRt T,

q>1 q>1
Concerning BSDE (2.14), we have the following well-posedness result, which also
includes the integrability of the adapted solution, the stability estimates of the
adapted solution with respect to the perturbation of the initial state z and the
initial time ¢.

Proposition 2.2. Let (H1)—-(H4) hold and p > 1. Then the following hold:

(i) For any given (t,z,m,a) € D? x M x A and (u(-),a(-),&(-)) € U[t,T] x
A®YH[, T) x KPA+[t, T), with X (-) being the corresponding solution to (1.4), the

BSDE (2.14) admits a unique adapted solution (Y (-), Z(-),T'(-,-)) € LE(Q; C([t, TT;
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R)) x LE(Q; L2(t, T;RY*4)) x LL(Q; L2(t, T; L2(R))) for some q € (1,p]. Further,
for such a q,

Et[sg}i%]\?(s)|q+ (/tT|Z(s)|2ds)g + /T/ \r(t,e)|27r(d9)dt)%}

NS (a()) €0)) (2.23)
<oli+E[( Y koaia) +( Zhj@)]}.
=1
Consequently,
Et[ sup |Y(s)\q}
set,T]
NS (a()) N (g (- (2.24)

=1

)
<cfi+E|( _ KB ai1,0) "+ ( z; 4r;,6))' |}

(i) Let (t,z),(t,2') € D, (m,a) € M x A, and (u(),a(-),£()), («/(-),d'(),
€()) eU[t,T) x AW [t.T] x KP1F[t, T]. Let X(-) and X'(-) be the corresponding
solution of the state equation (1.4) (with the same controls), and (Y (-), Z(-),T'(-,-))
and (Y'(-), Z'(-),T(-,-)) be the corresponding adapted solutions to the BSDE (2.14).
Then, for some 1 < g < p, and any 0 < ¢’ < g, it holds

i sup [7() - A<w’(/mw<> <wwdg

/ /|r7~9 T, 0)2n (da)dr)%]
<C Et\h T), M(T),a(T)) — M(X'(T), M(T),d'(T)) "
+]Et[ /t |g(r,X(r),M(r),u(r),a(r), (2.25)
ft<ez<k(0i,ai_l,al t<z<e 6, / L(r,0)m(d0))

—g (7 X (r), M(r), ' (r), (1),

Y(r)- > k(6] dl_y,a})- Ze(TJ’.,gg),Z(T)/R (r, )7 d0)|dr] } ,

t<0;<r t<7i<r

(i) FO<t<t <T, (t,z,m,a) € D» x M x A, and (u(-),a(-),&(-)) € U[t,T] x
A®YH[E, T) x KP Y[t T, then

E [V () - V()] ] <O ). (2.26)

Further, let (H1)s hold for some 0 < § < v. Let u/(-), d/(-) and &'(-) as in (iii)
of Proposition 2.1, X'(-) = X (-;t', 2, M(t'),a(t'); v/ (-),d’(-),&'(:)) and (Y'(-), Z'(-),
IV(-,-)) be the adapted solution of the corresponding BSDE (2.14), then for some
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1<q<p,and any 0 < ¢ <g,

Et[ sup ?<s)—?’(s)¢+(/tT|Z(s)—Z'(s)|2ds)q2/

seft’,T] ’

+(/tT/R IT(t,6) — F’(t,9)|27r(d0)dt)g]

< CE(1+ [ + sup [€0) + NS(a()" + NT(€()" ) (¢ ~)%

reft,t’)

(2.27)

Proof. (i) For any (t,z,m,a) € DP x M x A and (u(-),a(-),&(:)) € U[t,T] x

A%t T x KP4[t, T, with some ¢ > 1, we have

BIACX(T), M), a(D)[" + B[ kOraira0) "+ (Xt 6)) ] <

i>1 j=1

Q.

Thus, BSDE (2.14) is well-posed with the adapted solution (Y (), Z(:),I(-,-)) in
LE(Q; O([t, T); R)) x L L2(¢, T; R 4)) x LL(; L2(¢, T; L2(R)). Then, by a stan-
dard estimate of BSDEs (see [15], and also [12]), we have (by the boundedness of h

and g; Otherwise the estimate will be much more complicated)

EtLEEPT] Y+ (/tT |Z(3)|2d5)% + (/tT/R \F(t79)|2ﬂ(d9)dt)%}

N(a() . NED) ,
< CE; {1 + ( Z k(Gi,ai,l,ai)) + ( Z g(Tj,fj)) :|
=1 i1

This proves (2.23). Consequently, (2.24) follows easily.

(ii) Next, if ¢ € (1,p], for any (¢,z), (t,2’) € D? and feasible controls (u(-),a(-),
&), W (),d'(+), &) e U[t,T] x A%1[t, T| x KP1[t, T], we let X(-) and X'(-) be

the corresponding state processes. Denote

h=h(X(T), M(T),a(T)), K =h(X'(T),M(T),d(T)),
9(r,5.2,7) = 9 (. X (1), M(r), u(r), a(r),

- > k(iai1,a)— > E(Tj,fj%zﬁ)’

t<0;,<r t<t;<r

g7, 7") = g (r X' (), M), ()0 (7),

i= Y khaia)— Y U ),

t<0;<r t<ri<r

g"(r,5.2,7) = 9 (X' (r), M(r), ' (r), ' (r),

G- > ki) = Y A€ z7).

t<0;<r t<7i<r
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Then

Y(s) = h+/Tg(r,f/(r),Z(r)/R (r, 6)ﬁ(d0)>dr/STZ(r)dW(r)

/ / d9 dr),
R T

V(s) = I +/ o (nV'0). 20, / (r,@)w(dG))dr—/sZ’(r)dW(r)

/ / (r—,0)N d9 dr),

Hence, by the standard estimate of BSDEs, we have, for any 7 € [t,T],

B[ sup |P(s) - P9 + / 20) - 2r)2ar)”

s€[r,T)

//|1"r9 749|2 dedr”

gCEt{|h—h\q+[ /Fr@ d0
R

—g”(r,}A’(r),Z( ), / r,0)7(df )‘dr}q}

= CE{ (X (T), M(T),a(T)) = h(X'(T), M(T),a'(T))|"

+{/TTIQ(T’X(T%M(T)’“(7")7“(7")’
Y (

V)= 3 k(i i1 a) - Ze(fj,gj),Z(r),/Rr(r, Oy (dd) ).

t<0;<r t<T;<r

—g(r X' (), M(r), ' (1), ' (r),

D)= S k(000 — 3 67 ), Z(0), /

t<0;<r t<ri<r R

I(r, 0)7r(d9)) |dr] q},

Now, for 0 < ¢’ < g,

Et{ sup Y (s) / |Z(r) |dr
//|rr9 r0|2 d0dr> ]
[Et( 51[1p]|Y ]Et /\Z r)|? ds
Et//|Ffr0 (r, 0)| 2 ( dadr)}
C{Et[( :Fp 1Y (s) +]Et /\Z \dr

1E, //|Fr9 (r,0) 27 ( dedt) }}



1256 YUE ZHOU AND JIONGMIN YONG

Then (2.25) follows.
(iii) Under our assumptions, one has

~

V()= 7(s)+ / (r,Xm,M<r>,u<r>,ar,ai(r),zm, | T 0ye(a0))ar
- /t / / r—0)N(db, dr).
Thus,
B[V () - V]|

‘]Et/l (r, X (r), M(r),u(r),ar,fr,f’(r),Z(r),/F(r,@)w(d&))dr‘ <C(t —1).

R
This completes the proof (2.26).

Next, let v/(+),d’(+), &' (-) be constructed through u(-), a(-), (), as (iii) of Propo-
sition 2.1, and X’(-) be the corresponding state process on [¢',T] with the initial
state x. Denoting 2’ = = + Ztgrj <p &j- Clearly,

(u'(r),d(r),&'(r)) = (u(r),a(r),&(r), e[t T]
Also, let (Y'(+),Z'(),T’(-,-)) be the adapted solution to the corresponding BSDE
n [t/,T]. Then, by the proved (ii), and Proposition 2.1, for ¢ < ¢’ < T, and
0< ¢ <gq, for some 1 < g < p, we have

Et’{ sup |}7(5)—}7’(s)|q/+ (/t/T|Z(r)—Z’(r)|2dr)q2/

se(t!, T

[ vt osan) ]

T

< ClElX(@) - XD+ Eo ([ X0 - X lar)’

T
/

(0 kO aina) — b aina)l) + (3 166t,6) -t 6)) }%

t<0; <t’ t<r; <t/

QR

< C[IX() = o/ + Eu[NS(a())( = )7 + Eu [N (€)' — 0))7]

< CEy (14 o + sup 60+ NS(a() + N ()7 ) (¢ =)
relft,t’]

Thus, applying E;, one obtains (2.27). O
3. Some properties of the value function. In this section, we present some

basic properties of the value function. First, we have the following result which
gives the boundedness of the value function.

Theorem 3.1. Let (H1)—(H4) hold. Then for any p > 1,
0 < V™t x) < Cy, V(t,z,m,a) € DP x M x A, (3.1)
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for some absolute constant Cy > 0 and

Vet x) = inf St s (), al), €(0)),
UL, TIX A 8, T x K1 [¢.7] (3.2)

V(t,x,m,a) € DP x M x A,

with

Ns(a())
Ay 1,7] = {a() Z ai-1lig, 09 () € AW T] |

ko, [Ns(a(-))] < 200},
(&)
K1, T) = { = Y &l m() € KPILTI |

j=1
GENT(€() + sup [€(s)]] <260},
s€[t,T]
Proof. Let (t,z,m,a) € DP x M x A. Fix any u(-) € U[t,T], the trivial switching
control ag(-) € A%?[t,T] and the trivial impulse control &(-) € KP4[t, T}, for any
q > 1. Let the corresponding state process be X(-), and the corresponding adapted
solution of BSDE (2.14) be (Yy(+), Zo(-), To(-, -)). By the boundedness of h and g,

0 < J™t,x;u(-),a0(+), & () = Ey [h(XO(T),M(T), a)

T
4 o Xolr). M (1), u(r). 0, Yo(0), Zo(r), [ To(r.0)(as) )ar] < €,
t R
(3.3)
for some absolute constant Cy > 0. This proves (3.1). Now, for any (u(-),a(-),&(+)) €
Ult, T) x A%t T] x KP1[t, T], by the nonnegativity of h and g, one has

JM (s ul), al), (7))
NS(a(")) NT(E()
—E, {h(X(T),M(T) a(T)) + k(0i, ai—1, ;) + Z 75 &)

i=1

+/STg(T,X(r),M(r),u(r),a(r),Y(r),Z(T),/Rr(r,e)ﬁ(da))dr}

NS (a() N () (3.4)
>Ee| > k(Oiaiv,a)+ Y E(Tjagj)}
T a=1 j=1
_ N ()
> By [koNS (a() + N (6() + 60 Y 1&1"]
_ <

> Ed[hoN*(a()) + ! (€0) + o sup €)1

Therefore, if (a(-),£(-)) ¢ AL T[t, T] x K2'F[¢,T], it must not be optimal. Hence,
(3.2) follows. O
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From Proposition 3.1, we see that for any (u(-),a(-),£(-)) € U[t, T] x A" T[t, T] x
KB [t, T, one has
0 < J™t,xyu(-),a(-), &) < C, V(t,x) € DP. (3.5)
Further, in addition, if a(-) and &(-) are trivial on [¢t,¢’), one has
Jme (t,ac;u(-),a(-),g(-))
= B, [P, X (E-)5u(), al), ()

+/tt/g(r,X(r)7M(r),u(r),a,Y(r),Z(rL/}RF(T, 9)7r(d0))],

Next, we prove that the value function is continuous.

Theorem 3.2. Let (H1)s, (H2)-(H4) hold with 0 < § < v. Then there exists a
constant C'y > 0 such that

(3.6)

Vet z) — B V™t a)]| < OBy (o — ') + (1 -+ |al®)]t = ¢]}),
V(m,a) € M x A, (t,z),(t,2") € DP,
|t —¢'| small.

Proof. We first let ¢ = t. Thus, for (¢,z),(¢t,2’) € DP, (m,a) € M x A, and
(u(-),a(-),€(-)) € U[t, T] x A" [t, T) x KB F[t,T], let X(-) and X'(-) be the corre-
sponding state processes (under the same controls). Also, let (Y'(-), Z(),T'(-,-)) and
Y'(-),Z'(-),T’(-,-)) be the adapted solutions of the corresponding BSDE (2.14).
Then by Proposition 2.2, (ii) (see (2.25))

[T (w5 u(), a(-), €)= T (8 7' ul),a(),€0)) < Y (1) = Y(1)] < Cla — /|,
Hence, (3.7) follows.
Next, let 0 <t <t/ <T, (t,x),(t',x) € DP, and (m,a) € M x A. For any ¢ > 0,
let (u/'(),d'(-),€' () € Ut', T] x AL [t', T x KE'T[t', T] such that
VMR X (=) < SO, X (1 =) ()0 (), €()
< VMO X'(1'-)) + e,

(3.7)

where
NP (a/(+)) NI ()
a ()= Z aifll[f)i,l,ai)('), &)= Z gjl[rj,T](’)v
i=1 j=1

and X'(-) is the state process satisfying the following:

X'(s) =z + /ts b(r, X'(r), M(r),up,a)dr

Jr/ts a(r, X'(r), M(r), ug,a)dW (s), s €[t t),

for some fixed ug € U. Also, let X'(-) be the state with the initial tuple (¢'.X'(¢'—),
M ('), a(t'—)), under feasible controls (u'(-),a’(-),&(-)) on [/, T], and ((Y'(-).Z'("),
IV(-,-)) be the corresponding adapted solution of the BSDE on [¢/,T], so that the
cost functional can be defined. We now extend (a’(+),&()) trivially on [t,t') to
get (a(),€() € AV, T) x KB (¢, T), and let u/(-) = uodp gy + u(-) L ().
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Correspondingly, we extend the adapted solution ((Y'(-), Z'(-),I"(,-)) from [t',T)
to [t,T]. Then we have (by (2.12))

Tt w5 u(), al-), ()
. {h(X’(T), M(T), a(T)) + Z k(0i,ai—1,a;) + Z o(15,85)

0; >t >t
+/tT (r X'(r) M(r),u’(r),a’(r),Y’(r),Z’(r),/RF'(r o) (do)) ]
=By |W(X'(T), M(T),d'(T)) + Y k(0i,ai1,a:) + > U15,&))
0; >t Ti>t
+/t,T (7" X (r), M(r), ' (r), a' (), Y' (), Z' (r) /RF'(nH)w(d@))dr
+ tt (7“ X' (r), M(r), uo,a,Y'(r),Z’(r)7/Rl"’(r,9)7T(d9))dr]

<E [ MO, X ()i (), d (),6()) + O —1)]
gIEt{VM(t) ', X(t ))+5+C(t’—t)}
E

£ 3 [ (E' = ) + o' = IV, X (#-)) + (¢ )]
< B[Vt z) + CRIX(E-) — o]+ + Ot —1)]
SB[Vt @)+ O+ 2P )t )] +e.

This leads to (sending £ — 0)
E, [Vm’“(t,x) - vm»a(t',x)} <O+ 2))(t' — 1), ¢ —t>0small. (3.8)

Next, for any & > 0, let (u(-),a(-),£(-)) € Ult,T] x AZ'T[t,T] x KE'F[t,T] such
that

Vet ) < J™E asu(-),€(0),a(r) < V™4t x) + e.

Now, let v/(-) = u(-)|[t,7T] and
£() NT(E()
Z ai—11jg,_,vir,0,ver) () Z & lirve (-
Then (u/(), (1)), €'(-)) € Ut T) x G [t,T) x KE ¢/, 7], and
(u'(r),d(r),&'(r)) = (u(r),a(r),&(r)),  rel[t'T].

Let X'(:) = X(-;t, 2,4/ (-),d(-),€(-)) on [t',T], and (Y'(-),Z'(-),I'(-,-)) be the
adapted solution to the corresponding BSDE on [, T]. Then, we have (noting the
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monotonicity of ¢t — k(t,a,a’) and ¢ — £(¢,£))

Vm’a(t’ 1') tez Jm,a(t’ € u()v a(')> f())

= B [R(X(T), M(T),a(T)) + Y k(B ai1,00) + 3 €(73.6)]

6,>t Ti >t

+/tTg<r,X(r),M(r),u(r),a(r)
()= Y k(b ai,a)— > U15.8), /Rr(r,ew(de))dr}

t<0;<r T<T;<r

> By [B(X'(T), M(T),'(T)) + > k(0: V¥, aim,ai) + Y €r; VE, )

6; >t T >t

+/t’g(r, X' (r), M(r), ' (r), d' (),
)= k(0 vVt ai1,a:) =Y U7 vﬂ,gj),z'(r),/

t<0;<r T <r R

—|h(X(T), M(T), a(T)) — h(X'(T), M(T),d'(T))|

_/t,T \9(7“» X(r), M(r), u(r), a(r),
Y(

=3 kO aimr,a) — Y 6. )), / L(r,0(n (d@))

t<6;<r T <r

g (r, X' (1), M(), (), (r),

~ S OV e e~ Y U vt’,gj),Z’(r),/RF'(r,H(W(dQ)) ar]

t<0;<r T<1;<r

=)

(r, 9(7r(d0)) dr]

+ /t 9(r, X(r), M(r), u(r), alr), Y (1), Z (1), /]R T(r,0(x(d6) ) r|
> E SO0 2,0 (),0'(),€() - CIX(T) = X'(T)]

| / T(\X(r) = X'()] + T () = V()] +12(r) = 2'(r)|
/ IC(r,0) — T'(r, ) |7r(d0))dr +NS ~ )Tk (03, @i, ai) — k(0; V', ai_1, a;)

1—

NT(E()

+ Z ‘ (75,&5) — U5 Vt'-fj)H —C(t’—t)}

{VM“ (t, >—c[ sup | X(r) = X'(r)| + sup [¥(r) =Y'(r)]
reft! T] re(t’,T]

/|Z (r)dr)” //\rr— —T(r—,0)n (d&)dr)%”
~C(N¥(a()) + N (€(: >>)<t —t) - (' 1)

M|
> E, [V’”’“(t’, z) + Z [ (= ) + o(t'— OIV™ (', z) — C|X (¢') — X'(1'))]

m’/=1
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—(1+ 1l + sup [&()I° + N¥(a() + N (€()) (¢ = )}] = C(t' = 1)

ret,t’]

> B [Vo(t2) = CL+[al )t = 1)}

In the above, we have used Theorem 3.1 (This is the place where we need the
sublineariy of b and ¢ in z).

B[ sup [¢(r)I° + N(a() + N'(€()] < €.
re(t,T]

Sending € — 0, we obtain
Ey | V™t x) — Vm’“(t,x)] <C(1+ |zt —1)7, t' —t>0small. (3.9)
Combining the above with (3.8), we complete the proof. O

Because of our framework, applying a similar arguments of Peng [9] (see also
[5, 24]), we are able to show that V"™ %(¢, x) is a real-valued function on [0, 7] x R™.
Then, from the above, we see that the value function V" %(¢,z) is continuous in
(t,x) € [0,T] x R™

4. Dynamic programming principle. In this section, we are going to present
the dynamic programming principle for our Problem (C). We have the following
form of the principle.

Theorem 4.1. Let (H1)s, (H2)—(H4) hold with 0 < § < v. Then
Vm,a(t, $) < H’l;én {Vm,a/(t7 :L’) T k(tv a, a/)} = 1\]—5'[‘/—m,a}(t7 :L’),
(t,z,m,a) € [0, T] x R" x M x A,

V() < inf V(e +6) 4 0L6)] = NV (L), )

(t,z,m,a) € [0, T] xR" x M x A,
and for any 0 <t <t' <T,
Ve, x)
t/
< inf Et[/ g(r, XO(r), M(r),u(r),a, YO(r), Zo(r),/ o, 9)7r(d€))dr (4.3)
u(-)eU[t,t'] t R

+VMOa, XOW =), (2,m,0) R x M x A,

where
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and

YO(S) _ VM(t/l)’a(t/,XO(t/—))
+/ g(r,Xo(r),M(r),u(r),a,Yo(r),ZO(r),/RFO(T,H)W(CZQ))dT (4.5)
- / " P waw) / O o\ Fds.dr), s et

Moreover. if in (4.1) and (4.2), the strict inequalities hold at (t,z,m,a) € [0,T] x
R™ x M x A, then there exists a T € (t,T] such that

Ve (t, x)
Zu(-)iellllf[t,t’]Et[/t 9(7" X°(r), M(r), u(r),a, Yo(’l“),ZO(T),/RFO(’I",G)TF(dG))d’I“ (4.6)

VMO X)), e ).
where, (X°(-),Y?(-), Z°(-),T%(-,")) is determined by (4.4) and (4.5).
Proof. Let (t,z,m,a) € [0,T) x R™ x M x A be given, and o’ € A\ {a}. For any
(u(-),a(-),&()) € [t T) x A*[t,T] x KP[t,T], we have
VIt 2) < T (), €000 () = T (s u(), €0, a()) + K(E 0, ),
where a'(-) = {(a},0}) }i>1 with
ay=2a, 0y =t, aj,=a; 0, =0;,1>0,
or formally, a'(-) = a’1};4)(-) + a(-). Thus,
Vet ) < 5171&% Ve (t ) + k(L a, )| = NSV (¢, ),

proving (4.1). Next, let ¢’ € K, and
§'()=&1pm() +E0).
Then
mea(tv '7;) < Jm)a(tx; u()?EI()va()) = ']mﬁa(tvx =+ fvu()vg()v a()) + é(t7£)
Thus,

V() < inf [Vt +6) + 6] = NV (ta),

proving (4.2). Next, for given 0 < ¢ < ¢ < T, take any (u(-),a(-),&(:)) € U[t,T] x
ALt T) x K} [t, T], we have

Vet o) < J™(t m (), al),€(4)
=E; [JM(t’)’a(t/aXo(tli);u(') [t/’T]7a(')|[t’,T]7§(')
T /t g(r,XO(T),M(r),u,a, YO(r), 2°(r), /R Fo(r,ﬁ)w(dﬂ))dr].

Then, taking infimum with respect to (u(-),a(+),&(+)) € U, T|x A%[¢', T|x KP[t', T,
we obtain (4.3).

[t/,T] ) (4.7
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Finally, let the strict inequalities hold in the (4.1)—(4.2). Then, by the continuity
of the value function, there exists a p > 0 such that

Ve x') < min{NS[Vm’a](t’,x’), NI[V™e)(t, ')}, [t — |+ |z — 2| < p.
Hence, one can find a 7 € (¢,T) such that starting from (¢, 2, m, a), within [¢, 7], if
(a(-),&(+)) is not trivial, then for any u(-) € U[t, T], the triple (u(-),a(-),&(:)) cannot

be optimal. Therefore, for t' € (¢, 7], we have

Vet x) = inf
UL, TIx AL [t T] <K, [t,T]

Tt wsul-), a),€()),

where
o[t T| = {a(-) € A“[t,T) | a(-) is trivial on [t, t’)},
Kb [t,T) = {g(-) € KP[t, T | £(-) is trivial on [t,t’)}.
Note that for any (u(-),a(-),&(+)) € U[t,T] x AL[t, T| x KV [t, T], one has
Jm’a(t’x§u(')7a(')a§('))

NS (a() NTE)
= B4 [R(X(T), M(T),a(T)) + Z} k(0 a5, a;) + ; (75, €5)

—l—/tTg r,X(r),M(r),u(r),a(r),Y(T),Z(r),/RF(T, G)W(dﬁ))dr}
E

t/
+ [ g(r X°0), M), u(r), ar), Y(r), 2°(r), / r0(r, 6)m(d0) ) dr |

t R
E

t/
+ [ 9(n X0 M) 0(r). 0, YO0), 2°0), [ 1000, 6)m(as) ar].
t R

Then by taking infimum over U[t, T| x A% [t,T] x KL [t,T], we get (4.6). O

Note that (4.3) can be written as

0< inf VM(t’),a t/ XO t/_ _ymea(
_u(,)g;w[ (', X°(t'-)) (t,2)

+ /t t;; (r, XO(r), M(r), u(r), a, YO(r), Z°(r), /R 0(r, 9)7r(d0))dr

- /t ' Z0(r)dW (r) — /t ’ /R Fo(r—,G)N(dG,dr)},
(z,m,a) ER" x M x A,

(4.9)
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and (4.6) can be written as

0> inf [VM(t'%“ ', X0t —)) — V™4,
Z o ( (t'=)) (t,z)

+/ttlg<7‘, XO(r), M(r),u(r),a,Y°(r), ZO(T),/FO(T‘,H)?T(dQ))dT

* (4.10)
t/
_/ / /FO r— O)N(dd, dr)|
t
(Ji,m,a) e R" x M x A,
Hence,
0= inf VM(t/)’a t/ XO t/_ _ymea(t
u(~)1€ri{[t,t/] [ (', X°(t'-)) (t,z)
t/
[ o(n X0 M) 000,70, Z”(r),/ I (r,0)m(d6) ) dr
t * (4.11)

—/tt/ // (r—, 0)N(d6 dr)}

(x,m,a) e R" x M x A,

This is the dynamic programming principle without conditional expectation.

5. HJB quasi-variational inequality and viscosity solution. In this section,
we will derive the Hamilton-Jacobi-Bellman quasi-variational inequality (HIB-QVT,
for short) for our value function, and show that the value function is a viscosity
solution of such a HJB-QVI. To begin with, we first present the following lemma,
see [16].

Lemma 5.1. Let (X(-), M(-)) satisfy (1.1) and (1.4). Let ¢ : [0,T] x R* xM — R
be smooth, Then
(5, X(3),8(5)) = 6 X(0,21(0) = [ {0 X0, ()

St [P (1, X (1), M) (7, X (), M(r), u(r), @) (r, X (1), M(r), u(r), )|
]
—|—<p$(r,X(r),M(r))b(r,X(r),M(r),u(r),a) + Z QM(r)m/SD(rvX(r)’ml)}dr

m/=1

+ [ ealr X (). MO X0, MO, ). ) (1)
[ [l X ) M=) + u(01(-),6)) = ol X0, M(r=)] N (b

E/ (@r‘FAua )dr+/ pzodW (r) / /Ag(pN (do,dr),
t t
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where
A“po(t, z,m)
1
= §tr (e (t, 2, m)o(t, z,m,a)o(t,z,m,a)]
|M|
+u(t, 2, mb(t, 2,ma) + D e p(t,x,m),
m’=1 (51)

Lop(r, X(r), M(r—))

= <p(r, X(r), M(r—=) 4+ p(M(r-), 9)) —p(r, X (r), M(r-))
M|

= 3 [l X)) = p(r, X (), M=) 1,00 (0):

m’/=1

Clearly, one has

M|
/]RA‘g(p(t,x,m)ﬂ'(dQ) = ifl: [(p(t,x,m’) *(p(t,x,m)}qmm/

m=1 5.2
| (5.2)

= Z qmm/ga(t,x,m,).
m’=1
This will be used below.

Next, we present a useful lemma below. In the case that the Poisson process is
absent, such a result was proved in [11].

Lemma 5.2. Suppose 7, ((+), and (-, -) are proper random variable or processes.
Then the following holds, as long as each term makes sense:

E{n|l’+(/ttl| \dr % // r—,0)2n d6)dr)g} )
<KIE‘77+/C YW (1 // r—,0)N(df dr)‘.

Proof. For fixed 0 <t <t/ <T, let

—n+/g )AW (r // r— 0)N(df, dr),
). T(--)

which is Fj-measurable. Let (Y(-), Z(-
following BSDE:

:g—/:/Z(T // (r—,0)N(db, dr), r e[t t].

Then we have

e s ([ izoan) s ([ [wo-opsann)]

< KE[¢[P.

) be the adapted solution to the
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Y(t)+/t // (r— O)N(dO,dr) = ¢
_77+/g )dW (r // r—,0)N(df, dr).

By taking conditional expectation E.[-], we see that

Y(t) =1.

Now,

Consequently,

/tt' (20— // (r—.6) = (r—,0)) N (d0, dr) = 0,

which leads to

Z(r) =¢(r), r € [t,t], as.
L(r—,0) =~(r—,0), r€[t,t'], 0 €R, as.
Then (5.3) follows from (5.4). O

For the terminal cost, we need the following compatibility condition.
(H5) The following hold:
h(z,m,a) < min {N°[-,m, a](z), N [h(-,m,a)](z)}, (5.5)
where

N [h(-,m,a)](z) = (I}l;éna {h(x, m,a') + k(T a, a’)],

N’ [h(-,m,a)](z) = glgf{ [h(w +&,m,a) +€(T,§)}.

The above condition means that a switching or an impulse at T is not necessary.
We now formally derive the HIB-QVI.

Proposition 5.3. Let (H1)-(H5) hold. Suppose V™®(t,x) is smooth in (t,x) €
[0,T] x R™, for all (m,a) € M x A. Then it satisfies the following HIB-QVI:

maX{Vma(t z) +Hm“(t 2, V™t z), Vo (¢, ), VIt o),
M| M|
Z Qmm’v ) Z Qmm/v )
V(e a) < NS ), V) - NV 9} =0,
(t,z) €0, T] x R"®, (m,a) e M x A,
V(T x) = h™%(x), x €R™  (m,a) € M x A.

(5.6)

where
Hm’a(t7 x? ‘/7p’ P7 /-Y)

1
= infU {Etr [Pa(t,x,m,u,a)o(t,x,m,u,a)T} + pb(t, x,m,u,a)
ue

+g(t’ '1:7 m’ a? V7po-(t7'1:7 m’ u’ a)a’Y)}a
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and
h"™%(x) = h(xz,m,a).

Proof. First, from Theorem 4.1, we see that
Vma(t, z) < min{N°[V™9(t, z), N [V™9(t, z)}. (5.7)

Thus, it suffices to consider the case that the strict inequality holds in (5.7), i.e., the
strict inequalities hold in (4.1) and (4.2). Then, (4.11) holds, for some 7 € (¢,T].
Hence, for ¢’ € (t, 1),

0= infw{ /t ' [9(r, X°(r), M (1), u(r), 0, YO(r), 2°(r), /R Iy, 0)m(d6) )

u(-)eU]
VMO XO(0)) + ATOVION (1 X0 dr
t/
+ [ (VIO X0t X0, utr). ) = 2°0))aW (1)
t’ , ~
+/ / (AVMEe(r, X)) = TO(r—, 0)) N (a0, dr) }.
t Jr
Thus, for any € > 0, there exists a u.(-) € U[t,t'], which is continuous such that

0<Yo(t)= /t ' [9(7 X2, M), e (1), 0, Y2 1), Z2(r), /R r2(r, 6)m(d0) )

FVMO2 (i, X0(r) + A= OVMO (i XO(r)|dr
+A(wwmm&wwmxwwamw—ﬁmwwm
+/t/ (AQVM(t/)’“(r, X0(r)) — Fg(r—,ﬁ))ﬁ(dﬂ,dr) <e.

t JR

Then, applying Lemma 5.2, we obtain

E{‘/tt/ [g(r,XEO(T),M(r)7us(r)7a,1@0(r)7Z€O(T),/ng(r,e)w(de)>

p

+%M(r),a(r’ XS(T)) +Aus(')vM(r),a(r, XS(T))} ds

(NS

+( /tt’ [VM@ha (e XO0(r))o(r, XO(r), ue(r), a) — Z2(r)|? dr)

j

vl

| / t / |40V MO (7, X2(r)) = T2, 0) [*r(d6) dr
< KElff:(t)ﬂ\i’ <eP.
Hence, for small € > 0, we formally have (for some u € U)
Z2(t) = V™ (t, x)o (t, x,u, a),
/R I0(r—, ) (d6) ~ / MO+ )04 5y y™a(s o)l (de)

R
|M]|

= Z qmm/ Vm/7a(t7 :L‘).
m.=1
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Consequently, at the limit (as e — 0)

‘/;mﬂ(t,x) -f—AanL’a(t,.’IJ)

|M]|
+g (t’ x’ m’ u7 a? Vm7a (t7 x)? V;L'm,a(t7 :I:)U(t7 $7 u7 a)7 Z qmm/ V"n/7a(t7 x)) - O.
m’/=1
Then, we formally have derived our HIB-QVT (5.6). O

The above is very formal, the purpose of which is to obtain the form of the
HJIB-QVI (5.6). We now want to make the above rigorous.

In what follows, we will denote

) () (s

2,0 t,x 2,a t,x 2 t,x

vieao = T m@=| 0 | eta=]| T
VIMla(t ) hIMba(t ) ©MI(t, )

Next, by saying V@(t,x) > ¢(t,x), we mean the componentwise inequalities:
Vet x) > o™ (t, x), 1<m < |M]|.
Also, V(t,z) < ¢(t, x) has the similar meaning.
The following definition is similar to that given in [4].

Definition 5.4. (i) Function V*(-,-), a € A, is called a viscosity sub-solution of
(5.6) if

VYT, z) <h*(T,z), Vo € R”, (5.8)

and for any smooth function ¢(-,-) with

Vet x) — ™ (t,z) =0,

V(t',2') € [0,T] x R™. 5.9
Vi) gty <o, T ST (65)

it holds

mas{ (1 2) + B (1,2, 7 (0,2), 3 0, 2), 15 1,2,

|M]| ) M| )
> G V) D G [V 1))
m’/=1 m’/=1

V(@) = NSV (@), Ve @) - NT V(1) ) > 0.
(ii) Function V*(-,-), a € A, is called a viscosity super-solution of (5.6) if
VYT, z) > h*(T,z), Vo € R”, (5.10)
and for any smooth function ¢(-,-) with

Vet z) — ™ (t,x) =0,

V(¢ z') € [0,T] x R", 5.11
Vet a') — o(t' ') > 0, o) 7] G0
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it holds

max{gpln(t,x)—l-Hm’a (t, x, " (t,x), et (t,x), i (t,x),
M| M|

Z Amm/’ leﬂ (ta .73)) + Z dmm/’ [leya (t, .73)],
m/=1 m’=1
V(@) = NSV (@), Vet o) - NT V] (te) | <o,

(iii) Function V(- ,-), a € A, is a viscosity solution of (5.6), if it is both viscosity
sub-solution and viscosity super-solution of (5.6).

We now present the following result.

Theorem 5.5. Let (H1)s, (H2)-(H5) hold with 0 < § < v. Then V"™%(-,-) is a
viscosity solution of HIB-QVI (5.6).

Proof. We prove that V™4(t, ) is a viscosity subsolution to (5.6). Clearly, we need
only to show the case that the strict inequality holds in (5.7). Then, there exists a
T € (t,T) such that for ¢ € (t,7), on [t,t'], the switching and impulse controls must
be trivial (do not play any role).

Now, let ¢(-) be smooth so that (5.8) and (5.9) hold. For any u(-) € U]t,t'],
let (X(-),Y(-),Z(-),T(-,-)) be the state process and the adapted solution of the
relevant BSDE on [t, ], corresponding to (¢,z) and u(-). Then,

VMEa X)) — MO X () < V™t x) — ™ (t ) =0, (5.12)
which implies
VMO x (1) < MO X (1)) (5.13)
Next, we introduce two BSDEs:
YV(s) = VME @ X (#))
t/
+ / g(r X (), M), u(r),a, vV (1), 2V (r), / IV (r,0)7(d6) ) dr
s R
t’ t’
- / 2V ()W (r) — / / IV (r—, )N (d6, dr), s € [t 4],
s s JR

(5.14)
and

Y¥¢(s) = MO, X (1)
+[g(r,X(T),M(r)m(r),a,Y‘P(T)7ZW(r),/}RFS"(T,G)W(dQ))dT (5.15)

_ /St/ Z#(r)dW (r) — /:l/R T (r—, 0)N(dO,dr), s € [t,t].

The above two BSDEs have the same generators, but the terminal conditions satisfy
(5.13). By comparison of BSDEs, we have

YV(r) < Yo(r), r e[t t].
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Consequently, noting (5.12) and the DPP (the right-hand side of (5.14) is
> Vma(t, ),

@ (ta) = V(@) < YV () < V()
= MW, X (1)
+ftg(r X(1), M(r), u(r),a, Y #(r), 22(r), Jy, D9 (1, 0)m(d0) ) dr

_/ //rw_ N (a0, dr),

Then, by Ité’s formula, one has

0< /tt' [g(r,X(r),M(r),u(r),a, YW(T),Z&O(r),/Rnp(r,gh(dg))

+M O (1, X (r)) + AM O (1, X (r)) | dr
. (5.16)
+ / MO, X (7)o (r, X (1), u, 0) — Z%(r)]dW ()

/ /rv’ r—.0) — g™ D (1, X (1)) N (B, dr).
Now, let

F(T’ xr,m,u,a, ﬂa Z7 A’yi) = Qo;n <r7 .’I}) + Augom (T7 .17)
+g (Ta r,m,u,a, g_,_som(r, :L')v Z—Hp;"(r, l’)O’(’]", x,m,u, a)v ﬁ'i_'&@(pm(rv l’)) .

(5.17)
Define
Y(r)=Y?(r) = oM (r,2),
Z(r) = 22(r) = 2" (r, X (r))a(r, X (r), M(r), u(r), a), (5.18)
[(s,0) =T(r, ) Ae@M(”(T X(r)).
Clearly,
F(T,X(r),M(r),u(r),a,f’(r),Z(r),AF(r,H)ﬂ'(d@))
— M) 4 g M) (5.19)
+0(n X0 M) ()0 Y20). 250 [ D900, 0)m(a0)).
and
F(T,X(r),M(r),u(r),a,0,0,0)
=M L AtMO (7, X (1), M), u(r), a, oM (r, X (1)), (5.20)

(piw(r)(r’X(T))U(nx(r),M(r),u(r),a),/RAWM(”(T,X(T))W(W)),

Hence, in terms of (5.19), one can rewrite (5.16) as

]E/t F(r,X(r),M(r),U(r)va,f”(r),Z(r),/Rf(n 9)7T(d9))d7” 20, (5.21)
Vu(-) € U[t, t'].
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By definition (see (5.14) and (5.15)),

/ Flr, X(r (), a, V(r), Z(r), /~(r 0)r(d6))dr

R

/ / / r—,0)N(d6,dr), s € [t t'].

We now introduce the following BSDE (replacing (X (r), M (r)) by (z,m)):

5(8)=/t/F(rme()an()5()/ 3(r, Oym(d6) ) dr

/ C(r)dW (r / / (r—,0)N(do, dr), s € [t t'].

Then, we have

(5.22)

IE[ sup |Y (r)]? + / |Z r)|2dr

reft,t]

//|rr9 3(r, 0) 2 (d6)d ]

< CE[/ (1X ()~ al + 1 (r) — m| )]
¢ M|

SC[(/tt,(r—t)’Zdr +t—t/ Z m' —m)?[Gmme (7 t)—l—o(r—t)]dr}
<O —t)3.

Hence,
E /tt’ [F<r,X(r),M(r),u(r)ﬂ,}N/(r),Z(r),/ﬂ{f(r, 9)7r(d9))
—F (7, m,u(r),a,7i(r), C(r), / 5,0 (de)ﬂdr’
(5.23)
<CEL§1§ Y () =)+ /\Z r)Pdr

//|F7“9 5(r,0)[2x (de)drfw(t s

This implies

Bi(t) =B [ P(ram.u().a.ir).C0). [ A00m@)ar o,
>_C(t' —t)%,  vul(-) €U[t,t].

Now, for any ug € U, let 7jp(-) be the solution of the following:

t/
770(5) = / F(r,x,m,uo,a,ﬁo(T),0,0)dT, s € [t7tl]a (525)
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which is a deterministic function. The above means (7o(:),0,0) is the adapted
solution to BSDE (5.22) with u(-) replaced by ug (which is deterministic). Thus,
we have (see (5.24))

t/
/ F(nx,mmo,a, ﬁo(r),0,0)dr >—C(t' —t)2, Vug € U. (5.26)
t

On the other hand, from (5.25), we have

t/
e <0 [ Qb se e
Then, by Gronwall’s inequality, one has
fo(s)| S CH —1).  seltt)
This yields

t’ t’
/ F(T,.’L’,m7UO,a,O,O7O)dT Z / I:F(Tamvma ana>ﬁ0(T)7O7O) —Clﬁo(T)|i|d7"
t t

3
2

>—C(t' —t)2, Vug € U.
Now, dividing ¢’ — ¢ and sending ¢’ — ¢, we obtain

inf F(t,z,m,u,a,0,0,0) > 0.
uelU

This gives

et (t,x) + nelfU [A“(pm(t,x) + g((t,x,m7u, a, V"™ (t,x), o (t, x)o(t, z,u, a),
u
M| )
> Gwn VI 12)) ] 2 0
m/=1

Thus, V™%(t,x) is a viscosity sub-solution of (5.6).

Similarly, with a little modification, we can show that V"™%(¢, z) is a viscosity
super-solution of HIB-QVI (5.6). O

At this moment, by following lines of [13], with very little modification, we are
able to show that HJIB-QVI (5.6) admits a unique viscosity solution. Therefore, we
could state the following result.

Theorem 5.6. Let (H1)s, (H2)—(H5) hold with 0 < § < v. Then the value function
V™e(t, x) of Problem (C) is the unique viscosity solution of HIB-QVI (5.6).

6. Concluding remarks. We have studied an optimal control problem for an
SDE with regime switching, having three types of controls appear, and with the cost
functional being of recursive type governed by a BSVIE. Due to several complicated
situations happen at the same time, some compatibility conditions are needed to
ensure our problem to be meaningful and treatable. The main efforts of the paper
are to study the properties of the value function, mainly, the continuity of the value
function in the time variable. Also, in proving that the value function is a viscosity
solution to the HIB-QVI (5.6), we have adopted the method of [8]. Some necessary
details were added so that it is easier to read.
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