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Abstract: In this paper, we design a new kind of high order inverse Lax-Wendroft
(ILW) boundary treatment for solving hyperbolic conservation laws with finite differ-
ence method on a Cartesian mesh. This new ILW method decomposes the construction
of ghost point values near inflow boundary into two steps: interpolation and extrapola-
tion. At first, we impose values of some artificial auxiliary points through a polynomial
interpolating the interior points near the boundary. Then, we will construct a Hermite
extrapolation based on those auxiliary point values and the spatial derivatives at bound-
ary obtained via the ILW procedure. This polynomial will give us the approximation to
the ghost point value. By an appropriate selection of those artificial auxiliary points,
high-order accuracy and stable results can be achieved. Moreover, theoretical analysis
indicates that comparing with the original ILW method, especially for higher order ac-
curacy, the new proposed one would require fewer terms using the relatively complicated
ILW procedure and thus improve computational efficiency on the premise of maintain-
ing accuracy and stability. We perform numerical experiments on several benchmarks,
including one- and two-dimensional scalar equations and systems. The robustness and
efficiency of the proposed scheme is numerically verified.
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1 Introduction

In this paper, we will propose a new high order accuracy boundary treatment based on
finite difference methods with fixed Cartesian mesh for hyperbolic conservation laws. For
the problems on complex domain under such mesh, there are often two main difficulties.
First, the computational stencil of high order finite difference scheme is often relatively
wide, thus we need to evaluate the values at several ghost points near the boundary.
Secondly, the physical boundary often does not happen to be on the grid points, so we
need to design an algorithm to introduce the boundary conditions into our boundary
scheme. If the boundary scheme is not well designed, it may bring the so-called “cut-
cell’ problem, i.e., requiring the extremely small time step to ensure the stability and
resulting in low computational efficiency.

A common treatment is to use body-fitted grid. That is to establish appropriate
body-fitted coordinates so that the grid points lie on the physical boundary, and solve
the partial differential equation in the new coordinate system. Therefore, the boundary
conditions can be given directly on the grid points. The advantage of this method is
that it can accurately meet the given boundary conditions. Its disadvantage is that the
generation of body-fitted grid is extremely difficult. The quality of the grid directly
determines the computational efficiency and accuracy. FEspecially for problems with
moving boundary, the management of a moving grid is generally complex, which will
increase the computational cost greatly. In addition, the governing equation needs to
be changed during computation. The transformed PDE is often more complex than the
original equation, which will also increase the computational cost.

For non body-fitted mesh methods, many scholars have also proposed some methods,
such as embedded boundary method [1,8-10,21,27], immersed boundary method [20,
22-24,32,34], ILW (inverse Lax-Wendroff) method [28-31] and so on. In this paper, we
concentrate on the ILW method, which can achieve arbitrary high order accuracy and
avoid the cut-cell problem effectively.

The prototype of the earliest ILW method comes from the simulation of pedestrian
flow [6,35]. The pedestrian walking direction can be determined by solving an Eikonal
equation. They deal with the boundary conditions by transforming the normal derivative
into the tangential derivative. Later, this method was extended to hyperbolic conserva-
tion law equations for the inflow boundary conditions by Tan and Shu [28]. They repeat-
edly used the partial differential equation to transform the normal derivatives into time
derivatives and tangential derivatives (different from the original Lax-Wendroff scheme,
which transformed the time derivative into spatial derivative, which is the meaning of
“Inverse” ), and imposed values of ghost points near the boundary by a Taylor expansion.

After the ILW method was proposed, many scholars have done a series of work, which
have greatly developed this method. To reduce the heavy algebra of the original ILW



method for nonlinear systems, especially in the high-dimensional cases, the simplified
ILW (SILW) method was proposed in [31], in which the high order spatial derivatives
were given as extrapolation instead of the relatively tedious ILW procedure. Later, Lu et
al. [19] proposed an ILW method to deal with “sonic point” by evaluating the flux values
at ghost points, so it can handle problems with changing wind direction. [4] redefined the
concept of “conservation” for the finite difference scheme, and gave an ILW method satis-
fying conservation in the new sense. Recently, Li et al. [12] employed the ILW boundary
treatment with the fast sweeping method to capture the steady state of hyperbolic con-
servation laws. In addition to hyperbolic conservation laws, the (S)ILW method was
also applied to other types of equations, such as convection-diffusion equation [13,15,18]
and Boltzmann equation [5]. Moreover, the boundary treatment has been successfully
applied to the moving boundary problem. Tan and Shu [29] extended the ILW method
to simulate the compressible inviscid fluid containing moving circumferential wall. Along
the same lines, by redefining the material derivative on the boundary, [3] extended the
method to deal with the arbitrary motion of the boundary, and used it to simulate the
interaction between shock wave and rigid body with complex geometry. ILW method for
convection-diffusion equations on moving domain was proposed by Liu et al. [17], in which
a unified algorithm was designed for pure convection, convection-dominated, convection-
diffusion, diffusion-dominated and pure diffusion cases. The three-dimensional cases were
concerned in [16] with simulation of the interaction between inviscid/viscous fluid and
three-dimensional rigid body. Besides, references [13-15, 33] have analyzed the linear
stability of ILW and SILW methods, which provide guidelines for us to design stable
ILW boundary treatments.

In this paper, we will design a new type of SILW method for conservation laws to
further reduce the computational complexity. The new method decomposes the con-
struction of the ghost point values into two steps: interpolation and extrapolation. At
first, we approximate values on some artificial auxiliary points through the interpolat-
ing polynomial based on interior points near the boundary. Then, we will construct a
Hermite extrapolation based on those auxiliary point values and the spatial derivatives
at the boundary obtained through the ILW procedure. This extrapolating polynomial
will give us the approximation of those ghost point values. Linear stability analysis will
be performed, requiring maintaining stability with the same Courant-Friedrichs-Lewy
(CFL) number as the periodic boundary case for any boundary locations. Moreover,
under the premise of stability and same order of accuracy, we aim to reduce the neces-
sary terms obtained via the ILW procedure comparing with the original SILW method
by an appropriate selection of those artificial auxiliary points. Thus, the new method
can improve the computational efficiency, especially for high-dimensional systems.

The organization of this paper is as follows. In Section 2, we will give the descrip-
tion of the new ILW method for one-dimensional scalar conservation laws, and use the



eigenvalue analysis method to perform the linear stability analysis. In Section 3, we
will extend this algorithm to systems and high-dimensional cases. High order accuracy
and robustness of our algorithm will be shown through numerical tests in Section 4.

Conclusion remarks will be given in Section 5.

2 The one-dimensional scalar conservation laws

Consider the one-dimensional scalar hyperbolic conservation law in the following

form:
ut+f(u)$:07 $€<—1,1),t>0,

u(—1,t) = g(t), t>0, (2.1)
u(z,0) = up(t), =el[-1,1].
We assume that f'(u(—1,%)) > 0, such that the left boundary z = —1 is an inflow bound-
ary, where a boundary condition needs to be given. We also assume that f’(u(1,¢)) > 0.
Hence the right boundary x = 1 is an outflow boundary, where no boundary condition
is required.

Suppose the domain is divided by the uniform mesh:
—1+CAr=a20<---<zazy=1—-C,Ax (2.2)

with mesh size Az = 2/(C, + C, + N) and C,,C), € [0,1). Note that we have allowed
the physical boundary = = 41 not coinciding with grid points when C,, Cj, # 0. Here, a
uniform algorithm for both body-fitted and non body-fitted grids is under consideration.

We use the framework of method of lines (MOL) to construct a semi-discrete scheme
on the interior point z;, 7 =0,1,2,--- , N:

d
au]’ = Lh(U)j, (23)

where,
1 4 7
Ln = _A_a:(fj+1/2 = fim1j2) ® = f(W)als,

is the spatial discretization operator. Here, u;(t) is the numerical approximation to
the exact solution u(x;,t), and fjH /2 is the numerical flux. In this paper, we will use
an upwind-biased conservative finite difference scheme to construct fj+1 /2, such as the
WENO scheme [7].

After the spatial discretization, the semi-discrete scheme (2.3) is a system of ordinary
differential equations. For time discretization, we use the total variation diminishing
(TVD) Runge-Kutta (RK) scheme [26]. From time level ¢" to t"*! the third order TVD



RK scheme is given as

(
U; j
2 3 n 1 1 1
u; ) = z_luj —+ Zug ) + ZLAtLh(U(l))j’ (2.4)
1 2 2
U?H guy + 5“5’2) + gAtLh(u(Q))]

In particular, [2] pointed out that the boundary conditions in the intermediate stages of
the above RK scheme should be modified as follows to avoid order reduction:

u” ~ gl<tn)7
ut ~ gi(tn) + Atgi(tn), (2.5)

1 1
u® ~ ai(tn) + éAtgl’(tn) + ZAtZgZ'(tn).

Note that for a high order finite difference scheme, a wide computational stencil is
generally required. Hence, it is inevitable that some points in the computational stencil

are not in our computational domain,
x—p:%—PAﬂ% $N+p:$N‘|‘pAm7 p=12--.

Therefore, we can regard the boundary treatment problem as construction of the ghost
point values. In the following, we will first review the original (S)ILW method proposed
by Tan et al. [28,31]. And then, a new SILW method will be proposed to improve the
computational efficiency on the premise of maintaining accuracy and stability. Linear

stability analysis will be given to demonstrate the advantage of the new proposed method.

2.1 Review of the original (S)ILW method

The main idea of the original inverse Lax-Wendroff method for hyperbolic conserva-
tion laws [28] is to convert the spatial derivatives into the time derivatives through the
PDE and boundary conditions at the inflow boundary. At the outflow boundary, the spa-
tial derivatives of each order are approximated by extrapolation. After that, the values
of the ghost points outside the computational domain are obtained by Taylor expansion
at the boundary. More specifically, the ghost points near outflow boundaries, such as
the right boundary x = 1 in our example problem (2.1), can be obtained by extrapo-
lation directly. We can choose the traditional Lagrange extrapolation with appropriate
accuracy when the solution is smooth near the boundary, or least square extrapolation
/ WENO type extrapolation [19,28,31] when the solution contains discontinuities near
the boundary.

To be specific, for the inflow boundary, such as the left boundary = —1 in our

example problem (2.1), to ensure our boundary treatment has d-th order accuracy, the
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value of the ghost points near x = —1 is obtained by Taylor expansion:

U

—1
(‘Tj + 1)ku*(k)’

Uj:

e
Il

0

where, ©**®) is the approximation of &gk)u]x:,l with at least (d — k)-th order accuracy.
Using PDE and boundary condition repeatedly, we have that

Ol —y = gi(t),

a(l)u| = L(t)
O —fa) (2.7)
OOl s = fa®)g/ () = 2f"(a:(t))gi(t)?

f'au(t))® ’

Thus, we can set
u®) = Wy, .

To avoid the very heavy algebra of the above original ILW method when calculating
the high order space derivatives, the simplified ILW (SILW) method was proposed in [31].
Specifically, ©*(@, u*(1) are constructed by the original ILW procedure, i.e., converting the
spatial derivatives into the time derivatives through the PDE and boundary condition.
The higher order spatial derivatives u**), 2 < k < d — 1, are extrapolated from the
interior points directly. This method can greatly improve the computational efficiency,
especially for high-dimensional systems. However, [14] analyzed the linear stability of
the SILW method through the eigenvalue method, showing that the SILW method is
stable with the same CFL number as the periodic boundary case for any C, € [0,1)
only when d = 3, but requires smaller time step or is even unstable for d > 3. In order
to guarantee the stability, more spatial derivatives need to be constructed via the ILW
procedure at the boundary.

Suppose that for a d-th order scheme, ©**) is obtained through the ILW procedure
if £ < kg — 1, or by extrapolation if k; < k < d — 1. For different d, [14] used the
eigenvalue analysis to find out the minimum k,, denoted by (kg)min, to make sure the
scheme is stable for all C, € [0,1). Values of (kg)mn for a variety of d are shown in
Table 2.1. Tt can be seen that the (kg)min is still large for high order schemes. As a
result, the computational efficiency is still low for higher order methods, especially for
high dimensional systems.

In summary, the above SILW method can be divided into the following two steps,

i.e., “interpolation” and “extrapolation”:

Algorithm 1. Original SILW method for 1D scalar cases



Table 2.1. The table of (kq)min for original SILW method.

d |3 5 7 9 11 13
(ki)min |12 3 4 6 8 10

Step 1. Construct a polynomial p(z) of degree at most d — 1 interpolating interior points
{zo,-+ ,x4-1}, and obtain the approximation of spatial derivatives of each order
on the boundary with k4 > (kq)min,

uw )~ 8’;p|$:_1, k=kqg - ,d—1.

Step 2. Construct the extrapolation polynomial ¢(x) of degree at most d — 1 satisfying
q(k)(—l) —u®, k=0,--,d—1,

where, u*) for k < k, are obtained by the ILW procedure (2.7), and the others are
obtained by Step 1. Actually, in this case, ¢(z) is the Taylor expansion polynomial.
Then, we can get the ghost point values

uj =q(x;), j=-1,-2,....

In particular, if the solution of the equation has discontinuities near the boundary, the
WENO extrapolation technique can be utilized to prevent spurious oscillations. More
details about WENO extrapolation can be found in [19, 28, 31].

On the other hand, it is observed that the information utilized to construct the
extrapolation polynomial ¢(x) mainly consists of two parts. One includes the first kg — 1
spatial derivatives at the boundary obtained by the ILW procedure, and the other part is
the polynomial p(z) interpolating interior points {zo, -+ ,z4_1}. Thus, we employ (k;+
d) information to construct a d-th order approximation, which is an underdetermined
system of equations, hence the way of construction is not unique. Therefore, we would
like to explore this freedom and find another way to obtain the approximation from the
same set of information, and expect the new algorithm to be more efficient with ky; as
small as possible under the premise of stability and accuracy.

2.2 A new SILW method

In the following, we will describe our new SILW method for the scalar conservation
law (2.1), asking for smaller (kg)mi, for the same d. The key difference between the new
method and the original one is that the extrapolation polynomial ¢(x) will employ the

values on some artificial auxiliary points in the computational domain,
u(—1+ kaAz,t) =~ p(—1+ kaAz), k=1,2...
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instead of using the high order derivatives of the interpolation polynomial p(z) at the
boundary. Here, & > 0 is a parameter to be determined such that the (kg)mi, could be
as small as possible.

Specifically, we summarize the procedure of our new SILW method with d-th order
accuracy as follows:

Algorithm 2. New SILW method for 1D scalar cases

Step 1. Obtain the interpolating polynomial p(z) of degree at most d — 1 based on the
points {zg, -+ , x4 1}. Let

Ups = p(—1 + kalAz), 1<k<d—k,.

Step 2. Construct the extrapolation polynomial g(x) of degree at most d — 1 to satisfy the
following conditions:

¢ (1) =0Mul,y, 0<k <kg—1,
q(—1+ kaAz) = upe, 1<k <d-—ky,

where, &(Ek)u|x:_1 is obtained by the ILW procedure. Let the ghost point values be
the values of the extrapolation polynomial ¢(z) at the corresponding points:

uj=q(z;) j=-1,-2,....

Notice that, for the problems with changing wind direction (i.e. f’(g;(t)) = 0 in the
scalar case), the above inverse Lax-Wendroff procedure may contain zero denominator.
[19,28] gave different methods to deal with such situations, which can be utilized in our
method as well.

In the next subsection, we will show that through adjusting the parameter «, our
new SILW method could improve computational efficiency and stability comparing with
the original SILW method.

2.3 Linear stability analysis

Here, we will give the stability analysis of the fully discrete schemes using the eigen-
value spectrum visualization. We consider the case of d = 2k — 1(k = 2,3,4,5,6,7)
and assume that f’(u) > 0. The conservative linear upwind scheme is used for spatial
discretization. That is, Lj in the scheme (2.3) is in the following form:

d=3:
1

Ly(u); = T Az (%fj2 — fisa+ %fj + éfj+l) )
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1 1 1 1 1 1
Ln(u); = — 7+~ (—%fj—z tilie—fimatglitglin- Z—ij+2) :

1

1 3 1 1
Ly(u); = N (mfj 105f” 3+ 0fj—2 — fj—1+ ij + gfj+1 - Efj+2 + ﬁfj—&-i&) ;

d=9:
1 2 1 1
La(w); =~ 7+ ( 630f] 5+ 6fjf4 —orfistglie—fint ol
1 1 1
+§fj+1 — sl t i = g fiva )
d=11:
1 1 ) 5) 5) 1
Lp(u); = “Ar (ﬁfj 6 — 210f] 5+ 168f —fjfs + _fjf2 = fi-1+ gfj
+?ﬂ+“_§§ﬁ+2+iﬁéﬂ*3 ]68ﬂ+4+23uﬁ}%)
d=13:
1 1 1 1 1 ) 3
L o T D
(1); zxz< w0127 T 7gatie T g i T ggfica T gglime T i

1
—fi-1+ ;fj + ij-&-l - ﬂfj-‘rQ + 1_8fj+3 - %fj—&-zl + %fj—i—S - mfj%) -

In particular, for the linear case f(u) = w, the semi-discrete scheme (2.3) coupled

with the numerical boundary treatments can be written in the matrix-vector form,

dU 1
—=—QU + B
dt A:UQ t5,

where, U = (ug, us, ...,un)?, @Q is the coefficient matrix of the spatial discretization,
and B is a vector corresponding to the inflow boundary condition. In our analysis
we suppose the linear equation is imposed with homogeneous Dirichlet condition, i.e.
g1(t) = 0, which leads B = 0.

References [14,33] pointed out that we only need to care about the fixed eigenvalues
of the matrix @ with different grid number for stability analysis. If we use the third-order
TVD RK time discretization (2.4), the stability region can be expressed as

()| <1, 2(p) =1+p+ 75+

oo
£ 2.8
SR (2.8)



where, = sﬁ—;, and s is the fixed eigenvalue of @ which would not change as N varies.

Notice that z may not exist or there may be more than one. If there are more than one z,
we consider the largest |z(u)|. In order to avoid the cut-cell problem, we expect the time

step would not be effected by the boundary treatment. Hence, we discuss stability on

At
Az

CFL number for the corresponding Cauchy problem or periodic boundary case, and their

the premise of maximum CFL number = (Aef1)mazs Where, (Acfr)mae is the maximum

specific values, which can be calculated by Fourier analysis, are shown in the Table 2.2.

Table 2.2. The maximum CFL number for Cauchy problem.

d 3 5 7 9 11 13
Ovefi)maz | 1.62 143 124 112 1.04 0.99

We select several groups of different « € [0, 10] and k4 for linear stability analysis.
By using the software Matlab, we show the max |z(u)| for C, € [0,1) with different «.
In particular, to obtain z, we compute eigenvalues of the matrix @ with different N.
The candidate eigenvalues s is the common value when N changes over this range. In
Figure 2.1, we plot the results of the third order scheme d = 3 coupling the new SILW
method with k; = 2 as an example. When « = 0.60, max |z(u)| > 1 as C, approaches
0. However, max |z(p)| < 1 for all C, € [0,1) if @ = 0.61. This indicates that we should
take a > 0.61 to guarantee the third order scheme is stable with k; = 2. More cases
are placed in Appendix A. Finally, the minimum k; and the corresponding appropriate
range of « for different d are shown in Table 2.3. As can be seen from the Table 2.3,
compared with the original SILW method, we can construct stable boundary treatments

with smaller k4 by adjusting «. This advantage will be more prominent as d increases.

09F 0.9f
So8r T08r
(%] 1]
go7r o7y
S06f 06
£ 1 £

05F 05f

0.4 0.4f

Q001002003 , R 0B
0 0.1 02 03 04 05 06 07 08 09 1 o 0.1 02 03 04 05 06 07 08 09 1
Ca Ca

(a) a =0.60 (b) a=0.61

Figure 2.1. The third order scheme with the new SILW procedure and k; = 2. The
horizontal axis represents C, and the vertical axis represents the largest |z(u)|.

Next, we want to verify the results of the above stability analysis numerically. Con-
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Table 2.3. Linear stability analysis results of the new SILW method.

d 3 5 7 9 11 13
a | [0.61,10] [0.92,5.11] [1.34,1.99] [1.29,2.43] [1.42,1.70] [1.49,2.08]

sider the following problem:

u+u, =0 —-1<x<l t>0,
u(z,0) = 0.25 4+ 0.5sin(rz), —1<x <1, (2.9)
u(—1,t) = 0.25+ 0.5sin(nt), ¢ > 0.

The exact solution is
u(z,t) = 0.25 4 0.5sin(w(z — t)).

We use the d-th order upwind scheme for spatial discretization and the third-order TVD
RK scheme for time discretization. Let t.,q = 30, N = 200. Take time step

At = et manAT. (2.10)

We test the problem with « located in or out of the range given in Table 2.3. The
numerical results are shown in Table 2.4. It can be observed that when « falls in the
range, the scheme will be stable for all tested C,. Otherwise, if « is out of the range, we
can always find one C, such that the scheme is unstable. Moreover, we try to study how
the error changes with varying o and C,. We fix Ax = 1/25 and take the time step as
(2.10). Error contours of the third order and fifth order cases are plotted in Figure 2.2
and Figure 2.3 respectively. From the numerical results, we can observe that when we
choose « inside the stable region given in Table 2.3, the numerical error stays relatively
low for any C, € [0,1]. If we choose a outside the interval, there would be some C,
making large error or even blowing up (i.e. the red regions in the figures). The results
also verify the correctness of the stable interval given in Table 2.3.

3 The new SILW method for systems

3.1 The new SILW method for one-dimensional Euler equation

We consider the following one-dimensional compressible Euler equation:

U+ FU),=0, ze€(-1,1),t>0, (3.1)
where
Uy p pU
U=|U, |=|pu |, FU=| pu*+p



Table 2.4. Numerical verification results of linear stability analysis

d Stable o in Table 2.3 | « Result

0.60 | Unstable for C, = 107°
3 [0.61,10] 1.00 Stable for all tested C,
0.91 Unstable for C, = 0.38
5 [0.92,5.11] 1.00 Stable for all tested C,
5.12 Unstable for C, = 0.70
1.33 Unstable for C, = 0.40
7 [1.34,1.99] 1.50 Stable for all tested C,
2.00 Unstable for C, = 0.40
1.28 Unstable for C,, = 0.85
9 [1.29,2.43] 1.50 Stable for all tested C,
2.44 Unstable for C, = 0.03
1.41 Unstable for C, = 0.93
11 [1.42,1.70] 1.50 Stable for all tested C,
1.71 Unstable for C, = 0.01
1.48 | Unstable for C, =1 — 107
13 [1.49,2.08] 1.75 |  Stable for all tested C,
2.09 | Unstable for C, =1 —107°

In(error): -6.04559 -5.83775 -5.62991 In(error): -6.04559 -5.83775 -5.62991

(a) a between 0.61 and 10. (b) « near the left boundary a = 0.61.

Figure 2.2. Error contour of the linear problem with the third-order boundary treat-
ment.

Here, p, u, p and F represent the density, velocity, pressure and total energy per volume,
respectively. In order to close the system, we give the following equation of state of ideal
gas
p Ty
EF=——+4 —pu”.
~—1"9°

Here, v is the adiabatic constant, which equals to 1.4 for an ideal polytropic gas.
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In(error): -7.40075 -7.17637 -6.95199 In(error): -7.40075 -7.17637 -6.95199

(a) « between 0.92 and 5.11 . (b) a near the left boundary o = 0.92.

In(error): -7.40075 -7.17637 -6.95199

(¢) a near the right boundary o = 5.11.

Figure 2.3. Error contour of the linear problem with the fifth-order boundary treat-
ment.

We consider the boundary treatment of the left boundary x = —1 as an example.
The original Euler equation (3.1) can be rewritten into the following nonconservative
form:

U+ AU)U, =0,

where, A(U) = F'(U) is the Jacobi matrix,

0 1 0

1 9 a,(U)
AU) = 5 (v = 3)u B=2uv =1 = [ayU)], (3.2)
%(7 — D —uH H—(y—1Du* ~u a3(U)

13



with the total enthalpy H = (E + p)/p. The Jacobian matrix is diagonalizable
A(U) = F'(U) = RAL.

Here, A = diag(u — ¢, u, u + ¢), ¢ = \/vp/p is the speed of sound, R and L = R™! are
matrices as follows:
1 1 1

RU)=| v—c¢ 1u u+c 7
H — uc §u2 H + uc

1 1 1 1 1

R L N e )
LU) = 5| ¢@—5( -1 (v = Du 1—y | =|LU)
LPEPRSES PRWE SIS PR l3(U)

—§uc+1(7— Ju —5(7— )U+§C 5(’7— )

The number of boundary conditions we need to give is determined by the sign of the
eigenvalues of Jacobi matrix A(U) at the boundary. Specifically, on the left boundary
x = —1, it can be divided into the following cases:

Case 1. u — ¢ > 0: three boundary conditions need to be given;

Case 2. u—c <0, u>0:two boundary conditions need to be given;

Case 3. u <0, u+c>0: only one boundary condition needs to be given;

Case 4. u + ¢ < 0: no boundary conditions are required.

Here, we take the case 2 as an example to describe our algorithm. Suppose two

boundary conditions are given at the left boundary,
Ul(—17t) = gl(t>, and UQ(—]_,t) = gg(t)

Again, we use the uniform mesh (2.2) and employ the finite difference methods to get
the semi-discrete scheme:

d 1 - . ,
%Uj = —A—aj(FjH/Q—qum)y J=0,---,N. (3.3)
Here, U,(t) is the approximation of U(x;,t), and the numerical flux 13’]-+1/2 can be
obtained by the WENO reconstruction. We take the fifth order scheme as an example to
describe our boundary algorithm, and other high order schemes can be obtained similarly.
For the fifth order WENO scheme, we need the values at three ghost points near the

boundary x = —1, which are U_;,U_5 and U_s.
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Similar to the case of the scalar equation, in order to obtain the ghost point values,
we will construct the extrapolation polynomials g(z) near the boundary. It can be seen
from Table 2.3 that, for the fifth order scheme, we have to get the point values and first
order spatial derivatives on the boundary through the ILW procedure. To ensure the
order of accuracy, the value U*® and U*() should be 5th and 4th order approximations
of U|,=_1 and U,|,—_1, respectively.

Specifically, we use the left characteristic matrix L = L(U®*%) to do the charac-
teristic projection V' = LU. Here, U**? is the approximation of U|,—_; obtained via

extrapolation directly, and
V = (Vi, Vo, V3)"

is the characteristic variable. In case 2, V; is the outflow variable, V5 and V3 are the
inflow variables. Combined with the boundary conditions, we can obtain the following

linear system:
*(0
U7 =g (1),

U3 =ga(t), (34)
1, -U*© :Vl*(o),
where, Vl*(o) is the 5th order approximation of Vi|,—_; and can be extrapolated from the

interior grid points. By solving the above system, we can get the value of U*(®),
For U* | applying the ILW procedure, we have

a(U"0) - U = —gi (#),

. . (3.5a)
a:(U") - U = g (t),
This is combined with the outflow conditions,
LU =y, (3.5b)

where, Vl*(l) is the 4th order approximation of (V7),|,—_1 which is obtained by extrapo-
lating from the interior grid points. By combining and solving the above equations, we
can get the value of U*(.

Then, we can apply the new scalar SILW method (Algorithm 2) on each component
of U to reconstruct the corresponding polynomials p(z) and g(z). After that, the ghost
points values can be defined as U; = q(z;).

Additionally, in many cases, boundary conditions are not directly given to the con-
served variables. For example, the temperature or pressure might be given on the bound-
ary. For these cases, when dealing with the boundary conditions, we need to convert
the conservation equations into equations in terms of primitive variables. This process
is used in [3,16,17,30], which is very similar to the above process of conserved variables.

We will not explain it in more details here.
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3.2 The new SILW method for two-dimensional Euler equation

Consider the two-dimensional Euler equation as follows:

ou OF(U) 0G(U) T
T e 0, (z,9) €, (3.6)
where,
p é)u pU
| pu | put+p o puv
v= " Foy= | M ey = BT (3.7)
E uw(E + p) v(E + p)

Here, p, u = (u,v)?, p and E represent the density, velocity, pressure and total energy
per volume, respectively. Moreover, the following equation of state of ideal gas is given

to close the system,

p Lo 9, 2
E=_Y 4= .
— + 5 p(u” 4 v7)
Here, v is the adiabatic constant, which equals to 1.4 for an ideal polytropic gas.

We use a uniform non body-fitted Cartesian mesh to divide the domain
Ty =% + Az, Y41 =y; + Ay,

with mesh sizes Az and Ay in z- and y-direction, respectively. We discretize the equation

into the following conservative semi-discrete scheme:

dU; ; n Fi+%,j - E—%,j " Gz’,j+% - Gi,j—% _ 0
dt Az Ay ’
where, U, ;(t) is approximation to the exact solution U (;,y;, 1), 13’”%73- and (;’ZJ+1 are

numerical fluxes, which can be obtained by WENO reconstruction.

Figure 3.1. The local coordinate rotation diagram.

Following the idea in [28,31], a local coordinate system is defined near the boundary
to simplify the 2D boundary treatment into the 1D algorithm. Suppose P;; = (x;,y;) is
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a ghost point near the boundary. At first, we find its foot point P, € 0, so that the
outward normal vector to 0f2 at P, goes through P;;, as shown in Figure 3.1. The point
P, is also known as boundary-intercept or body-intercept if €2 is the boundary of a solid
body in fluidstructure interaction problems. Assume the unit normal vector from P, to
P;; is n = (cos#,sin0)”. Then we perform a local coordinate rotation transformation at

P,, such that Z-axis points in the normal direction to 02 and the g-axis points in the

£\ [ cosf sind T
7) \—sinf cosf) \y)’

In the new coordinate system, the equation (3.6) can be rewritten as

tangential direction to 0f2,

oU OF(U) 0GWU
N ()+ ) _

0 .
ot o0 0y ’ (38)
where,
p Uy
7 — pu | | Uz @\ [ cosf sinf) (u
T leo | O | v) \—sinf cosf) \v)"
E U,
Let A
al(l[) ) Res;
. . U) 0G(U) Ress
AO) = F(0) = | 2 Res = — _
( ) ( ) ag(U) ) €s 8:& Ress
a4([j) Resy

Then, the equations can be written in the following non conservative form

U, + A(U)U, = Res. (3.9)

The original Euler equation is hyperbolic, so A(U) is diagonalizable:
A(U) = RU)A(U)L(U),

Here,

The number of boundary conditions that should be given at the boundary point P,
is related to the eigenvalues @ — ¢, U, U, i + ¢ at this point. Specifically, it can be divided

into the following situations:
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Case 1: 4 — ¢ > 0, no boundary condition is required;

Case 2: 4 —c <0, @>0, only one boundary condition needs to be given;
Case 3: u <0, u+c>0,three boundary conditions need to be given;
Case 4: 4+ ¢ < 0, four boundary conditions need to be given.

We take case 2 as an example to describe our algorithm. Suppose the boundary
condition given at the boundary point P, is

(72 :g(t).

With the help of the local coordinate rotation transformation, we will apply the 1D
boundary treatment along the Z-direction based on equation (3.9). It can be seen from
Table 2.3 that, for the fifth order scheme, we need to get the Oth and 1st order normal
direction derivatives on the boundary from the ILW procedure when constructing the
extrapolation polynomial q(s) along the z-direction. That is, we need to get the values
of U*® and U*®W, which are the 5th and 4th order approximations of U| p, and Ux\ P,
respectively, through the ILW procedure.

Specifically, we use the left characteristic matrix L = L(U“*%) = (I, 1y, 15,1,)T to do
the characteristic projection V' = LU. Here, U* is the extrapolation value at P,, and
V = (V1, Vi, V3, Vy)T is the characteristic variable. For case 2, V5, V3,V are the outflow
variables, V; is the inflow variable. Similar to the 1D system, we can give a system
combining the given boundary conditions and extrapolation on outgoing variables to get
U*® and U*®. To be specific, for U*®, we have that

0,9 = g(t),
L, - U = {/2*(0)’
Iy - U*© — V;(O),
I, U+ — V4*(0)7

(3.10)

where, V;(O),V;(O) and Vf(o) can be extrapolated from the interior grid points. Then
we can get the value of U+ by solving the above system. For U *M)apply the ILW

procedure and we have
ay(U* ). U*Y = —¢/(t) + Res,, (3.11a)
where, Resy can be obtained from extrapolation as well. For the outflow variables,

L 0 = ),
Iy - U0 = W), (3.11Db)
LU = v,
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where, V;(l),‘/},)*(l) and Vf(l) can be extrapolated from the interior grid points. Solving
the above equations will give us the value of U,

Then, we can do the proposed SILW method along the z-direction to construct the
extrapolation polynomial q(s) and define

Uj = q(|Pj — Pul).

Note that due to the complex geometry, in the first step, we get the approximation
polynomial p(z,y) of degree at most 4 by the least square method with the values at
internal grid points near P, rather than interpolation. The artificial auxiliary points in
2D are defined as

P, =P, — kaén, k=1,23.

As show in Figure 3.2, { P, }3_, are some non grid points in the interior area on the normal
line. Here, 06 = \/Axz2 4+ Ay?, and « can be chosen as any number in [0.92max(%x’Ay) ,5.11 mm(Af’Ay)].
We should point out that, in order to ensure the interval of « is not null, we would need

to require that the difference between Ax and Ay is not too large.

~~~~~ e
: . exterior
fffff N\ G

Figure 3.2. Two dimensional new SILW method diagram

It is also noted that for the non penetrating free slip boundary condition
u-n =0,

we actually get g(t) = 0 in the description above. As before, for the problems with
changing wind direction, the above inverse Lax-Wendroff procedure may involve solving
an ill-conditioned linear algebraic system, which may ruin the accuracy or even lead
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to blowing up. There are two ways to deal with this problem. One is mentioned in
[28], which adds additional extrapolation equations and solves a least squares problem
whenever one of the eigenvalues is very closed to 0. The other method is proposed in [19],
which evaluates the solution values and the flux values at ghost points separately. In
this paper, we use the first technique in our numerical tests.

4 Numerical tests

We take some numerical tests to show the efficiency and stability of our new pro-
posed SILW method. We use the third order and fifth order finite difference WENO
schemes for the spatial discretization. Correspondingly, the new SILW boundary treat-
ment with third order and fifth order accuracy will be coupled, respectively. For all
the one-dimensional numerical tests we take the parameter a = 1.0, while for all the
two-dimensional numerical tests we take @ = 1.25. The third order TVD RK scheme
(2.4) is employed for time discretization, with the time step

A{Ek/g

Gy

At = CFL

for one-dimensional problems, and

CFL

At = :
Az /AZF3 + a, | Ayk/3

for two-dimensional problems. Here, the index k/3 help us to guarantee k-th order in
time for accuracy tests. Among other examples, we just take k = 3 for both third order
and fifth order schemes. The parameter a, = maxy |A(F'(U))|, a, = maxy |A\(G'(U))|,
and A is the eigenvalue of the Jacobian matrix. Throughout our numerical tests, the
CFL number is taken as 0.6.

Example 1. At first, we consider the accuracy test of the new SILW on the one-
dimensional Euler equation on the computational domain as [—7, 7]. We choose suitable
initial values and boundary conditions such that the exact solution is:

p(z,t) =1—0.2sin(2t — x),
u(z,t) = 2, (4.1)
p(z,t) =2.
In this example, we have u £+ ¢ > 0. Hence, all variables are outgoing on the right
boundary = 7 and only extrapolation process with appropriate accuracy is used.
Meanwhile, three Dirichlet boundary conditions should be imposed on the left boundary

x = —m and the proposed SILW method works. In this example, we fix C, = 0.7 and
test with two extreme choices C, = 0.0001,0.9999, to verify the applicability of our
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algorithm to avoid the “cut cell” instability. The computational errors about density p
at final time t.,; = 1 are shown in Tables 4.1 - 4.2. We can see that for all cases, the
schemes are stable and can achieve the designed order accuracy with mesh refinements.

Table 4.1. Example 1: errors and orders of accuracy of p with third order scheme.

C, =0.0001,C, =0.7 C, =0.9999,C, = 0.7
N L' error order L error order | L' error order L error order
20 | 1.67E-004 - 5.73E-004 - 1.45E-004 - 4.80E-004 -

40 | 1.58E-005 3.40 4.78E-005 3.58 | 1.00E-005 3.85 4.39E-005 3.45
80 | 2.07E-006 2.92 5.30E-006 3.17 | 8.52E-007 3.56 4.57E-006 3.26
160 | 2.69E-007 294 7.30E-007 2.86 | 8.38E-008 3.34 5.24E-007 3.12
320 | 3.43E-008 2.97 9.50E-008 294 | 9.15E-009 3.19 6.27E-008 3.06
640 | 4.32E-009 2.98 1.21E-008 296 | 1.06E-009 3.10 7.66E-009 3.03

Table 4.2. Example 1: errors and orders of accuracy of p with fifth order scheme.

C, =0.0001,C, =0.7 C,=0.9999,C, = 0.7
N L' error order L error order | L' error order L error order
20 | 9.33E-005 - 1.76E-004 - 7.41E-005 - 1.36E-004 -

40 | 2.99E-006 4.96 6.09E-006 4.84 | 2.62E-006 4.81 5.47E-006 4.63
80 | 9.28E-008 5.01 1.99E-007 4.93 | 8.65E-008 4.92 1.81E-007 4.91
160 | 2.88E-009 5.01 6.06E-009 5.04 | 2.77E-009 4.96 5.78E-009 4.97
320 | 8.89E-011 5.01 1.77E-010 5.09 | 8.72E-011 4.99 1.73E-010 5.05

Example 2. Next, we consider the example given in [11] to test the accuracy of our
method. The governing equation is still the one-dimensional compressible Euler equation,
with the following initial condition:

o(,0) = 1+ 02.3/83111(1‘)7
u(z,0) = /vp(z,0),
p(z,0) = p(z,0)".

The computational domain is taken as [0, 27]. We choose the parameter v = 3. Conse-

(4.2)

quently, the exact solution is

p(z, t)
2v3

where pu(x,t) is the solution of the following Burgers’ equation:

p(I,t) - u(x,t) - ﬁp(m,t), p(l‘,t) - p(I,t)’y,

2

m+(%)x=0, 0<z<2m, >0,

w(xz,0) =14 0.2sin(z), 0<z <27

(4.3)
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We take boundary conditions of the Euler equation from the exact solution of the initial
value problem (4.3) with periodic boundary conditions whenever needed.

We consider the extrema situation and set C, = 0.0001, C}, = 0.9999. The compu-
tational errors about the density p and orders of accuracy at time t.,q = 3.0 are shown
in Table 4.3, indicating that our methods can achieve the designed third order or fifth

order accuracy.

Table 4.3. Example 2: errors and orders of accuracy of p.

third order scheme fifth order scheme
N LY error  order L*® error order | L' error order L error order
40 | 1.30E-003 2.49E-003 4.01E-004 - 1.04E-003

80 | 2.04E-004 2.67 6.20E-004 2.00 | 2.24E-005 4.15 8.03E-005 3.69
160 | 2.84E-005 2.84 &8.50E-005 2.86 | 7.16E-007 4.97 2.98E-006 4.75
320 | 3.60E-006 2.97 9.93E-006 3.09 | 2.38E-008 4.90 1.00E-007 4.89
640 | 4.52E-007 2.99 1.18E-006 3.06 | 8.04E-010 4.89 2.90E-009 5.10

Example 3. Now we consider the interaction of two blast waves [28]. In this prob-
lem, multiple reflections occur between shock and rarefaction off the walls. The initial

condition is

UL, r < 0.1,
U(z,0) = Uy, 0.1<z <009, (4.4)
Ugr, x>0.09.

Here, p;, = py = pr = 1, up, = upy = up = 0, pr, = 103, ppr = 1072, and pr = 10%
Solid wall boundary conditions are used at x = 0 and x = 1. We take t.,4 = 0.038 and
C, = 0.0001,C, = 0.7. At the same time, we use a very dense grid with Az = 1/2560
and the original ILW method to obtain the reference solution. The numerical results are
shown in Figure 4.1. We can see that the new ILW method can distinguish the structure
of the solution well, and higher order scheme has a better approximation to the complex

structure.

Example 4. We consider the two-dimensional linear scalar equation on a disk:
U+ +u, =0, (z,9)" € Q={(z,y): 2* +y* < 0.5}. (4.5)
The initial condition is given as
u(z,y,0) = 0.25 + 0.5sin[r(z + y)],
and the boundary is given whenever needed such that the exact solution is
u(z,y,t) = 0.25 + 0.5sin[r(x +y — 2t)].
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Figure 4.1. Example 3: Density profiles. h = 1/640. The solid line represents the
reference solution and the circle represents the numerical solution.

The domain is discretized by embedding the domain in a regular Cartesian mesh with
;= (i— %)Am, vy = — %)Ay, and the non body fitted Cartesian mesh h = Az = Ay.
We show Figure 4.2 as an example. The final time is taken as t.,q = 1.0. The numerical
results are given in Table 4.4, indicating that our schemes are stable and can achieve the

designed order of accuracy.

Figure 4.2. Example 4: Non body fitted Cartesian mesh. The red points are the
interior points.

Example 5. We test the vortex evolution problem for the 2D Euler equation with v =
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Table 4.4. Example 4: errors and orders of accuracy .

third order scheme fifth order scheme

h L' error  order L™ error order | L' error order L error order
1/10 | 1.28E-004 4.83E-004 - 4.16E-004 — 1.42E-003 —
1/20 | 1.33E-005 3.26 4.54E-005 3.41 | 1.51E-005 4.77 1.38E-004 3.36
1/40 | 1.43E-006 3.21 5.84E-006 2.95 | 3.47E-007 5.44 5.54E-006 4.64
1/80 | 1.46E-007 3.28 6.68E-007 3.12 | 1.17E-008 4.89 2.71E-007 4.35
1/160 | 1.19E-008 3.61 8.82E-008 2.92 | 4.47E-010 4.70 9.72E-009 4.80

1.4. The mean flow is p = u = v = p = 1 with following isentropic vortex perturbation
centered at (zg,y9) = (0,0) (perturbation in (u,v) and temperature " = p/p , no
perturbation in the entropy S = p/p?):

€ 2 _
(6, 80) =0 (=, )

1.2
5T — (755—12)66(1T2)’ (4.6)
YT

0.5 =0.

where (Z,7) = (z — zo,y — %), > = Z> + §?, and the vortex strength ¢ = 5. It is
clear that the exact solution of the corresponding Cauchy problem is just the passive
convection of the vortex with the mean velocity, i.e., U(x,y,t) = U(z—t,y—t,0). Here,
the computational domain is taken as (—0.5,1) x (—0.5,1) and the final time is taken as
tena = 1.0. The boundary conditions are taken from the exact solution whenever needed.
We divide the domain with the uniform Cartesian mesh z; = (i — 3)h and y; = (j — 3)h,
with mesh size h = 1.5/N. The numerical results in Table 4.5 show that the schemes

are stable and can reach the designed high order.

Table 4.5. Example 5: errors and orders of accuracy of p .

third order scheme fifth order scheme

h L' error  order L™ error order | L' error order L error order
3/40 | 1.73E-004 3.05E-004 — 3.39E-005 — 7.12E-005 —
3/80 | 2.17E-005 2.99 4.10E-005 2.89 | 1.09E-006 4.95 2.33E-006 4.93
3/160 | 2.51E-006 3.10 4.93E-006 3.05 | 3.46E-008 4.98 1.08E-007 4.43
3/320 | 2.99E-007 3.07 6.32E-007 2.96 | 1.12E-009 4.94 4.71E-009 4.51
3/640 | 3.63E-008 3.04 8.34E-008 2.92 | 3.77E-011 4.89 1.90E-010 4.63

Example 6. Next, we consider the 2D version of Example 2 [11]. The governing equation
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is the two-dimensional compressible Euler equations with following initial condition:

( ~ 1+0.2sin(5Y)

p(x7y70> - \/6 Y
u(z,y,0) =v(z,y,0) = \/gp(x,y,()),

L p(2,y,0) = p(x,y,0)".

(4.7)

We choose the parameter v = 3, such that the exact solution is

(@, y,t) v
p(xayvt) = T = u(x7y7t> - U(x7y7t) = \/;p(xayvt)7 p(x7y7t) = p(xayﬂt)fya

V6

where u(x,y,t) is the solution of the following 2D Cauchy problem for Burgers’ equation:

2 2

H H
fe + (7)96 + (7)1; =0,
o+ (4.8)
p(z,y,0) =1+ 0.2sin( y)
We consider following two computational domains:
Q =[0,4n] x [0, 4n], (4.9a)
Q ={(z,y)le? +y* < (1.57)2}, (4.9b)

and take boundary conditions from the exact solution whenever needed. For the square
domain (4.9a), we use a grid similar to Example 5. And for the circular domain (4.9b),
we use a non body fitted grid similar to Example 4. The numerical results at the final
time t.,4 = 1 are shown in Tables 4.6 - 4.7. We can see that our schemes are stable with
high order accuracy for all cases.

Table 4.6. Example 6: The errors and the orders of accuracy of p on the square domain
Q =10,47] x [0, 4~].

third order scheme fifth order scheme
h LY error  order L*® error order | L' error order L error order
47 /100 | 4.09E-004 - 1.13E-005 - 1.42E-005 - 2.08E-006 —

47 /150 | 1.22E-004 2.98 3.51E-006 2.89 | 1.93E-006 4.92 2.89E-007 4.86
47 /200 | 5.18E-005 2.98 1.66E-006 2.60 | 4.59E-007 4.99 7.55E-008 4.67
47 /250 | 2.66E-005 2.98 9.14E-007 2.67 | 1.49E-007 5.01 2.77E-008 4.48
47/300 | 1.54E-005 2.99 5.54E-007 2.74 | 6.01E-008 5.01 1.20E-008 4.56
47 /350 | 9.72E-006 2.99 3.61E-007 2.79 | 2.78E-008 5.00 5.98E-009 4.56
47 /400 | 6.52E-006 2.99 2.48E-007 2.81 | 1.43E-008 4.98 3.43E-009 4.16

Example 7. We consider a flow around a cylinder [28]. The center of the cylinder is
located at the origin, and the cylinder has a radius of 1. At the initial moment, a fluid
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Table 4.7. Example 6: The errors and the orders of accuracy of p on the circular
domain Q = {(z,y)|z* + y* < (1.57)*}.

third order scheme fifth order scheme
h L' error  order L error order | L' error order L™ error order
47 /100 | 1.46E-004 - 1.14E-005 - 1.48E-005 - 8.59E-006 -

47 /150 | 4.20E-005 3.08 4.28E-006 2.42 | 2.13E-006 4.78 1.28E-006 4.69
47 /200 | 1.81E-005 2.91 1.79E-006 3.03 | 6.65E-007 4.05 3.51E-007 4.49
47 /250 | 9.20E-006 3.05 8.90E-007 3.12 | 2.21E-007 4.91 1.16E-007 4.95
47 /300 | 5.44E-006 2.87 5.23E-007 291 | 8.42E-008 5.31 4.72E-008 4.93
47 /350 | 3.40E-006 3.05 3.37E-007 2.85 | 4.41E-008 4.20 2.51E-008 4.10
47 /400 | 2.23E-006 3.16 2.31E-007 2.84 | 2.39E-008 4.59 1.44E-008 4.19

with Mach 3 moves towards the cylinder. In consideration of the symmetry, we only
consider the problem of an upper half plane. For the lower boundary of the computation
area at y = 0, we use the reflection technique; for the left boundary of the computation
region at © = —4, we give the inflow boundary condition. To show the full shape of
the generated shock wave, we take the upper boundary y = 6 such that the shock
would not reach the boundary. Therefore, for the right boundary x = 0 and the upper
boundary y = 6 of the computation area, the outflow boundary conditions are given.
On the surface of a cylinder, our new ILW method is used to deal with a no-penetration
boundary condition. As before, a uniform non body fitted Cartesian mesh with mesh
size Az = Ay = h = 1/40 is used,

which is shown in Figures 4.3. Pressure field and Mach number field computed with
third order and fifth order schemes are plotted in Figure 4.4, which are comparable with
those in [4,19, 28, 31].

Example 8. We consider the double Mach reflection problem with v = 1.4. At the
initial moment, a horizontally moving Mach 10 shock wave passes through a wedge with
an inclination angle of 30°. In common practice, the wedge is placed horizontally to
apply reflective boundary conditions. Initially, the shock wave positioned at x = 0 forms
an angle of 60° with the wall. In [7,25], the original double Mach number reflection
problem is computed respectively. With the ILW method, people can also do numerical
simulation on the original region [28,31]. Here, we use the new fifth order ILW method
to simulate this problem, coupled with the fifth order finite difference scheme for spatial
discretization. In detail, the computational region is the same as that in [7,25], shown in
Figure 4.5(a). At the top of the calculation area, we give the exact flow value according
to the shock Mach number. At the left and right boundary, we give the supersonic inlet
and outlet boundary conditions respectively. On the lower right boundary, the new ILW
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Figure 4.3. Example 7: The non body-fitted Cartesian mesh near the cylinder bound-
ary. The red points are the interior points.

method is adopted. The discretization of space and time is consistent with the previous
example. Figure 4.5(b) shows the density contours at the time t¢,q = 0.2. The zoomed-in
region near the double Mach stem is presented in Figure 4.6. We rotate and translate
the region for ease of comparison. It is observed that the new ILW method captures the

shock wave well, and it is comparable with the previous results.

5 Concluding remarks

In this paper, we propose a new SILW method for conservation laws, which de-
composes the procedure of the construction of the ghost point values into two steps:
interpolation and extrapolation. First, we approximate some artificial auxiliary point
values through a polynomial interpolating the interior points near the boundary. Then,
we construct a Hermite extrapolation polynomial based on those auxiliary point values
and spatial derivatives at the boundary obtained through the ILW procedure. After
that, we can get the approximation of the ghost point values. Through the linear sta-
bility analysis with the eigenvalue method, we can conclude that our new SILW method
requires fewer terms using the ILW procedure, thus is more efficient than the original
SILW method on the premise of ensuring the stability. This improvement is more no-
ticeable for higher order schemes. We then extend our new SILW method to systems
and two-dimensional cases, and carry out a series of numerical experiments. The nu-
merical results demonstrate that our new SILW method is stable and can achieve the
expected accuracy. In the future, we are going to extend this new SILW method to deal
with the initial-boundary value problems of diffusion equations and convection-diffusion
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(a) Pressure contour with third order. (b) Pressure contour with fifth order.

(¢) Mach number contour with third order.  (d) Mach number contour with fifth order.

Figure 4.4. Example 7: Top: Pressure contour of flow past a cylinder; Bottom: Mach
number contour with streamline. Left: third order scheme; Right: fifth order scheme.
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Figure 4.5. Example 8: Left: The computational region of the double Mach reflection
problem. The dashed line indicates the computational domain used in [7,25]. Right:
The density contour. 30 contours from 1.731 to 20.92. Az = Ay = 1/320.
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Figure 4.6. Example 8: Density contour on the local area. 30 contours from 1.731 to
20.92.
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equations.

Appendix A More results about linear stability anal-
ysis

The linear stability analysis results of the new SILW method with different internal
schemes and different k; are shown in Figures A.1-A.3. The parameter « is taken as the
critical value between stable and unstable thresholds. These figures verify the correctness
and the optimality of the o range given in Table 2.3.

References

[1] A. Baeza, P. Mulet and D. Zoro, High order accurate extrapolation technique for
finite difference methods on complex domains with Cartesian meshes, Journal of
Scientific Computing, 66 (2016), 761-791.

[2] M.H. Carpenter, D. Gottlieb, S. Abarbanel and W.-S. Don, The theoretical accuracy
of Runge-Kutta time discretizations for the initial boundary value problem: a study
of the boundary error, SIAM Journal on Scientific Computing, 16 (1995), 1241-1252.

[3] Z. Cheng, S. Liu, Y. Jiang, J. Lu, M. Zhang and S. Zhang, A high order boundary
scheme to simulate a complex moving rigid body under the impingement of a shock
wave, Applied Mathematics and Mechanics (English Edition), 42 (2021), 841-854.

[4] S. Ding, C.-W. Shu and M. Zhang, On the conservation of finite difference WENO
schemes in non-rectangular domains using the inverse Lazx- Wendroff boundary treat-
ments, Journal of Computational Physics, 415 (2020), 109516.

[5] F. Filbet and C. Yang, An inverse Lax—Wendroff method for boundary conditions
applied to Boltzmann type models, Journal of Computational Physics, 245 (2013),
43-61.

(6] L. Huang, C.-W. Shu and M. Zhang, Numerical boundary conditions for the fast
sweeping high order WENQO methods for solving the FEikonal equation, Journal of
Computational Mathematics, 26 (2008), 336-346.

[7] G.-S. Jiang and C.-W. Shu, Efficient implementation of weighted ENO schemes,
Journal of Computational Physics, 126 (1996), 202-228.

[8] H.-O. Kreiss and N.A. Petersson, A second order accurate embedded boundary
method for the wave equation with Dirichlet data, STAM Journal on Scientific Com-
puting, 27 (2006), 1141-1167.

30



oL I I I I

0.69 0.7 0.71 0.72
. . . . . o L . . . . | . . .

0 01 02 03 04 015 06 07 08 09 1 0 01 02 03 04 0‘.5 06 07 08 09 1‘
Ca Ca
(¢) Fifth order scheme with o = 5.11 (d) Fifth order scheme with aw = 5.12

~0.95

~0.95
N
209 0.9
3 g
30851 | — %085
Eosl Eos
0.75 L
0.38 0.4 0.420.44 0.46 075
opl o OEPAREAARRS® op b
0 0.1 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Ca Ca
(e) Seventh order scheme with o = 1.33 (f) Seventh order scheme with o = 1.34
1
0.9
0.8
=07
206
805
S 0.4
E 0.3
0.2
0.1
0 0.1 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Ca Ca
(g) Seventh order scheme with oo = 1.99 (h) Seventh order scheme with a = 2.00

Figure A.1. The result of linear stability analysis with k; = 2. The horizontal axis
represents C, and the vertical axis represents the largest |z(u)].

9] H.-O. Kreiss, N.A. Petersson and J. Ystrom, Difference approzimations for the
second order wave equation, STAM Journal on Numerical Analysis, 40 (2002), 1940-
1967.

[10] H.-O. Kreiss, N. A. Petersson and J. Ystrom, Difference approximations of the

31



1 1
0.9 0.9
S =
%0.8 EO.S
3 ©
\;%0.7 %07
@ ©
Eos6 Eos
0.5 0.5
0.4 . . . . . . . . . . 0.4 L L L L L L L L L L
0.1 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Ca Ca
(a) Nineth order scheme with oo = 1.28 (b) Nineth order scheme with o = 1.29
1
ol 09
81 08F
7 Zo07t
6 206
5l Sos
4r S04t
Lo E 03 .
25 02f!
0.1 L
o L 0,0040.08 | s s s s s s 061 0.02 0.04 ‘ ‘ ‘ ‘ ‘ ‘ ‘
0 01 02 03 04 05 06 07 08 08 1 0 01 02 03 04 05 06 07 08 09 1
Ca Ca
(c) Nineth order scheme with o = 2.43 (d) Nineth order scheme with o = 2.44
1 1
0.9 0.9
@O.B iOAS
o0 (%]
§0.7 -\%0.7
é 0.6 %06
0.5 1 05
0.4r 0.4r
095 1
ogh v o 5 1 ogh o
0 0.1 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Ca Ca

(e) Eleventh order scheme with o = 1.41

0004

0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
Ca Ca

(g) Eleventh order scheme with oo = 1.70 (h) Eleventh order scheme with o = 1.71

Figure A.2. The result of linear stability analysis with k; = 3. The horizontal axis
represents C, and the vertical axis represents the largest |z(u)].

Neumann problem for the second order wave equation, STAM Journal on Numerical
Analysis, 42 (2004), 1292-1323.

[11] J. Li, C.-W. Shu and J. Qiu, Multi-resolution HWENO schemes for hyperbolic con-
servation laws, Journal of Computational Physics, 446 (2021), 110653.

32



‘ ‘ ‘ ‘ ‘ . 098 1 , ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1

Ca Ca
(a) Thirteenth order scheme with oo = 1.48 (b) Thirteenth order scheme with o = 1.49
1
. 0.9
E 0.8
. =07
: 206
. \2,0.5’
. ©0.41
. 0.2F
Ar ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ o1y ‘ ‘ ‘ ‘ ‘ ‘ .08 1
0 0 01 02 03 04 05 06 07 08 09 1 0 0 01 02 03 04 05 06 07 08 09 1
Ca Ca
(c) Thirteenth order scheme with o = 2.08 (d) Thirteenth order scheme with o = 2.09

Figure A.3. The result of linear stability analysis with k; = 4. The horizontal axis
represents C, and the vertical axis represents the largest |z(u)].

[12]

[13]

[14]

[15]

[16]

L. Li, J. Zhu, C.-W. Shu and Y.-T. Zhang, A fized-point fast sweeping WENO
method with inverse Lax- Wendroff boundary treatment for steady state of hyperbolic

conservation laws, Communications on Applied Mathematics and Computation, 5

(2023), 403-427.

T. Li, J. Lu and C.-W. Shu, Stability analysis of inverse Lax-Wendroff boundary
treatment of high order compact difference schemes for parabolic equations, Journal
of Computational and Applied Mathematics, 400 (2022), 113711.

T. Li, C.-W. Shu, and M. Zhang, Stability analysis of the inverse Lax-Wendroff
boundary treatment for high order upwind-biased finite difference schemes, Journal
of Computational and Applied Mathematics, 299 (2016), 140-158.

T. Li, C.-W. Shu and M. Zhang, Stability analysis of the inverse Lax-Wendroff
boundary treatment for high order central difference schemes for diffusion equations,
Journal of Scientific Computing, 70 (2017), 576-607.

S. Liu, Z. Cheng, Y. Jiang, M. Zhang and S. Zhang, Numerical simulation of a
complex moving rigid body under the impingement of a shock wave in 3D, Advances
in Aerodynamics, 4 (2022), 8.

33



[17]

[18]

[19]

[25]

[26]

[29]

S. Liu, Y. Jiang, C.-W. Shu, M. Zhang and S. Zhang, A high order moving bound-
ary treatment for convection-diffusion equations, Journal of Computational Physics,
v473 (2023), 111752.

J. Lu, J. Fang, S. Tan, C.-W. Shu, and M. Zhang, Inverse Lax-Wendroff proce-
dure for numerical boundary conditions of convection-diffusion equations, Journal
of Computational Physics, 317 (2016), 276-300.

J. Lu, C.-W. Shu, S. Tan and M. Zhang, An inverse Laz-Wendroff procedure for
hyperbolic conservation laws with changing wind direction on the boundary, Journal
of Computational Physics, 426 (2021), 109940.

R. Mittal and G. Iaccarino, Immersed boundary methods, Annual Review of Fluid
Mechanics, 37 (2005), 239-261.

S. Nilsson, N.A. Petersson, B. Sjogreen and H.-O. Kreiss, Stable difference approz-
imations for the elastic wave equation in second order formulation, STAM Journal
on Numerical Analysis, 45 (2007), 1902-1936.

C.S. Peskin, Numerical analysis of blood flow in the heart, Journal of Computational
Physics, 25 (1977), 220-252.

C.S. Peskin, The immersed boundary method, Acta Numerica, 11 (2002), 1-39.

Y. Qu, R. Shi and R.C. Batra, An immersed boundary formulation for simulating
high-speed compressible viscous flows with moving solids, Journal of Computational
Physics, 354 (2018), 672-691.

J. Shi, Y.-T. Zhang and C.-W. Shu, Resolution of high order WENQO schemes for
complicated flow structures, Journal of Computational Physics, 186(2003), 690-696.

C.-W. Shu and S. Osher, Efficient implementation of essentially non-oscillatory
shock-capturing schemes, Journal of Computational Physics, 77 (1988), 439-471.

B. Sjogreen and N.A. Petersson, A Cartesian embedded boundary method for hy-
perbolic conservation laws, Communications in Computational Physics, 2 (2007),

1199-1219.

S. Tan and C.-W. Shu, Inverse Lax- Wendroff procedure for numerical boundary con-
ditions of conservation laws, Journal of Computational Physics, 229 (2010), 8144-
8166.

S. Tan and C.-W. Shu, A high order moving boundary treatment for compressible
inviscid flows, Journal of Computational Physics, 230 (2011), 6023-6036.

34



[30]

[31]

[32]

[33]

[35]

S. Tan and C.-W. Shu, Inverse Laz-Wendroff procedure for numerical boundary
conditions of hyperbolic equations: survey and new developments, in “Advances in
Applied Mathematics, Modeling and Computational Science”, R. Melnik and I.
Kotsireas, Editors, Fields Institute Communications 66, Springer, New York, 2013,
41-63.

S. Tan, C. Wang, C.-W. Shu and J. Ning, Efficient implementation of high order
inverse Lax-Wendroff boundary treatment for conservation laws, Journal of Compu-
tational Physics, 231 (2012), 2510-2527.

F.D. Vanna, F. Picano, and E. Benini, A sharp-interface immersed boundary method
for moving objects in compressible viscous flows, Computers & Fluids, 201 (2020),

104415.

F. Vilar and C.-W. Shu, Development and stability analysis of the inverse Laz-
Wendroff boundary treatment for central compact schemes, ESAIM: Mathematical
Modelling and Numerical Analysis (M?AN), 49 (2015), 39-67.

J. Wang, X. Gu and J. Wu, A sharp-interface immersed boundary method for simu-
lating high-speed compressible inviscid flows, Advances in Applied Mathematics and
Mechanics, 12 (2020), 545-563.

T. Xiong, M. Zhang, Y.-T. Zhang and C.-W. Shu, Fifth order fast sweeping WENQO
scheme for static Hamilton-Jacobi equations with accurate boundary treatment, Jour-
nal of Scientific Computing, 45 (2010), 514-536.

35



