DISPERSIVE DECAY OF SMALL DATA SOLUTIONS FOR THE
KDV EQUATION
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ABSTRACT. We consider the Korteweg—de Vries (KdV) equation, and prove that
small localized data yields solutions which have dispersive decay on a quartic time-
scale. This result is optimal, in view of the emergence of solitons at quartic time,
as predicted by inverse scattering theory.
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1. INTRODUCTION

We consider real solutions for the Korteweg—de Vries equation (KdV)

Ut + Uggr — 6UUL, = 0
(1.1) {

on the real line. Assuming that the initial data is small and localized, we seek to
understand the long time dispersive properties of the solution.

This has been a long term goal of research in this direction. In particular, one natu-
ral question to ask is whether, for localized initial data, the solutions to the nonlinear
equation exhibit the same dispersive decay as the solutions to the corresponding lin-
ear equation. In general this is not the case globally in time, due primarily to two
types of nonlinear solutions:

u(0) = o,

(i) Solitons, which move to the right with constant speed.
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(ii) Dispersive shocks, where the nonlinearity acts like a transport term and pushes
the dispersive part of the solution to the left.

This paper combines some earlier work and insight gained by the authors when
analyzing global or long time dynamical behaviour of solutions to certain models
of dispersive equations. Our long term goal is to understand the soliton resolution
conjecture for the nonlinear Korteweg—de Vries equation (KdV). Historically, solitary
waves (water waves which do not disperse for a long time and which move at a
constant speed without changing their shape) were first observed and reported by
John Scott Russell in a shallow canal. He called such a wave “a wave of translation,
in a wave tank”. This phenomenon was first explained mathematically by Korteweg
and de Vries in [20] in 1895. Solitons represent interesting mathematical objects that
influence the long time dynamics of the solutions.

The soliton resolution conjecture applies to many nonlinear dispersive equations
and asserts, roughly speaking, that any reasonable solution to such equations even-
tually resolves into a superposition of a dispersive component (which behaves like
a solution to the linear equation) plus a number of “solitons”. This should only be
taken as a guiding principle, as many variations can occur; for instance the number
of solitons could be finite or infinite, while the dispersive part might not truly have
linear scattering, but instead some modified scattering behavior.

This conjecture was studied in many different frameworks (i.e. for different dis-
persive equations like for example for the nonlinear Schrédinger equation (NLS), see
[25] and references within) and it is known in many perturbative cases in the setting:
when the solution is close to a special solution, such as the vacuum state or a ground
state, as well as in defocusing cases, where no non-trivial bound states or solitons
exist. But it is still almost completely open in non-perturbative situations (in which
the solution is large and not close to a special solution) which contain at least one
bound state.

Turning our attention to solutions to the KdV equation with small initial data, one
can distinguish two stages in the nonlinear evolution from the perspective of soliton
resolution. Initially, one expects the solutions to satisfy linear-like dispersive bounds.
This stage lasts until nonlinear effects (i.e. solitons and dispersive shocks) begin to
emerge. The second stage corresponds to solutions which split into at least two of
the following components: a linear dispersive part, a dispersive shock, and a soliton.

In this article we aim to describe the first of the two stages above. To better frame
the question, we restate the problem as follows:

Question: If ¢ < 1 s the initial data size, then what is the time scale up to which
the solution will satisfy linear dispersive decay bounds?

Our main result identifies the quartic time scale 7. = 7 as the optimal time
scale on which linear dispersive decay for all localized data of size < . The precise
statement of the result is provided in Theorem [I.2] below.
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We prove this, and also provide some heuristic reasoning, based on inverse scatter-
ing, as to why this result is optimal, in other words that the quartic time scale that
marks the earliest possible emergence of either solitons or dispersive shocks. To our

knowledge this is the first result that rigorously describes the dispersive decay of the
solutions on a quartic time-scale.

1.1. The linear KdV flow. If one removes the nonlinearity and considers instead
the linear Korteweg—de Vries equation

19 ut—i-umx:()
<) {u<0):u07

then the solutions will exhibit Airy type decay. To better understand this bound, it

is useful to separate the domain of evolution (¢,z) € Rt x R into three regions (see
Figure 1 above/below):

(1) The hyperbolic region
H:={x < —t3},

where one sees an oscillatory, Airy type behavior for the solution, with dis-
persive decay.

(2) The self-similar region
S = {Ja] S 15},
where the solution essentially looks like a bump function with t=3 decay.
(3) The elliptic region,
E:={x 2> t%},

which is eventually left by each oscillatory component of the solution, and
consequently we have better decay.

Figure 1. The partition into the three main regions: H, E, and S.
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Consistent with the above partition we define the expression (x) in a time dependent
fashion as

(1.3) (@) = (22 + [t]5)3.

Then the following result describes the dispersive decay of linear KdV waves:
Proposition 1.1. Assume that the initial data ug for (1.2)) satisfies

(1.4) luollzre + ll2*uollz2 < e.

Then the corresponding solution satisfies the bound

(15) () dult,2)| + £ ()3 fus(t,2)| S e

Furthermore, in the elliptic region E we have the better bound

(1.6) ()|u(t, 2)] + 12 (2)* | (1, 2)| < en(t™5(x)).

Here the e factor is not important, we have only added it for easier comparison
with the nonlinear problem later on.

We also remark that the norm in is stronger than we need. In Section ,
where the proposition is proved, we will in effect state and prove a sharper version,
with the same conclusion but a weaker hypothesis. Incidentally, the bound in
the elliptic region is the one that follows from that weaker hypothesis, and can be
improved under the assumption ; we leave the details for the interested reader.

1.2. The nonlinear problem. KdV is a completely integrable flow, and admits an
infinite number of conservation laws. The first few ones are as follows:

Ey= / u? dr,
E, = /ui + 2u® dx,
Ey = /uix + 10uu? + 5u dz,
Ey = /uim + 1duu?, + 70u*u? + 14u° da.
In a Hamiltonian interpretation, these energies generate commuting Hamiltonian

flows with the Poisson structure defined by the associated Poisson form (which is the
dual or inverse of the symplectic form)

Au,v) = /uvm dx.
The first of these flows is the group of translations, and the second is the KdV flow.
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The local well-posedness and eventually the global well-posedness for the KdV
equations has received a lot of attention over the last twenty years. To frame the
discussion that follows we recall the scaling law for KdV, which is

u(z,t) = Nu(dz, \3t),

and corresponds to the critical Sobolev space H -3,

Without being exhaustive we mention only a few of the results. We begin with the
study of the local L? well-posedness of the KdV equations which was proved both
on the line and on the circle by Bourgain in |2|. Refinements of the ideas developed
in [2] were further implemented by Kenig-Ponce-Vega in [15]; their work extended
the Sobolev index of the local well-posedness theory down to s > —3/4 in H*(R),
respectively s > —1/2 in the H*(R/Z) case. For the Sobolev indices s = —3/4
respectively s = —1/2 see the work of Christ-Colliander-Tao [4], and Colliander-
Keel-Staffilani-Takaoka-Tao [6l 5, [7]. Using inverse scattering techniques Kappeler
and Topalov |14] proved that the solution maps can be continuously (and globally in
time) extended to H~! in the period case.

The local well-posedness results were extended globally in time in 5] with the sole
exception of the case s = —3/4. This was later independently settled by Guo [9] and
Kishimoto [18]. Very recently it was proved by Killip and Visan [17] that the KdV
flow is globally well-posed in H~*(R). This is a definitive result, as it is known that
below H~'(R) the flow map cannot be continuous (see |21]).

An important role in the global results was played by the conservation laws for the
KdV evolution. In addition to the classical conservation laws we also have conserva-
tion laws for H® norms of the solution for s > —1, see |3} 19, 17]. We will rely on these
conservation laws in the work that we will present here. In fact, these conservation
laws also played a crucial role in the proof of the global well-posedness result in [16].

1.3. Solitons and dispersive shocks. The nonlinear KdV evolution shares some
of the features of the linear evolution, but also exhibits some new behaviour patterns.
Here we discuss two such patterns: solitons and dispersive shocks.

1. Solitons. As it is well-known, the KdV equation admits soliton solutions, for
instance the state

Q = —2sech’® x

is a soliton which moves to the right with speed 4. We can also translate and rescale
it. Its rescales for instance are

Qx(7) = N?Q(\x),

which move to the right with speed 4\2.
A given KdV solution may contain one or more solitons. The KdV equation is
integrable so one expects solitons to interact without changing their shape.
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Solitons within a given KdV solution are in a one-to-one correspondence with the
negative eigenvalues of the Schrodinger operator

= =" +u(t)y.

Precisely, an eigenvalue —\? corresponds to the soliton @, up to a possible shift.

The Schrodinger operator may have a negative eigenvalue even if the initial data
ug is a small nice bump function, and a soliton will emerge in this case. The only
question is after how long does it happen? Properties of the discrete spectrum are
collected in Proposition in the appendix. In particular we apply the results by
Schuur [23] to the case when ¢q is a Schwartz function, 0 < ¢ is small and uy = e¢y.
In this case there is exactly one negative eigenvalue of size —¢%/2. Hence there is
exactly one soliton, which has width 1. This follows from estimates of Schuur [23].
Heuristically, one expects this soliton to emerge from the self-similar region when the

spatial scales are matched. But this happens exactly at quartic time £73.

2. Dispersive shocks. If one neglects the third order derivative in the KdV equation
then what is left is the Burgers equation, which develops shocks in finite time. The
third order derivative adds dispersion to the mix, sending the high frequencies to the
left as a dispersive tail. This guarantees that shocks as a jump discontinuity cannot
form. Are we still left with a tangible Burgers like effect at low frequencies? This
does indeed happen, and is what we call a dispersive shock.

To understand the mechanics of its possible appearance, suppose for a moment that
the solution for KdV has the same behavior as the linear KdV solution in the self-
similar region (we focus our attention there because no oscillations are present). There
the solution has size u &~ et~5 and frequency t=5. On the other hand, interpreting
the nonlinear term as a transport term, we see that it would shift the solution by ets
within a dyadic time region. This is consistent with the size of the self-similar region
only if £ts < t3, or equivalently ¢t < e73. Thus for larger times one cannot expect a
linear decay, and instead most of the mass will be pushed (if u is positive) into the
dispersive region; this of course depends on the sign of the transport velocity, and
would be effective only provided that u > 0 in the self-similar region.

To understand the shock quantitatively, one can consider another class of special
solutions to the KdV equation, namely the self-similar solutions. These must be
functions of the form

u(t,x) = 3 g(a/t),

where ¢ solves the following Painlevé type equation

(1.7 S20+96,) — Gy + 666, = 0.

This admits a one parameter family of solutions, given by the Miura map applied to
solutions to the Painlevé I equation,

(1.8) P — 2 — ) = «
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with o € R. If ¢ satisfies (1.8)) then ¢ = v’ + 1? satisfies (1.7)).

Of particular interest is a family of solutions to , parametrized by —1 < o < 1.
For such o there exists a unique bounded global solution (see [|22]|) to (1.8) which
behaves like o Ai(z) as @ — oo. It leads to solutions to which decay to the
right, and are oscillatory, Airy type to the left, and are positive around y = 0 if
lo| < 1. We expect these solutions to become important for understanding the large
time behaviour near the self-similar region. The solution with ¢ = 1 is the famous
Hastings-McLeod solution [11]. In this way we obtain KdV solutions with ¢~3 decay in
the self-similar region. One expects the dispersive shock to cause either convergence
in the self-similar region to one of these self-similar solutions, or alternatively, to
generate a slow motion along this family. The first case happens for the Miura map
of solutions to mKdV studied by [10]. Unfortunately this class of solutions is non-
generic, see Schuur |23| and Ablowitz and Segur [1].

1.4. The main result. We now turn our attention to the nonlinear KdV equation
(1.1) with localized data of small size . For this problem we seek the answer to the
following:

Question: What is the optimal time scale, depending on €, where nonlinear effects
can become dominant ¢

As a quantitative version of the above question, we will ask what is the optimal
time scale on which the linear dispersive decay bounds in Proposition hold for the
nonlinear problem for small decaying initial data. Our main result asserts that this
timescale is the quartic time scale, T, = £73:

Theorem 1.2. Assume that the initial data ug for KdV satisfies

2 2 —
2,00

(1.9) HUOHB—l + [Jzuol 3 S e < 1L

Then for the quartic lifespan
(1.10) It << 73,
we have the dispersive bounds (using the notation (1.3)))

1

(1.11) ut, o)) Set™ (@)1 Jug(t, )| S et i),
Furthermore, in the elliptic region E we have the better bound
(1.12) (@) |ut, 2)| + 2 ()2 up (£, 2)] S et (2)).
The implicit constants are independent of € and .

A small multiple of the Dirac measure at 0 is a particular case of initial data
satisfying the assumptions. More generally, if the initial data is a Dirac measure, then,
with a scaling argument, the theorem gives bounds for the corresponding solution up
to a small time.



The time scale in this result is optimal. To clarify this assertion, in the last section
we discuss the possible emergence of solitons from the dispersive flow at quartic time.
In a similar manner, dispersive shocks may also arise at the same time, as argued in
their brief heuristic discussion above. )

We also comment on the choice of the norms in the theorem. The Besov space 3_5

is the minimal one at low frequency where we can place our initial data: A smooth

localized bump function with nonzero integral is in BQ; if and only if ¢ = co. Here
only frequenmes larger than e are interesting, and below that we can freely flatten off
the H~2 Fourier weight. Choosing this norm also at high frequency is harmless, and
allows us to use scaling in order to streamline the analysis.

The H2 norm for zu scales in exactly the same way as the above Besov norm. Their

combination is exactly consistent with the pointwise decay rates above even for the
linear KdV flow w1th fully localized data. At a technical level, the H: corresponds
by duality to the H~ > well-posedness for the linearized equation. In turn, H~ 2 is an
optimal space where this well-posedness for the linearized equation can be studied in
that well-posedness in any other Sobolev space H implies H3 well-posedness.

It is instructive to relate the theorem to inverse scattering techniques. The as-
sumptions we make on the initial data are not strong enough to exclude an infinite
number of negative eigenvalues for the corresponding Schrodinger operator. In fact,
it is not hard to construct a potential u satisfying the assumptions for a given € > 0
with an infinite number of negative eigenvalues. There are a number of papers on
asymptotics for fast decaying initial data |1, 23], |8]. To our knowledge no quantitative
bounds near the self-similar region are available - the difficulty is the emergence of
solitons. On the other hand slightly sharpened asymptotics of Schuur (based on the
inverse scattering procedure) show that solitons emerge at the quartic time scale for
a large class of initial data, see the discussion in the appendix.

We remark that the similar problem for the Benjamin-Ono equation was considered
in recent work by the first and the last author [13]. There the optimal time scale turns
out to be the almost global one, T, = e*.

The structure of the paper is as follows: in Section [2] we prove the linear KdV
bound in Proposition [I.I} Along the way we introduce some tools which will be very
useful in the nonlinear analysis later on. In Section |3| we begin the proof of our main
result, and reduce it to four key elements: (i) energy estimates for u, (ii) energy
estimates for the linearized equation, (iii) energy estimates for a nonlinear version
LNy of Lu related to the scaling derivative of u, and (iv) a nonlinear Klainerman-
Sobolev inequality which yields the pointwise estimates starting from the L? bounds.
These four largely independent steps are carried out in the following three sections.

Finally, in the last section we discuss the optimality of our result in two steps.
First we use the inverse scattering tools to discuss the possible emergence of solitons

1. To make this accurate one needs to consider simultaneously the forward and backward well-
posedness, as these are interchanged by duality.



from small initial data. Then we provide a heuristic argument for the appearance of
dispersive shocks at the quartic time scale.

1.5. A few notations and definitions. We recall the definition of the scaled Japan-
ese bracket (|1.3]) . Throughout the paper we use a standard Littlewood-Paley decom-

position,
u = E Py = E Uy,
A A

where A € 2Z and uy, are frequency localized in dyadic annuli {|¢] ~ \}. We also use
the related notations P- ), P-), and correspondingly u~y, u<y.
In particular we will use the time dependent multipliers P*, P~ and P, which
select the regions {¢€ > 73}, {¢ < —t73} and {|¢| <t 3}
1

With these notations the homogeneous Besov norm B; 2 is defined by

_1
”“HB;O%O = Sup A2 flun 2.

The homogeneous Sobolev space H %, H~2 are the standard spaces defined by the

usual Fourier multipliers.
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2. LINEAR ANALYSIS

In this section we consider dispersive bounds for the linear KdV equation (1.2)),
and prove Proposition [I.I We begin with a heuristic discussion.
The fundamental solution for (1.2 can be described using the Airy function,

K(t,z) =t 5 Ai(z/t3).
Explicitly, the solution to (1.2)) is
u(t,z) = K(t, ) *up(z).

Based on the known asymptotics for the Airy function, it follows that solutions with
integrable localized initial data

(2.1) uollzr <1,
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and with the support supp u included in the interval [—1, 0], then the solution and
its derivative will satisfy the same decay bounds for ¢t 2 1:
1, 1 25,4 s, 1 2.3,

(2.2) lu(t,z)] St73(x) " 1e7 3%+ 7 and |u,(t,x)| St a(x)ie 3%+ .

Our goal now is to relax the compact support assumption to a decay estimate,
while, at the same time, to provide a more robust proof of the pointwise decay bound
which will be later adapted to the nonlinear problem.

Precisely we introduce the time dependent operator

L(t) := x — 3td2,
which is the push forward of the operator x along the linear KdV flow and which
satisfies the following properties:
0., L] =1, [0+, L] =0.

If u solves the equation then so does Lu, therefore we have at our disposal
L? type bounds for both u and Lu. One might be tempted to try to work with both
w and Lu in L?. However, it turns out to be more efficient to work in the following
functional framework:

[N

_1
2

weB,2,  Luec Hz,
At time t = 0, these norms can be readily estimated in terms of the norms in Propo-
sition [I.1],

luoll 3 + llzuoll 3 < lluoller + llw*uoll 2.

2,00

Because of this, we can replace Proposition [I.1] with the following stronger form:
Proposition 2.1. Assume that the initial data ug for (1.2)) satisfies
(2.3) luoll_y + Il 53 < 1

2,00

Then the corresponding solution u satisfies the pointwise bounds

(2.4) t5 (@) ut, 2)| + 63 (x) T ug(t,2)] S 1, zeR.
Furthermore, in the elliptic region E we have the better bound
(2.5) (@) ult, )| + 2 (@) 2 us(t, )| S In(t™5 (a)).

Furthermore, since both Sobolev norms for v and Lu are preserved in time, it will
suffice to prove the following fixed time result:
L1
Lemma 2.2. Let t > 0. Assume that a function u € B, 2 (R) satisfies
(26) lull _y + NE(ull5 < 1

2,00

Then it also satisfies the pointwise bounds
(2.7) () alul + 3 (2) iug| S 1, z€R.
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Furthermore, in the elliptic region E we have the better bound

(2.8) (@) |u(x)] + 2 (x) 2 Juy(2)] < In(t™5 ().

There are two motivations for using these particular Sobolev norms. One is linear,
and is the fact that with this choice of spaces the estimates in the above proposition
and lemma are invariant with respect to scaling.

A second motivation will come from the nonlinear problem later on, and arises from
the fact that, while all Sobolev norms are equally good for linear energy estlmates
this is no longer the case for the nonlinear problem. There, it seems that the H2
norm for the nonlinear counterpart LN"u of Lu is the only one we have access to.

Proof. We first take advantage of the observation that our bounds in the lemma are
invariant with respect to scaling in order to rescale the problem and set ¢ = 1 and
we omit ¢ in the notation. This will not make a major difference, but simplify the
computations somewhat.

We will split the real line into the self-similar region S, which after scaling is
S = {|z| <1} (would be = {|z| < ¢3} in general), the elliptic region E = {z > 1}
and the hyperbolic region H = {—z > 1}. Furthermore, we split the last two regions
into dyadic components. We begin with some elliptic L? bounds in dyadic regions
Ar = {{z) % R Z 1}. By a slight abuse we also denote A = {( ) < 1}. To address

some of the issues arising from our use of the B 020 and Hz norms, we start our
analysis with some elliptic bounds.

A. A low frequency bound. The H 2 bound for Lu does not see the constants
in Lu. More quantitatively, in a dyadic region Ag functions at frequencies below 1/R
are indistinguishable from constants. In order to be able to localize our estimates to
dyadic scales, it is essential to be able to better estimate these low frequencies in Lu.
Precisely, we prove that

Lemma 2.3. Assume that holds. Then
(2.9) 1L 24y S RE
Proof. To prove this, we split u at the frequency cut-off R},

U= Ucp-1 + U>Rp-1.
Then use the Besov bound on u to compute

|1Lucrllz2gan S Rllucrll2m S B2
On the other hand
Lusp—1 = P>g_ Lu+ [L, Psp—1]Ju = P>g_, Lu+ [z, P>p—1]u,

and the conclusion follows since the commutator is a Fourier multiplier of size R
supported near [¢| ~ R™1. O
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B. A high frequency bound. The balance of the two terms in Lu indicates that
the bulk of v in Ap is localized at frequency R2. In the next lemma we take advantage
of this balance in order to improve the regularity of u in Ag at high frequency > R2:

Lemma 2.4. Assume that (2.6 holds. Then

1 3
(2.10) ull2ap S RY, uellr2(a5) S B3,

~

|UMHL2(AR) S Ri.

Proof. The bound for the low frequencies of u (i.e. below R%) follows directly from
the Besov bound in (2.6)), irrespective of the spatial localization. Hence it suffices to
consider the high frequencies of u, A > R3. For these we have

(2.11) Luy = PyLu + A" 'uy,

where, by a slight abuse of notation, the u) on the right stands for a generic frequency
A unit multiplier applied to u. Thus, using again ([2.6]), we compute

(2.12) N [l z2 < A

To obtain the bound on the derivative, we integrate by parts in Ag to get

1 1 1
/XR|U,\,x|2d$ = / §XRU)\LU>\ + <§X/}/z — ngR) lua|* da,
R R

which yields the preliminary bound
||UM:||L2(AR) RA.

We now express uy in terms of u, ., and localize,
~1 -1 ~1
XRUN = XRO, \une = O (XRUAz) — [0 30 XR]Ur 2,

where the antiderivative 8  1s localized at frequency A. The integral kernel decays
polynomially away from the diagonal, which suffices to add up the contributions from
the areas Ag/. This yields a local bound for wuy,

1 1
luallzz(ap) S B2A™2

~Y

Repeating the argument above we then have

1
(2.13) lurellzeag) S RA72,
and further

_3
(2.14) [urllzocan) S RA™2

By (2.11]) and (2.12)) we can easily obtain the last bound

lunaollizan S A2 + R2A2,
and hence the proof is complete. O
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C. Localization. Here we use the elliptic bounds in A, B to conclude that we
can localize the problem to the region Ag simply by replacing v by v := yru. All
the norms here are restricted to the region Ag. Hence, we will for example, write L?
instead of L?(Ag), just for the sake of simplicity. We will use this notation throughout
this section (i.e. in paragraphs D, E, and F within this section).

Here v solves an equation of the form

(x —30%)v=f
in Ag, where we control
1 3 5
(2.15) [ollz2can) S BT, lvallezan S RY lveallizan S R
and, with f supported in Ag,

(2.16) <1

HfHH%ﬁR%LQ ~

D. Pointwise estimate in the hyperbolic region. Here we consider the region
AR to the left of the origin, and use hyperbolic energy estimates to establish the
desired pointwise bound for v supported in A%.

Here the primary frequency is A = R%, but f is worse at lower frequency than at
higher frequencies, and we need to account for this. For expository purposes assume
at first that this is not the case, i.e. that f simply satisfies the low frequency bound

_1
Iflle S B3

Then we simply treat the v equation as a hyperbolic evolution equation and use an
energy estimate,

d
T (—x|v|2 + 3|UI|2) = —|v|2 — 2f v,

and then apply Gronwall’s inequality on the R dyadic region to obtain the pointwise
bound

sup (—fv]” +3[v.?) < Jeallizl| flli2 S R - R75 S R2,

xeAg

which suffices.

Consider now the situation in , where a direct estimate of fv, would yield
logarithmic losses in the dyadic frequency summation. To avoid those we use the
frequency scale R3 to split

J = fo + fuis
and correspondingly
fULE = flovw + fhivzr = _flo,:cv + fhivz + aa:(flov)7
where fi, :== Xr f<R% ,and fu = Xr f>R% . Here xg is also a characteristic function

similar to Yz but with a larger support than yx.
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Now we view the last term as an energy correction,

d
. (—x|v\2 + 3lv]* — 2f10'0) = —[v]* = 2fuiVs — 2fi0a?,

and using Gronwall’s inequality again we obtain

sup (—a|vf? + 3Jv.]?) < R2 + sup | fiov].

reAH
For f,, we get from by Bernstein’s inequality
I fiollz= < (n R)2,
where the In loss arises from the dyadic summation in the frequency range
{R™ <|¢| < B2},
This again leads to the desired bound

sup (—z[vf* + 3|v.*) < R?.

xeAh

E. Pointwise estimate in the self-similar region.

This follows from ([2.15) and Sobolev embeddings.

F. Pointwise estimate in the elliptic region.
Here we split again f = fi, + fui. The leading part of v will then be 7! fj.
Subtracting that, we are left with

v =0 — 2 i,
which solves
Lvy = fi = fui + 302(z " fio).
Here we can easily estimate f; using ([2.16]),
_1
[ fillz S R75.

This allows us to estimate integrating by parts in the following identity

/vlLvl dx:/flvl dx

R R
/x|v1|2dx+3/]vl,xﬁdx:/flvldx.
R R R

Using Cauchy-Schwartz inequality implies

Rloull7> + 3llvrallze < fullzellonllze,
which further leads to
(2.17) Rloillz> + 3llvralze £ BT AIZ:-

Y

and arrive at
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Thus, using the bound on f;, we arrive at
loillee SRE, (0ol SR
and further using the v; equation,
1020l 2 S R73.
Now we can obtain pointwise bounds for v; by Sobolev embeddings,
| SRY, |9,u| SRR

This is exactly as needed. On the other hand for the 7! f,, we proceed as we did
before, and we use Bernstein’s inequality, in order to obtain a similar bound but with
a log loss. O

3. THE NONLINEAR QUARTIC RESULT

In this section we describe the main building blocks in the proof of Theorem [I.2]
and show how these can be used to conclude the proof of Theorem [I.2]

The proof of the result is based on energy estimates. The difficulty is that we need
to take full advantage of the nonresonant structure of the equation. Primarily, in our
setting we expect resonant interactions to primarily occur in the self-similar region
{|z| < ¢3}, which corresponds to frequencies < ¢ 3.

Following the pattern in the linear analysis in Section 2, one of our energy estimates
will be for u. The second energy estimate in the linear case is for Lu. Unfortunately,
in the nonlinear case Lu no longer solves a good equation, so we will seek a nonlin-
ear replacement for it LN'u. In view of the scaling symmetry, one solution for the
linearized equation

is provided by the function
z = Oy (zu — 3tug, + 9tu®) + u.

However, given our initial data assumption and the linear estimates in Section [2| we
would rather like to work at the level of 7'z, If z solves (3.1) then w := 9712
formally solves the adjoint linearized equation

(3.2) Wy + Wagye = 6(uwy).

However, working with 9~1u does not seem like a good idea unless we assume that
the function has zero average, i.e. that following equality holds

/ud:c:O.
R

Because of that, we will work instead with the function
w = LN := 2u — 3tug, + 9tu’.
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This in turn solves an inhomogeneous adjoint linearized equation
(3.3) Wy 4 Wage = 6(uwy) + 3u,

To start with, we recall the bounds we seek to prove, namely
(3.4) Jult, )| Set™5 @)%, Jus(t2)] S et (@),

Our proof will be a nonlinear version of the linear argument in Section [, but organized
as a bootstrap argument.

We will work with solutions in a time interval [0, 7|, where T" will be chosen later.
Our main bootstrap assumption will be

(3.5) lu(t,z)| < Met™i(x)™7,  |uu(t,z)| < Met™i(z)a,  te[0,T]

where M > 1 is a large universal constant also to be chosen later. We will use this
in order to both prove the desired conclusions and to improve the bootstrap bounds
(3.5). For this to work the constant M is chosen first, and then 7" is chosen small
enough depending on M,

(3.6) T <pye?

Given this set-up, our proof has four main steps:

I. Uniform energy estimates for u. Here no bootstrap assumption is necessary,
and the main bound is translation invariant. To motivate the norms we will use,

. 1
we start with the homogeneous Besov space B, 2 which is the best we can do for
the initial data at low frequency. Tracking the time evolution of this homogeneous
norm seems difficult at low frequency, so instead we will seek to replace it with an
inhomogeneous norm below a well chosen threshold frequency.

To motivate the choice of the threshold frequency, we start by observing that up to
time t, frequencies below ¢~3 in u do not have any interesting linear KdV dynamics.
Because of that, it seems wasteful to use the homogeneous Besov norm below this
scale. In our case, the quartic lifespan corresponds to ¢t < e73, so the above frequency

threshold is exactly €. Based on that, we define the inhomogeneous Besov space

1
1l .
B, 2", where we make the norm inhomogeneous below frequency e,

L L1 1,
ByZ =By 5 +ezl7,
or equivalently

ul| _1.= inf wrll 1 4+ ||usl|r2
| IIBQ’;E u:u1+€%u2|| ||BQ7020 [uz|| 22,

where the two components are matched exactly at frequency ez,
Then our uniform energy estimate is as follows:
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Proposition 3.1. Assume the solution u to KdV equation (1.1 has initial data ug
so that

ool -y < =

Then

(3.7) sup [|[u(t)|| _3. 5S¢
teR 32,020

This result is derived in Section [ from the H~! conservation law for KdV obtained
in [19] (see also the earlier bounds in [3] and the bounds in [17]).

II. H 2 bounds for the linearized equation. The main result in this step is
as follows:

Proposition 3.2. Let u be a solution to the KdV equation (1.1 in a time interval
[0, T] which satisfies the smallness assumption (L.9) for the initial data, as well as
the bootstrap assumption (3.5)). Assume that T is as in (3.6). Then the linearized

equation (3.1)) is well-posed in H~z with uniform bounds
(3.8) lw@)l ;-3 = lwO)]l -3, t€[0,T].

Equivalently, the adjoint linearized equation (|3.2)) is well-posed in H3 with uniform
bounds. We note here that the implicit constant in does not depend on the
bootstrap constant M. Instead, M appears only in the choice of the quartic time
constant.

This result is proved in Section 5] and serves as a key tool in the next step.

III. Uniform H: bounds for LNu. We recall that LN'u solves the equation
(3.3), which is the adjoint linearized equation with an u? source term. In view of the
result in step 11, it is thus natural to seek estimates for LN"u in the space Hz. Using
the linear estimates above, this amounts to proving appropriate bounds for the u?
inhomogeneity. We will show the following:

Proposition 3.3. Let u be a solution to the KdV equation (1.1) in a time interval
[0, T, which satisfies the smallness assumption (1.9) for the initial data, as well as
the bootstrap assumption (3.5)). Assume that T is as in (3.6). Then we have

(3.9) | LN u(t) Se, t<ye? te|0,7].

I3
This result is proved in Section [0, and will play the same role as the similar bound
for Lu in the linear case.

IV. Nonlinear Klainerman-Sobolev inequalities. Taking into account the
uniform bounds for u in Proposition [3.1] and for LN“u in Proposition [3.3] the desired
pointwise bound (3.4) will follow from the following:
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Proposition 3.4. Assume that T is as in (3.6) and 0 < t < T. Let u(t) be a a
function which satisfies the bootstrap assumption (3.5 associated to the time t, as
well as the L? bounds

(3.10) !IU(t)IlB;i +ILMu(t)ll Se.

a) Then we have the pointwise bound

(3.11) £ (@) u(t, )| + 1 (2) T fug (t,2)] S e

b) In the elliptic region E we have the additional bound

(3.12) (@)t 2)] + t2 (@) 2 ug(t, 2)] S eIt ().

This result is derived in Section[7] We point out that the bounds in this proposition
are fixed time bounds, i.e. they only involve u(t) and make no reference to the
KdV equation; nevertheless the time ¢ is still present in the statement, as both the
hypothesis and the conclusion depend on t.

One sees that at the conclusion of steps I-III above we obtain the bound in
the time interval [0, 7| provided that T' < s e=3. Here it is crucial that the constant
M in the bootstrap assumption does not influence the implicit constant in .
Then applying step IV above we obtain the desired pointwise bounds , again with
implicit constants independent of M, in the same range 0 <t < T <y 5.

Thus we can first choose M to be a sufficiently large universal constant, so that
improves . Then we choose T' small enough (depending on M) as in (3.6)).
This concludes the bootstrap argument, since it is obvious that the dependence of the
implicit constants on M is monotone, provided that M is a sufficiently large universal
constant.

4. ENERGY ESTIMATES

The goal of this section is to establish the uniform bounds for v in Proposition |3.1],

1
. . —s.€ .. . _
which involve the Besov space B, 2. This is an easy consequence of uniform H~!

bounds in [3] as well as of the H~! energy functional constructed in [19], and a special
case of Theorem 1.2 by Killip-Visan-Zhang [17]:

Theorem 4.1. There exists 6 > 0 and an energy functional
E7:Bs(H ™Y = {ue H", |lullg <6} — R,

so that
(i) Norm equivalence: E=' is equivalent to the H=' norm,

B~ (u) = [lull7-.
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(11) Conservation: E=' is conserved along the KdV flow.

Proof of Proposition[3.1. We interpret the (nearly) homogeneous Besov norm in the
proposition in terms of H~! norms by using the rescaled KdV solution

ul®(z,t) = o 2u(z/a, t/a?),
where the frequency X for u corresponds to the frequency 1 for ul*. Using this scaling
applied with A > ¢, the Besov norm in B; fo’a can be expressed as

~ M| 5o
lell -3« Sup [u™ | -2

2,00

Here the norm on the right essentially selects the A frequencies of u. The A factor
arlses because the KAV scaling is at the H~ 3 level, whereas here we are measuring
Hz type norms. Precisely, going in one direction we have for A > ¢
||Pw||B yo & N2 Pyl s~ M Pl S A Jul o,
where Py and P, are standard dyadic Littlewood-Paley projectors. The other direction
is similar.

At the initial time ¢ = 0 the norm on the left has size < ¢, so all the norms on the
right have size < 1. Hence the above theorem applies, and they (i.e. the norms) are
approximatively conserved. This yields the desired bound for the Besov norm. 0

5. BOUNDS FOR THE LINEARIZED EQUATION

The aim of this section is to prove Proposition [3.2] Throughout the section we will
assume that u solves the KdV equation and satisfies the uniform energy estimates

(3.7) in Proposition as well as our bootstrap assumptions ({3.5).

Using the standard notation D = —id,,, we switch to a new variable
=|D| 2w,
which solves the equation
(5.1) (0 + &%)y = 6H|D|2 (u|D|2y).

where H = ‘D‘

This new variable has the role to shift our problem in an L? setting, and also to
simplify the exposition of the paper. Thus, for this equation we need to prove uniform
bounds for the L? norm of y,

is the usual Hilbert transform.

E¥l(y) = |lylIz.,
namely

EP(y(t)) =~ E@ (y(0)).
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We have
(5.2) B2 (y) = —12/H\D|éy.u|D|éydx.

The expression on the right is too large to be estimated directly in terms of ||y||.z.
However, it is nonresonant when all three entering frequencies are nonzero, so we can
try to eliminate it using a normal form energy correction. Precisely, we will seek to
eliminate (the bulk of) this expression by adding a cubic correction to the quadratic
energy functional, at the expense of producing further quartic errors; these quartic
errors will be bounded.

In this paragraph we will explain the heuristics which are meant to justify the energy
correction we will consider below. Thus we begin with our initial KdV equation (|1.1)
for which we can formally compute the normal form transformation that removes the
quadratic nonresonant terms:

i =u— (9, u)’.

Here @ is the normal form variable which will satisfy a KdV like-equation: the linear
part of the equation we obtain after implementing the normal form transformation is
the same as in , but there are no quadratic terms, only cubic ones. However this
is singular at frequency 0. Nevertheless this issue can be bypassed if we truncate in
a self-similar fashion, avoiding the low frequencies on the scale [¢| < s,

.| 2
u:=u— (0, uzt,%) :
and thus making the normal form rigorous. We now go further and compute the

normal form transformation for the linearized equation (which is the linearization of
the original normal form) (3.1]), which at the formal level is given by

W =w — 20, u- 0, w.

The same truncation as above will also fix the singularity issue encountered at fre-
quency zero. However, we are interested in correcting the functional energy corre-
sponding to the y equation . For this equation we also have a normal form
transformation as the quadratic terms are nonresonant, and based on the definition
of y and its connection with the the linearized equation , the normal form (formal
expression) is given by

j=y+2|D|"V29; - H|D| 2y.

To determine what the cubic correction should be, we go ahead and proceed as in
[12]. Hence, formally, the correction to the energy would be

(5.3) E® :4/H\D|-%y-a;1um\—%ydx.

We have two issues here: i) we do not know apriori that this correction (i.e. E®) is
bounded, but we will show this is the remaining part of this section; ii) ([5.3]) cannot be
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used as it is because of low frequency issues. To remedy this, we will estimate directly
all the low frequency contributions to 9, E? (y) (see (5.2)), choosing the self-similar

frequency scale =% as the truncation threshold. We apply the standard Littlewood-
Paley trichotomy, which asserts that the two highest frequencies must be comparable
while the third may be smaller. Because of this, there are three cases to consider:

) Three low frequencies:

-1 2
\ JHDRy gy Dy g do| S ¢ sl S M

Here we use Cauchy-Schwartz inequality together with the bootstrap assumption
B3).

(ii) Low frequency on u. Here we have

1
/H|D|2y>>t_% ~u§t_%-|D| Yy, dz =0,

as H is skew-adjoint and we can commute it across .

(iii) Low frequency on either y factor. Here we move the fractional derivative to
the product of the two other factors and compute using a fractional Leibniz rule:

st leellylieelly -3 ll22

[ 1Dy 1Dl o] S DI

S Met™5 |yl

Here we also get a milder commutator term when switching the half-derivative onto
u. The pointwise bound on |D|%u follows as an interpolation of the bootstrap bounds
in (3).

To summarize, we have proved
(54)  AEP(y) =12 / H|D|2y" - ! |D[2y" da + O(Met™5) y[72.

where

hi hi
= U =u 1
y y>>t 3’ >tT3

This simplification allows us to use a restricted normal form energy correction,
(5.5) EB .= 4/H|D|— b gty | D]yt

which is a rigurous truncation at high frequencies of the functional £ defined in
(5.3). Then we define the modified energy as

E .= E® 4 EBI
and we need to prove norm equivalence,
(5.6) E(y) = |y,
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and slow growth,
(5.7) OE(y) S Met™s |yll7..
For the first bound we estimate
EP ()] S #5110 a | lly 72 S =t lyll7e,
which suffices on the quartic time scale.
It remains to prove . For that, using also , we compute
KE(y) = D1 + Dy + Dy + O(Met )|y,

where all cubic terms arising from 92 cancel because of our choice of the correction:

(i) Dy arises from the scale change in the truncation, as the multiplier P™ is time
dependent, with symbol of the form

~ 1
pM(€) = x(t3€).
Its time derivative has the form

1
i 38,1
ap"i(e) =t 1?X/(t3§)>

which is supported exactly in the region |¢| ~ t’%, and we harmlessly abbreviate it
as

tP ..

t 3

Then the corresponding error term is
D, :/t_1H|D|_éyhi : 8;1ut,% : |D|_%yhi dx +/t_1H|D|_§y R R T |D|_%yhi dx

1
t 3

+ /tlﬂ\Dy%yhi L0 M- D[ "2y da

(ii) Dy is the quartic term arising from wuy,

D, = /H|D|—%yhi ()M | D]z yh da

(iii) D3 is the quartic term arising from y;,
D3 = /(u\D[éy)hi SO M ]D|’%yhi dzx.

For D, we use the pointwise bounds
(5.8) 107 M| 4 10, u 1| S Me

t
to compute

2
D1| S Met™3 ly||7..
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For D, we use the pointwise bound on wu to estimate

1 _1
|Da| S ta[|ufl| e llyllZe < M2e*t 3|y L,

~Y

which again suffices.
Finally for D3 we write

D, = /|Dy%y.u - PV DIy de

= /y |D|% [u . ph <8;1uhi- ]D|_%yhi>} dx.

Then we distribute \D]% to each of the other factors using a fractional Leibniz rule
to get

1 _ i —1 ni
1 Ds| < llyll > (IIIDIQUIILwH@z "l e[| D72y

1 pi 1 b T .
lull o (1 D172 6™ | oo [ DI 72|22 + ([l |0 1uh‘HLwHyh‘HL2)-

T

We again use the bootstrap bounds (3.5) and and the high frequency bounds ({5.8)
we conclude that

D3| < (Met™2 - Me - t5 + Met™5 - Met™c - to + Met™5 - Me)||y|%
1
S M5 |lyllze.

Thus ((5.7)) is proved, and the conclusion of Proposition follows via a direct appli-
cation of Gronwall’s inequality for the modified energy functional E(y).

6. Hz BOUNDS FOR LNlu.

Our aim here is to prove the H 2 bound for LNy in Proposition Here we assume
that u is a solution to the KdV equation (I.1)), which satisfies the uniform energy
bounds given by Proposition [3.1] as well as the pointwise bootstrap assumptions in

B3).
To improve the clarity of the proof, we will add to this a second bootstrap assump-
tion, namely

(6.1) L%,y < Me,

where M is the same as in (3.5)). In order to streamline various computations we will
make the harmless additional assumption

M2eTs < 1.

We recall that w = LN'u solves the inhomogeneous adjoint linearized equation
(3.3]), which we recall here:

(6.2) Wy + Wage = 6(uwy) + 3u,
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By Proposition we know that this equation is well-posed in H > with uniform
bounds. In order conclude the proof of Proposition [3.3] we need to have a good way
to deal with the source term 2.

One might at first hope that this term can be treated perturbatively, i.e. estimated
directly in L%H 2. This indeed turns out to be the case within the self-similar region.
The elliptic region is also favourable due to the better decay, but the hyperbolic region
is a problem due to the weaker Airy decay for u. However, the redeeming feature there
turns out to be that the bilinear interaction in u? is largely nonresonant, and can be
treated using a normal form type correction. To implement the above heuristics we
will prove the following:

Proposition 6.1. Assume that u solves the KdV equation and satisfies the energy
bounds (3.7) and the bootstrap assumptions (3.5) and (6.1). Then the function u?
admits the representation

(63) U2 = -Plinwl + f17

where Py, refers to the linear part of (6.2)) and the functions wy and f, satisfy the
uniform H 3 bounds

(6.4) lwr ()] 3 S eMP(ets),
respectively
(6.5) )],y S et M2 (ets).

It is easily seen that, given this proposition, the conclusion of Proposition [3.3]follows
easily by applying Proposition [3.2/ to w = LNYu — w;. The remainder of this section
is devoted to the proof of the above proposition. Along the way, we will establish
some additional bounds on v and LN*u, which will also be useful in the proof of the
nonlinear Klainerman-Sobolev inequalities in the next section.

6.1. The decomposition of u?. To define the functions w; and f; above we begin
with a linear decomposition of u, using the spectral projectors (multipliers) B, and

P* defined based on the time dependent =3 threshold by
By, =P p*=p* |
<t >

1
-3 L

t 3
so that

1=P,+Pt+P.
This produces a corresponding decomposition of u, namely

u=u,+ut+u, U = B, ut = Ptu.

We note that u, is real, whereas u*

We split «? into

are complex conjugate of each other.

u? = (ut)?+ (u )+ fo + fs
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where
fo = —u120 + 2u - Uy, fai=2u"-u".

Here we expect uy, to have better decay at infinity, so we will place f; into f;. The
product in f3 does not have better decay but instead is localized close to frequency
zero, so its H 2 norm will be better; thus we will also place it in f;.

The remaining two terms are large, but have the redeeming feature that their
interaction is nonresonant. Hence for them we will apply the normal form analysis.
This will yield the quadratic correction

wy =0, (0, 'u™)? + (0, u™)?).
This is chosen so that the quadratic terms in Pj,w; give exactly (u™)? + (u™)2
However, P;,w; will also have cubic terms, as both the equation (1.1]) for v and the
linearized equation have quadratic terms. Hence we obtain a relation of the form
Biywy = (u™)? + (w7’ + fa + f5
where the cubic terms f; and f5 are as follows:
- f4 arises from the quadratic term in the KdV equation,

fa =60, (8, 'ut P (u?) + 69, 'u” P~ (u?)) ,
- f5 arises from the quadratic term in Py,
f5 := 6u - d,w;.
These we will seek to place in the perturbative box f;. Thus we will set

fi=fot+ fa+ fatf5

Now that we have the decomposition (6.3)) for u?, it remains to prove the desired
estimates. We remark that from here on, all the estimates in this section are at fixed
time.

6.2. Elliptic bounds for v and L™u. As a preliminary step to estimating the
functions u* and wu,, we need to improve our understanding of v and LN*u. For that,
we have to repeat the elliptic estimates in Lemmas in the nonlinear setting,

under the bootstrap assumptions (3.5 and (6.1]).

However, we will also need to reuse these elliptic estimates in slightly greater gener-
ality in the proof of the Klainerman-Sobolev inequalities in Section[7] Because of this,
in this subsection we will replace the bootstrap assumption (6.1) with the following
variation:

(6.6) LMy < Mpe.
where M is assumed to satisfy
1<M, <M

For the purpose of this section we could simply take M; = M. However, as the con-
clusion of the bootstrap argument in this section we will obtain that the above bound

25



holds with M = 1, and then in the proof of the Klainerman-Sobolev inequalities in
Section [7] we will use instead My = 1.

The results will be stated in full generality, but for the proofs it will be convenient
to rescale to t = 1. Here this can be done using the exact scaling associated to the
KdV equation. Precisely, given the equation

(x —3t0P)u+ 3t = f,  f:= LN
we make the substitution
i(x) = tiu(t, zt3),  flz) =3 f(t, at?).

Now @ and f solve the same equation but with ¢ = 1,

(6.7) (z — 30%)u + 3u* = f.
Our energy bound for  in (3.7)) becomes
(6.8) il <

where the new smallness parameter € is given by
Ei—ets < 1.

On the other hand the bootstrap bounds (3.5) and (6.1)) for v and f transferred to u
and f = Lﬁilﬁ become

(6.9) ja(z)] < ME(z)™5,  |ia(z)] < M&(z)3,
respectively
(6.10) IFIl,y S Mié.

In this setting we are assuming for simplicity that
(6.11) Me < M, <M.

As in the analysis of the linear equation in Section [2| we begin with a low frequency
bound for LNV

Lemma 6.2. Under the assumptions (3.5)) and we have
(6.12) LN )| 2 S MpeR?.

Proof. As discussed above, by rescaling, we can set ¢ = 1. As in the proof of
Lemma we split u at the frequency cutoff R71,

U= Ucp-1 + UsR-1,

and compute
LNy = Pop i INY + Pop Lu + P (u?).
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The first term is estimated by and the second by the Besov norm of u as in the
linear case in Lemma . For the third one we use our bootstrap assumption
to get
M?2&2
] S —

(z)2

||P<R*1(u2)||L2(AR) < M?& Rz < MLER%

~

as needed. O

which yields

We now continue with the counterpart of Lemma [2.4] namely

Lemma 6.3. Under the assumptions (3.5)) and we have

_1 .1 _3 .3
(6 13) ||u||L2(AR) 5 ML€t 4R4, ||uz||L2(AR) 5 MLEt 4R4,
. HU’I:L"HLQ(AR) 5 MLStigRg.

Proof. Again we rescale to t = 1. It suffices to consider the high frequencies of wu,
A > R2. For these we have
Luy = P\L""u + [Py, x]u — Py (u?).

As before we show that

|Lupllz SERIATZ, [Py alullz S EN2.
The only difference is that we now also need to estimate the nonlinear term; but for
this purpose the nonlinear term only plays a perturbative role. Using our bootstrap
assumption we have

IPA(u?) || £2(ap) S E2M7,
and )
| PrOy (u?)|| p2(ap) S EEMPR.

Therefore, using (6.11]),

IPA(u?) || p2ap S EMPRIN"2 S EMLRIN 7,
which suffices. Now the argument is completed as in the linear case. 0

The bounds above on u and on LNy allow us to localize the function u spatially as
follows. Given a dyadic R > t5 we consider a bump function ypr selecting the region
{|z| ~ R} if R > t3, respectively the region {|z| < R} if R = t3. We denote the
localization of u by

UR ‘= XRU.
Where necessary we will distinguish between the elliptic and hyperbolic regions by
using the notations y/% and Y%, respectively u% and u%. Multiplying by xg in the
LNL, = f equation we obtain an equation for ug, namely
(6.14) (z — 3t0?)up + tuug = fr,
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where
fr=XrS + txXRus + txRu.
By Lemma [6.2] and Lemma [6.3, ug and fr satisfy the bounds
(6.15) |juglr2 < Mpet iRi, |upalle S Miet 3RE,  |lupaellre S Mpet i RA,
respectively

(616) < MLéT.

This localization will be used for the remainder of this section with M = M, as well
as in the proof of the nonlinear Klainerman-Sobolev estimates in Section [7, where we
use it with My = 1.

6.3. Bounds for u,, and u*. The pointwise bounds for the components of u are the
same as those for u, namely

(6.17) | + || < Met™a(x)™5,  |Opupo] + |0pu™| < Met ™3 ()i

However, we expect the bulk of u in the hyperbolic region in z < 0 to be concentrated
at frequency (|z|/t)2, so w, as well as the low frequency parts of u* should be better
behaved. We begin with the pointwise bounds for wy,:

Lemma 6.4. The low frequency part uy, of u satisfies

(6.18) | < Me(z)™'In (@:)t—%) .

Proof. The bound follows from our bootstrap assumption (3.5)) if |z| < t5. For larger
T we write
Tuy = 2, Polu + 3t0%u, + Po(tu® + f),
and estimate pointwise all terms on the right.
The commutator is ¢3 times a mollifier on the ¢3 scale, so by (3.5)) it satisfies
1
[z, PoJu| < eMti———,
ti(x)a
which suffices. The same bound also follows for the second term, as the x derivatives
contribute ¢~5 factors.

For tu? we also use (3.5]) to write
tu?| < M2%t2(z) "2 < Mets (z) 2,

which survives after localization and is even better.
Finally we consider the contribution of f, which we expand as

Pof =Y Po(xal)-
R
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For xrf we use the corresponding component of . For the dyadic components
of xYrf we use Bernstein’s inequality, which yields an Me bound. After dyadic sum-
mation in the frequency range R7! <\ < =5 we obtain the extra logarithmic loss in
the Lemma. [

We continue with bounds for the low frequencies of u*:
Lemma 6.5. The functions ut satisfy
(6.19) 0 wF| < Meti(z)™5,  ||D|2u®| < Metz(z)~".

Proof. Since the multipliers 97 Py have kernels which are localized on the ts spatial
scale, it suffices to separately consider the functions

+ . _ +
Up = XRU .

The case R < ts follows directly from (3.5)), so we consider larger R. The high

frequencies (> (R/t)2) of ug are also estimated directly from (3.5), so we can discard
them from ug.
We now consider in greater detail the bound for 9, 'u*. We write

20, g = to,ug + [x,0; ' PEug + 0, PE(tuug + f).

For the first term we use directly (3.5). The commutator [z, 97! Py] equals ¢3 times
an averaging operator on the t3 scale, so we can also use (3.5)) to estimate
5
1 t12
.0 PeJul S 35 Me o = Me—
ti(r)s (x)3
For the third term we use (3.5) twice, while for the last term we use Bernstein’s
inequality to obtain

0711 S Miet™s,
which is better than we need. This concludes the proof of the bound for 9, 'u®. The

_3
bound for 9, *u¥ is entirely similar. O

Finally, we will need

Lemma 6.6. Assume that (6.15) and (6.16]), as well as the bootstrap assumption
(3.5) hold at time t <yr €73. Then in the hyperbolic region x < 0 we have the
pointwise bound

(6.20) (0, — iV/3|z|2t 2 )ut| < Me(x) 2t 2 In((2)t3),

and in the elliptic region x > 0

(6.21) 0,ut| + |22t 2 |ut| < Me(z) 2t 2 In((2)t3).
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Proof. We will prove the compact bound
(6.22) (8, — i(—32)2t 2 )ut| < Me(z) 2t 2 In((x)t~3),

where the expression (—3x)% selects the positive square root if x < 0, i.e. in the
hyperbolic region, but is allowed to be either imaginary root if x > 0, i.e. in the
elliptic region. This reflects the fact that the pointwise bounds are better there.

As discussed earlier, we can rescale and reduce the problem to the case t = 1, in
which case the bound on t translates into &€ <, 1.

Arguing as above, we localize to the region Ar and work with u},. In doing that
we loose the sharp frequency localization; instead we only retain an improved bound
for the negative frequencies,

(6.23) 1Pl Se.

If R < 1 then the bound ([6.22)) follows directly from (6.17)). Hence in the sequel
we assume that R > 1. Denoting

v = (8, — i(—3z)?)uf;
we can write an equation for v as follows:
(0 +i(=32)2)v =g,
where
9= (0, +i(—32)2)(9, — i(—32) )uf
= (v — 30H)uf + %(—3:6)_5@5
= xrPt(W? + f) + vz, Plu+ O(R Hul + O(R 2)u™.

Using ((6.17)) for all the u terms and the low frequency bound ((6.19)) for the commutator
we get

(6.24) 9= xrP"f+O(Met 8R2).

Now v is essentially localized at positive frequencies whereas the operator
Q = (9 +i(-32)?)

has symbol (£ + (—3$)%) which is elliptic in the larger frequency region

(6.25) {¢ > —1/4R7}.

Thus we can find a microlocal (semiclassical) parametrix Q;'(z, D) for it in this
region with the following properties:

(i) Symbol bounds
R w O SRR +1¢) 7.
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(ii) Approximate inverse at positive frequencies,
Paw = PyQ7' (2, D)Qu + Or2(R™Y),
where P, is a multiplier selecting the region (|6.25]).

This in particular guarantees that the kernel K (z,y) of Q7' (z, D) satisfies
(6.26) [K(z.p)| £ (1+ Refe =y~
To estimate v we use directly the bound (6.23)) for (1 — Pu)v to get cO(R™Y), and

similarly for the error term in P,v above.
Then it remains to estimate the remaining expression Q7' (x, D)g where g is as in
(6.24) above. For this we distinguish three main contributions:

a) From f frequencies below R2, by (6.26) we get roughly
-1 ~ _1
Qy (@ D)f _py #R72f o4,
where we use Bernstein’s inequality and (6.16)) loosing a log.

b) From f frequencies above R we get roughly

Qi (@, D)y =0y

>R?
which is as above, but without the log loss.
c¢) For the remaining source term, i.e. the last term in , we use again ((6.26))
to get
Q' (z, D)O(Met s R™7) = O(Met s R™")
which is better than needed in (6.22)). U

6.4. Proof of Proposition We successively consider the bounds for wy, fs, f3, f4
and f5, which were defined in Section [6.1}

(i) The bound for w;. We consider the "+" term, where we need to estimate
the L? norm of

D%w;r = D_%((?;lzﬁ -0 u).
Here the two inner frequencies are both positive; we denote their dyadic sizes by
A, Ao 2 +=5. Then the outer multiplier must have size A\ = max{A;, A2}. After

a Littlewood-Paley decomposition and separating the two frequencies, we obtain a
representation

1 _3
St — 2 =L+, +
Dz2w] = E Ay PAT Uy Uy
1
£ 3<A <A

Clearly ([6.17) also holds for u}. Combining this with (6.19) we obtain
] S Memindt™ ()5, At () 71},
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1

where the two terms balance exactly at A ~ <x>%t_2. Summing up over A\j, Ay we
obtain

l

[1DJwn | S M2t (@)

)
and .. )
lwn |,y S *tit™z = 2 MPt3,

exactly as needed.

(ii) The bound for f,. Here we use (3.5) and ([6.18]) to estimate pointwise
Juo| S Mea)~57% (a) ™ Me In((a)t )
SMPEH ()~ FIn((a)74),

and a similar bound for 9, (uw,) with an added ((z)/t)2 factor. Hence for the half
derivative we obtain

|ID1 ()| § M2 (@) In((ae D),

and we can now bound its L? norm by

1D ()| | 5 pr2e273
L

as needed.

(iii) The bound for f;. Here we will estimate u™u~ in H2. We start with the
pointwise bound

lutu| < M2 2 (z) 7z,
Next we differentiate,
O (u+u_) = (8 — z( 3x)% %)u+u_ +ut (0, +i (—3x)
Then using and ( we get
10, (u™ u’)| < Mex ™2tz In((x)t ’%) CMex~it7i =gyt a ln((:c)t’%),

and interpolating,

Ju~.

VI
M‘H

1

Jetarll, y S M5,

which suffices.

(iv) The bound for f;. We use the pointwise bounds ((6.19)) for 9~'u* and (3.5)
for u to obtain
3 1

(D fa] S eMtvti ()4 M5 ()% = M a) 7,
which yields
1fall ;3 < EMUHS,
which suffices.



(v) The bound for f5. For d,w; and 9?w; we have from (6.19) and (6.17):

0pwy| < M2E23 ()72, |Gpwn| S M22(z) 1.
Hence, for ww, , we get
luwy o S EMUT(2)T, D, (uwy )| < EXMPETE ()
Thus
1 3
DI (ww0)| < 2P a) 3,
and .
[uwi gl 1 S M5
as needed.

The proof of Proposition [6.1] is concluded.

7. KLAINERMAN-SOBOLEV ESTIMATES

Our aim here is to prove the nonlinear Klainerman-Sobolev estimates in Proposi-
tion [3.4, We follow the spirit of the proof of Proposition [I.I, but with nonlinear
adjustments. Now the Sobolev bounds on u and LNu have an e factor, which we
seek to recover linearly in the output. We can still use the scaling associated to
the KdV equation to reduce the problem to the case ¢ = 1, following the setup in
Section [6.2]

Thus we are now working with the equation ([6.7)), which we recall here

(7.1) (z — 30%)u + 3u* = f.
Our bounds for @ and f = Lk u are now (see and (6.10)))
- < =
(72) lal_y <&
respectively
(7.3) 171,y S &
where )
€ =c¢t3 K 1.
Finally, our bootstrap assumption ((3.5)) on v now reads
(7.4) a(z)| < M&@)™5, || < ME(x)5.

Here we can freely assume that Mé < 1. Our goal will be to improve this by

eliminating the constant M, and show that
1

(7.5) ja(z)| S E(x)7%,  |ag| S &)t

To keep the notations simple we will drop the tilde notation in what follows.
We note that the nonlinear part of LN is nonperturbative in this argument; how-
ever it is also nonresonant, which saves the day.
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We will reuse here the results of Section [6.2) where we set M, = 1. By Lemma [6.12
we have the low frequency bound

(7.6) LN || p2an) S R,
and by Lemma [6.3| we have the high frequency bound

1 3 5
(7.7 Mullean SeRs, ualliziag SR, ueallzag S eR7

Recall that here, due to the discussion in Section [6.2] we can freely set ¢ = 1, and
indeed arrive at the bounds above.

Also following the discussion in Section [6.2] we can localize the problem to dyadic
regions {|z| &~ R} where R 2 1. Setting v := ygu, it follows that v solves the equation

(7.8) (z — 30%)v + 3uv = f,
where v and f satisfy the bounds
1 3 5
(7.9) [oll2amy) S eBE Nvallzan SR, [[Vaallrzagn S eRY,
respectively
1
(7.10) Il Se Il S =RE

We now consider separately the three regions:

A. Pointwise estimate in the hyperbolic region: —z ~ R > 1. Here we
consider the region A to the left (of the origin), and use hyperbolic energy estimates
to establish the desired pointwise bound for u supported in AZ. As in the linear
argument, we consider an energy conservation type relation

d
o (—x|v|2 + 3lv|? — 2f10v) = —[v]* = 2fniVs — 2fl00V — BUVL,.

The nonlinear term is written in the form

1 1
UV, = gaw(xéu:)’) + gXRX;zUS

The first term is added to the energy (this represents in this case a rudimentary
normal form energy correction), so we get

d
. (—x|’u\2 + 3Jv)? — 2100 — ZuUZ) = —[v)? = 2fniVs — 2fl02V — 2XRXRU.

Then applying Gronwall’s inequality as in the linear case we obtain

sup {—zfv|? + 3[v,[*} < 2R? + sup flov+R1/XR|u|3da:.

ze Al zeAll
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On the left the cubic correction —uv? is dominated by the main term —z|v|>. The
second term on the right is as in the linear case, while for the last one we use the
bootstrap assumption to estimate

R_l/XR|u|3 dr < M33R3,

which is much better than needed.
E. Pointwise estimate in the self-similar region |z| S R =1
Here we simply use Sobolev embeddings starting from the u bounds in ([7.7)).

F. Pointwise estimate in the elliptic region.

Here we argue as in the proof of the linear estimate. The only difference is the
nonlinear term %2 in LN*u. In the hyperbolic region this term was nonperturbative
but nonresonant. Here the situation is simpler, as the nonlinear term is perturbative.
Indeed in we can include the 3u coefficient with z. The 3u coefficient is negligible
due to our bootstrap assumption . There we can proceed as in ([2.17]) in step F
of the proof of Proposition

8. SOLITONS AND INVERSE SCATTERING

The Lax operator associated to a state u for the KdV equation has the form
L, = -0 +u.
The Lax pair associated to is given by L, and M, where
M = —48;;’ + 6ud, + 3u,,
such that as for u solving we have
d
%Lu =M, L,].

This relation insures that the operators L, are unitarily equivalent in L? as u evolves
along the KdV flow.

The inverse scattering theory, see |1, predicts that each state can be viewed as
a nonlinear superposition of solitons and dispersive states, where the solitons are
associated to the eigenvalues of L,. As an example, the state

Q = 2sech®z
is a soliton which moves to the right with speed 4, for which the corresponding
Lax operator Lg has a single negative eigenvalue A = —1 with the corresponding
eigenfunction
¢ = sech x.

Rescaling, we obtain the soliton state
Qu() = 1*Q (),
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which moves to the right with speed 442, for which the Lax operator has the eigenvalue
A = —p? and eigenfunction ¢(ux).
More generally, if the Lax operator L, for a state u has a negative eigenvalue — 2,
then its evolution contains a soliton @, which is localized to the spatial scale p~'.
For localized data, such a soliton would emerge from the dispersive wave at the
time where the soliton scale matches the self-similar scale,

Wl

pflzt .

In particular, for our ¢ size data, the cubic timescale corresponds to ¢t = ¢~3 and thus
to p = €. To see that solitons can only emerge at cubic time, and that this indeed
happens, we will prove the following:

Proposition 8.1. a) Assume that u satisfies the smallness assumption (1.9)). Then
any negative eigenvalue \g for L, satisfies

(8.1) — X S €4
b) Suppose that € — u(e) satz’sﬁesﬂ

(8.2 Jull .y + Nl <=
as well as
1
lim——/u(e) dx =0 >0.
e—0 ¢ R

Then there exists €y so that for 0 < € < gq there exists a smallest eigenvalue A(¢) and

1
—lim \(e)/e? = ~ 2.

e—0 4

c) If the negative part u_ of u satisfies
|lzu_||zr < N,

then L, has at most N negative eigenvalues.
d) Given N > 1, ¢ > 0 there exists u < 0 such that

|lzu|lpr < N —-1+¢
and L, has N negative eigenvalues.

Remark 8.2. For part (a) we only use the small Besov norm, without the decay in
the second term in (8.2). But even adding this decay, it is still possible have infinitely
many negative eigenvalues. The parts (¢) and (d) of the above proposition clarify the
additional decay which would be needed in order to have finitely many eigenvalues.
Part c) has been proven by Seto [24]. We provide a short elementary argument.

2. This in particular guarantees that fR udx is well defined.
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Proof. a) To show the lowest eigenvalue is at least —e? we need the inequality
[ ustdz Il + 2o
R

1
—=€ .
Here we use only the Besov norm B, 2 for u which guarantees that
[ucellz S e,

and
1
[url[ze < €Az, [urllze S€X, A >e

Now we use the Littlewood-Paley trichotomy to estimate the left hand side,

/Ru¢2d:c§ Z /wazd:c.

e<A\A1,A2
If A < A1 = Ay we use the L™ bound for u) to get

Z 5)\1 ||u>\1 H%%

A1 >¢e

which is controlled by the right hand side.
On the other hand if A = A\ > Ay then we use L™ for u,, to get the bound

1 1
Z EAT [[un (22 A [, [ 22,

A1>Ao>e

which is again estimated by the right hand side.

b) We observe that
e 2u(x/e) — —Ldo
in H='4 L. On the other hand the eigenvalues depend continuously on the potential

in H~! + L*>. But is not hard to check that the potential —£d, yields exactly the
simple eigenvalue —(¢/2)2.

c¢) Replacing u by —u_ decreases the eigenvalues of L,,, so without any restriction
in generality we can assume that u < 0.

Suppose that there are at least N + 1 nonpositive eigenvalues. Then the N + 1-th
eigenfunction ¢ has N points of vanishing, and N + 1 nodal intervals. Let (zq,z1) be
one of them.

The operator L, restricted to [xg, z1] with Dirichlet boundary condition has at least
one negative eigenvalue, with the restriction of ¢ as the corresponding eigenfunction.
On the other hand Ly with the same Dirichlet boundary condition is positive. Hence a
continuity argument shows that there exists an unique h € (0, 1) so that the operator
Ly, has 0 as the lowest eigenvalue. We denote by 1 the corresponding eigenfunction,
solving

U(zo) = Y(z1) =0, —" + hup = 0.
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We can freely assume that ¢ > 0 in [zg, 21]. Then 9 is concave there, so we can also
assume that 1'(z¢) = 1. Hence ¢(z) <z — x¢ and ¢’ (x2) < 0. Thus

1</ (z0) — ' (x1) = —/ hu(t)y(x)dx < — /Il u(t)(t — zo) dx

Z0 o

1

with equality iff v is a Dirac measure and h = 1. If (zg,2) is a nodal interval with
0 < zy then

T 1

1 </ u(t)(t — xo) da S/ tu(t) dt.

xo o
The argument for x1 = oo is similar. If on the other hand z; < 0 then we interchange
the roles of zo and x; and the same conclusion follows. Since there are N nodal
intervals not containing 0, it follows that

[ lalluta)ldo > .
which yields a contradiction.

d) Suppose we find N + 1 points
— 0 <Xy <<y <00,
a measure u in (zg, zx) and a solution ¢ to
—¢"+up=0 in (zg,zyN)

vanishing at these N + 1 points.

Then ¢ is an eigenfunction to the N-th eigenvalue of the SchrAtdinger operator
on (zg, xy) with Dirichlet boundary condition. By the variational characterization of
cigenfunctions we see that the SchrAtdinger operator on R has at least N negative
eigenvalues. We construct a sum of Dirac measures and ¢ with these properties. A
simple approximation argument yields the full result.

We choose rqg = —1, and a sequence of points g = -1 < 0=y <11 <y < -+ <
yn < xy and we put the Dirac masses at the points y;. We choose ¢ continuous and
affine on [z, y1], [yj, ;7 + 1] and [yn, zn]. Let A¢(y;) be the jump of the derivatives
at this point. We assume y; to be a point of a local maximum of |¢|. Then

¢"(y;) = Ad(y;)dy, = A¢(yj)¢(yj)5yj-

o(y;)
Starting at xg = —1, y; =0, 1 = 1 and
p=u—1 for —1<2<0, dlz)=—-14z for0<z<y

with y5 to be chosen. We put a multiple of a Dirac measure at y»
1 2N

—¢ — w(syﬂ) —0.

y2 — 1
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Then ¢(y2) = 1 — y1, ¢'(yo+) > 0. If we choose yo large we can ensure that its
contribution to the L' norm of zu is only slightly larger than 1,

14+¢/(2N)
)
Y2 — 1
After the point y, the function ¢ is linearly increasing. We denote by x5 the point
where it vanishes and then repeat the procedure to chose 1, < x5 < y3, as the location

of the next Dirac mass in u. We repeat this procedure to construct all the 3’s and
x’s. 0

<14¢/N.

The inverse scattering method allows to study solutions under stronger conditions
as in this paper, but for all times. This is a nontrivial task. Here we adapt and
explain results of Schuur [23| for special initial data. We fix a Schwartz function ¢

with
/¢0 dx = —1.
R

We consider the initial data uy = €¢g. It satisfies the smallness condition if € > 0 is
sufficiently small. By Proposition (8.1) we know that there is exactly one negative
eigenvalue —\ of size —¢2. The corresponding pure soliton is

—2Xsech*(VA(x — 5o — At)).
Schuur proved that there exists yo with |yo| < 1 so that to the right of the self-similar
region we get
< cpt3

l[u(t) + 2X sech® (VA (z — yo — AN i ooy < :
for all t > t;, with precise formulas for the constants ty, yo, ¢1 and cy. It is not too

hard to check their size:

1 <Cl, |y0| 5 1, 02587 toZé_g.

~J

If t ~ 73 the size of the soliton is the same as the size of the error estimate, and this
is the scale on which the soliton emerges.
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