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Abstract
In this paper, we construct Fourier quasicrystals with unit masses in arbitrary dimen-
sions. This generalizes a one-dimensional construction of Kurasov and Sarnak. To
do this, we employ a class of complex algebraic varieties avoiding certain regions in
Cn, which generalize hypersurfaces defined by Lee–Yang polynomials. We show that
these are Delone almost periodic sets that have at most finite intersection with every
discrete periodic set.

Mathematics Subject Classification 52C23 · 42B10 · 42A75 · 42A38 · 14P05

1 Introduction

In this paper, we describe a general construction of Delone sets ! ⊆ Rd , in every di-
mension d , whose counting measures µ! = ∑

x∈! δx are Fourier quasicrystals with
unit masses. Our construction is based on the interplay between real algebraic geome-
try and discrete geometry, using a new class of complex algebraic varieties that avoid
certain regions in Cn. This directly generalizes previous work by Kurasov and Sarnak
[28], who constructed one-dimensional Fourier quasicrystals with unit masses using
Lee–Yang polynomials. The notion of a Fourier quasicrystal was introduced and used
in the context of measures, see e.g. [12, 28, 30, 34, 35].
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A crystalline measure is a tempered measure of the form µ = ∑
x∈! axδx , with

discrete support !, such that the distributional Fourier transform is also a (complex)
measure with discrete support µ̂ = ∑

ξ∈!′ cξ δξ , cξ ∈ C, see [36]. A measure µ is a
Fourier quasicrystal if it is crystalline and the absolute value measures |µ| and |µ̂|
are tempered.1 We say µ has unit masses if ax = 1 for all x ∈ !, in which case µ

is the counting measure of !. To ease the reading, we say that a set ! ⊆ Rd is a
Fourier quasicrystal if its counting measure µ! = ∑

x∈! δx is a Fourier quasicrystal.
Explicitly, we have the following.

Definition 1.1 (FQ) A set ! ⊆ Rd is a Fourier quasicrystal (FQ) if there exists a set
!′ ⊆ Rd and non-zero complex coefficients (cξ )ξ∈!′ , called the spectrum and the
Fourier coefficients of !, respectively, such that

(1) for every Schwartz function f ∈ S(Rd),
∑

x∈!

f̂ (x) =
∑

ξ∈!′
cξf (ξ),

(2) both ! and !′ are discrete (locally finite) with polynomial growth bound: there
exist C > 0 and m ∈ N such that

|! ∩ BR(0)| +
∑

ξ∈!′∩BR(0)

|cξ | ≤ CRm for all R > 1,

where BR(0) is the ball of radius R around the origin.

Throughout the paper, the term Fourier quasicrystal (FQ) is always understood
in the set-theoretic sense of Definition 1.1, except for the introductory section. In
the rest of the introduction, we use the terms FQ-sets and FQ-measures to make a
clear distinction between sets in Rd that are Fourier quasicrystals in the sense of
Definition 1.1 and measures on Rd that are Fourier quasicrystals.

Definition 1.2 (Delone) A set ! ⊆ Rd is Delone if it is uniformly discrete and rel-
atively dense. Recall that ! is uniformly discrete if there exists r > 0 such that
|x − x′| ≥ r for every pair of distinct points x, x′ ∈ !, and relatively dense if there
exists R > 0 such that the balls of radius R around points of ! cover Rd :

⋃

x∈!

BR(x) = Rd .

Lagarias states in [30, Corollary 3.3] (following [8]) that if ! ⊆ Rd is a Delone
FQ-set whose Fourier transform is translation bounded, then ! is periodic. Lagarias
conjectured that if an FQ-measure has Delone support and Delone spectrum, then
it is periodic. The conjecture was proven by Lev and Olevskii in [34] for d = 1,
and also for d > 1 under an additional positivity assumption. Favorov showed that

1Not all crystalline measures are Fourier quasicrystals, see e.g. [13].
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the positivity assumption is needed by constructing a non-positive two-dimensional
counterexample [12]. Since counting measures are positive, the conjecture is true for
FQ-sets in arbitrary dimension. This leads naturally to the following question:

Are there non-periodic Delone FQ-sets?
We provide a positive answer in every dimension d , which also answers ques-
tions asked by Meyer in [36, p. 3158]. The first construction of a non-periodic
Delone FQ-set was given by Kurasov and Sarnak [28] for d = 1. They provided
a general construction of FQ-sets in R using multivariate stable (Lee–Yang) poly-
nomials. We call p ∈ C[z1, . . . , zn] a Lee–Yang polynomial if p(z) (= 0 whenever
z = (z1, . . . , zn) ∈ Cn has |zi | < 1 for all i or |zi | > 1 for all i. Lee–Yang polyno-
mials first appeared in the work of Lee and Yang [33] in which they showed that
certain univariate polynomials2 have all their roots on the circle, by showing that
each of those is the restriction s )→ p(s, s, . . . , s) of a Lee–Yang polynomial p. More
generally, for every Lee–Yang polynomial p and every positive vector $ ∈ Rn

+ the
trigonometric polynomial

f (x) = p(exp(2π i$x)) with x ∈ C

has all of its roots in R, where exp : Cn → (C∗)n is taken entry-wise. That is,
exp(2π i$x) = (e2π i$1x, e2π i$2x, . . . , e2π i$nx). They show that when p(z) and ∇p(z)
have no common zeros in the torus Tn = {z ∈ Cn | |zi | = 1 for all i}, the set ! =
{x ∈ R | f (x) = 0} is a Delone FQ-set. Moreover, under mild conditions on $ and
p, the set ! intersects every arithmetic progression in at most finitely many points.
Properties of this construction are further investigated in [3].

It turns out that every FQ-set in R arises from this construction. Namely, Olevskii
and Ulanovskii showed that every FQ-set ! ⊆ R is the zero set of a real-rooted
trigonometric polynomial [42] and Alon, Cohen and Vinzant showed that every real-
rooted trigonometric polynomial is the restriction of a Lee–Yang polynomial [4].
Arbitrary one-dimensional FQ-measures are less well-understood.

The Kurasov–Sarnak construction can be seen geometrically as follows. The vec-
tor $ ∈ Rn

+ defines a map from C to Cn given by x )→ exp(2π i$x) that maps R into
Tn. When the entries of $ are linearly independent over Q, the image of R under this
map is dense in Tn. The FQ-set ! is the set of x ∈ R whose image under this map
belongs to the algebraic variety {z ∈ Tn | p(z) = 0}.

In this paper we generalize this geometric construction by considering algebraic
varieties of arbitrary codimension d and maps Cd → Cn given by x )→ exp(2π iLx),
where L is a n × d matrix with real entries and positive d × d minors. The higher
codimensional analogue of the zero set of a Lee–Yang polynomial will be a Lee–Yang
variety, defined in Definition 4.1. The intimate relation between real-rootedness and
Lee–Yang polynomials extends to Lee–Yang varieties. Namely, for every Lee–Yang
variety X of codimension d , exp(2π iLx) ∈ X implies that x ∈ Rd and analogously to
the Kurasov–Sarnak construction, we consider the set ! = {x ∈ Rd | exp(2π iLx) ∈
X}. Similar notions of “real-rootedness” for algebraic varieties have been studied
in [25–27, 45, 47]. This existing theory enables us to provide a large collection of
Lee–Yang varieties and resulting Delone FQ-sets with various properties in Rd for

2The grand partition functions of two dimensional Ising models.
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arbitrary d ∈ N. Our proofs are mainly based on the interplay between real algebraic
geometry and discrete geometry, rather than on complex analysis.

If ! ⊆ R is an FQ-set, then by [34] it is the zero set of a of a trigonometric poly-
nomial in one complex variable, all of whose zeroes are real. Similarly, the FQ-sets
we construct in this paper are solution sets to systems of multivariate trigonometric
equations in several complex variables, all of whose solutions are real. More pre-
cisely, if our Lee–Yang variety is defined by equations p1(z) = 0, . . . , pm(z) = 0
where pj (z) ∈ C[z1, . . . , zn], then we obtain the system of trigonometric equations

p1(exp(2π iLx)) = 0, . . . , pm(exp(2π iLx)) = 0

all of whose solutions in Cd lie in Rd . The FQ-set ! is the set of solutions.

Example 1.3 Consider the algebraic curve X ⊆ C3 defined by equations

p1(z) = (1 − 2i) − z1 − z2 + (1 + 2i)z1z2 = 0,

p2(z) = 1 − (1 + i)z1 − (1 − i)z3 + z1z3 = 0.

This curve can be parametrized (up to closure) by the map

t )→
(−1 + i + t

−1 − i + t
,
−i + t

i + t
,

1 + i + t

1 − i + t

)
.

Take the linear map x = (x1, x2) )→ Lx = (x1, x2,−
√

2x1 +
√

3x2), given by a 3 × 2
matrix L whose 2 × 2 minors are 1,

√
2, and

√
3. We will see that a compactification

of X is a Lee–Yang variety and that ! = {x ∈ R2 | exp(2π iLx) ∈ X} is a Delone
FQ-set. This set ! consists of the solutions to the two trigonometric equations

−4 sin(πθ1) cos(πθ2) − 4 sin(πθ2)(sin(πθ1) + cos(πθ1)) = 0,

2 sin(πθ1) cos(πθ3) − 2 sin(πθ3)(2 sin(πθ1) + cos(πθ1)) = 0.

where (θ1, θ2, θ3) = (x1, x2,−
√

2x1 +
√

3x2). The left hand side of these equations
are e−π i(θ1+θ2)p1(exp(2π iθ)) and e−π i(θ1+θ3)p2(exp(2π iθ)). The density of ! is

lim
R→∞

|! ∩ BR|
Vol(BR)

= 1 +
√

2 +
√

3.

The spectrum of !, as defined in Definition 1.1, is contained in the discrete set

!′ =
{
(k1 −

√
2k3, k2 +

√
3k3) | k ∈ Z3, sign(k) /∈ {(+,−,+), (−,+,−)}

}
,

where sign(k) records the signs in {−,0,+} of the coordinates of k. As shown in
Example 3.7, the number of points in !′ ∩ [−R,R]2 is 1

9 (10
√

2 + 3
√

3)R3 +O(R2)

as R → ∞. We will also see that there is no affine line W ! R2 such that W ∩ !

contains a set isometric to an FQ-set in R. The torus points of the curve X, the FQ-
set !, and set !′ are shown in Fig. 1.
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Fig. 1 (Color figure online). From Example 1.3, the curve {θ | exp(2π iθ) ∈ X}, the Fourier quasicrystal
! (blue dots), and a discrete set which contains the spectrum of ! (red dots)

Meyer in [37, 38] and de Courcy-Ireland and Kurasov [9] have used real-rooted
systems of trigonometric polynomials to construct FQ-measures. They obtain weights
that are in general not integer valued. In particular, their FQ-measures are not count-
ing measures of subsets of Rd . In a recent preprint [32], Lawton and Tsikh construct
FQ-sets ! ⊆ Rd using an approach that is similar to ours in that ! is also the solution
set to a system of multivariate trigonometric equations with only real solutions. We
prove that every Delone FQ-set arising from their method can also be obtained from
our construction (see Sect. 8). On the other hand, their method only applies to sys-
tems of trigonometric equations where the number of equations equals the number of
variables while our construction is not subject to this restriction.

1.1 Notations and conventions

Throughout the paper, we use d,n ∈ N and c = n−d ≥ 0 as dimensions. The Fourier
quasicrystals in this paper will be subsets of d-dimensional Euclidean space, con-
structed using algebraic varieties of dimension c = n − d ≥ 0 in an ambient space of
dimension n ≥ d .

We consider C∗ = C \ {0} as a subset of the projective line P1 = C ∪ {∞}. For a
subset X ⊆ (P1)n we denote X(T) = X ∩ Tn, where

Tn = {z ∈ (C∗)n | |z1| = · · · = |zn| = 1}.

We use entrywise functions, for z = (z1, . . . , zn)

exp : Cn → (C∗)n exp(z) = (ez1 , . . . , ezn),

and similarly, log |z| = (log |z1|, . . . , log |zn|), with the convention log |0| := −∞ and
log |∞| := ∞, so that log | · | is a map from (P1)n → (R ∪ {±∞})n.

We denote [n] := {1,2, . . . , n} and
([n]

d

)
= {I ⊆ [n] | |I | = d} the collection of

d-tuples of distinct indices in [n]. Given I ⊆ [n], a set S and the product Sn, the
canonical projection πI : Sn → SI is given by πI (s1, . . . , sn) = (si)i∈I , where SI

denotes the set of tuples indexed by I .
We use Rn×d to denote the set of n × d matrices with entries in a commutative

ring R. Given a matrix M ∈ Rn×d (or Rd×n) and I ∈
([n]

d

)
, we use MI to denote

the determinant of the d × d submatrix of M obtained by restricting to the rows (or
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columns) indexed by I . We use Mt to denote the transpose of M . By convention, all
vectors are assumed to be column vectors. If R does not have zero divisors and K is
the field of fractions of R, then we define the rank of M ∈ Rn×d to be the rank of M

considered as a matrix in Kn×d .
Finally, for a function f , we use the convention that its Fourier transform is

f̂ (y) =
∫

Rn
f (x)e−2π i〈x,y〉 dx.

2 The construction and main results

Here we present a rather general construction of multidimensional Fourier quasicrys-
tals in detail and formulate main theorems describing their properties.

2.1 General construction and main theorem

Our Fourier quasicrystals will result from the following construction. The input to
our construction is:

• an algebraic variety X ⊆ (P1)n of dimension c = n − d , and
• a real matrix L ∈ Rn×d .

We consider the points whose image under the map x )→ exp(2π iLx) belongs to X:

! = !(X,L) := {x ∈ Cd | exp(2π iLx) ∈ X}. (1)

If all d × d minors of L are positive and X is a strict Lee–Yang variety in the
sense of Definition 2.2 below, then ! ⊆ Rd , and our main result states that ! is a
d-dimensional Fourier quasicrystal. In Sect. 4.2 we provide a method for explicit
construction of one-dimensional strict Lee–Yang varieties in (P)n, hence d = n − 1
dimensional Fourier quasicrystals, for every n ≥ 2. In Sect. 8, we will see that many
algebraic varieties can be transformed to a strict Lee–Yang variety by a change of
coordinates. Strict Lee–Yang varieties are defined as follows.

Definition 2.1 For a vector b = (b1, . . . , bn) ∈ (R ∪ {±∞})n we let var(b) be the
number of sign changes in the sequence b1, . . . , bn after discarding the zeroes.

Definition 2.2 (Strict Lee–Yang variety) An equidimensional3 closed algebraic sub-
variety X in (P1)n, of dimension c = n − d ≥ 0, is called a strict Lee–Yang variety if
it satisfies the following three conditions:

(1) X is invariant under the coordinate-wise involution z )→ 1/z;
(2) for every z ∈ X we either have z ∈ X(T) = X ∩ Tn or var(log |z|) ≥ d ;
(3) X(T) is contained in the smooth part of X.

3An algebraic variety is equidimensional if it is a finite union of irreducible algebraic varieties of the same
dimension.
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Now we can formulate our main result:

Theorem 2.3 (Construction of Delone FQ) Let X ⊆ (P1)n be a strict Lee–Yang va-
riety of dimension c = n − d and let L ∈ Rn×d be a real matrix all of whose d × d

minors are positive. Then the set ! = !(X,L) is real, ! ⊆ Rd , it is a Delone set,
and it is a Fourier quasicrystal. Its spectrum is contained in the discrete set

!′ = !′(L) = {Ltk | k ∈ Zn, var(k) < d}. (2)

The proof of Theorem 2.3 is given at the end of Sect. 7. Note that neither Defini-
tion 2.2 nor the positivity of the minors of L are invariant under arbitrary permuta-
tions of the coordinates.

Remark 2.4 (Real-rooted system of trigonometric equations) The statement that
!(X,L) is real is equivalent to the system of trigonometric equations

P(exp(2π iLx)) = 0 for x ∈ Cd

having only real solutions, where P(z) = 0 for z ∈ Cn is a system of (possibly more
than d) polynomial equations that determine X. An independent recent work [32]
provided a construction of d-dimensional FQs from sufficiently generic real-rooted
systems of d trigonometric equations. In Sect. 8 we show that every such system is
obtained via our construction if the FQ is Delone.

2.2 Properties of the constructed Fourier quasicrystals

Similarly to the one-dimensional case [3, 28], under mild conditions on X and L

the set !(X,L) is far from being periodic. Let dimQ(A) of a set A ⊆ Rd denote the
dimension, as a rational vector space, of the linear span of its elements over Q. For
example, the set {1,π,2 + π} ⊆ R has dimQ = 2. A lattice in Rd has dimQ ≤ d , and
a set contained in the projection of a lattice in Rd × RN to Rd has dimQ ≤ d + N .

Theorem 2.5 (Quantitative non-periodicity) Let ! = !(X,L) be defined as in The-
orem 2.3, and further assume that

(1) the d × d minors of L are Q-linearly independent, and
(2) X is irreducible and X ∩ (C∗)n is not a coset of an algebraic subtorus4 of (C∗)n.

Then dimQ(!) = ∞, and there is a constant r = r(X) > 0, that only depends on n

and the degree of X, such that the following uniform bounds hold

|! ∩ A| < rm+1, for every set A ⊆ Rd with dimQ(A) = m.

In particular, for every a, b ∈ Rd there are at most r3 points a + jb ∈ ! with j ∈ Z.

4A coset of a c-dimensional algebraic subtorus of (C∗)n is a set {exp(x + My) | y ∈ Cc} with x ∈ Cn and
M ∈ Zn×c of full rank.
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This statement, including an explicit expression for r , is a special case of Theo-
rem 6.7.

Theorem 2.6 (Properties of our construction) Let ! = !(X,L) ⊆ Rd and !′ as in
Theorem 2.3. Let (cξ )ξ∈!′ be the coefficients such that for every Schwartz function
f ∈ S(Rd), we have

∑
x∈! f̂ (x) = ∑

ξ∈!′ cξf (ξ). Denote the d × d minors of L by
(LI )I∈([n]

d ). Then:

(1) The set ! is Bohr almost periodic with density equal to

lim
R→∞

|! ∩ BR|
Vol(BR)

= c0 =
∑

I∈([n]
d )

LI · dI

where d(X) = (dJ )
J∈([n]

d ) is the multidegree of the strict Lee–Yang variety X,
and BR is the ball of radius R around the origin.

(2) The set !′ = !′(L) as in (2) has rational dimension dimQ(!′) ≤ n and growth
rate

∣∣!′ ∩ BR

∣∣ = CRn + O(Rn−1), for R → ∞ and some C ≥ 0. If the rows of
L are linearly independent over Q, then C > 0.

(3) There are coefficients cL,k ∈ C, for k ∈ Zn, such that for all ξ ∈ !′

cξ =
∑

k∈Zn, Lt k=ξ

cL,k

where almost all summands, and at least those with var(k) ≥ d , in the sum on
the right-hand side are zero. The coefficients cL,k are bounded, |cL,k| ≤ c0, and
depend linearly on (LI )I∈([n]

d ). Specifically, there is a collection of measures mJ

on X(T), indexed by J ∈
( [n]
n−d

)
, such that

cL,k =
∑

I∈([n]
d )

LI m̂[n]\I (k).

The measures mJ and their Fourier transform are defined in Sect. 7 where we also
prove Theorem 2.6, except for the statement that the density of ! is given by c0,
which is proven independently in Theorem 2.9. One possibility to construct a multi-
dimensional FQ is by taking the product of one-dimensional FQs, or a rotation and
translation thereof. In Sect. 9 we give sufficient criteria on X and L that guarantee
that !(X,L) is not of this form. More precisely, we prove that, under mild assump-
tions, our Fourier quasicrystals are genuinely high-dimensional in the sense that they
do not intersect any affine line in a set that is isometric to a one dimensional Fourier
quasicrystal.

Theorem 2.7 Let ! = !(X,L) ⊆ Rd be as in Theorem 2.3 and assume in addition
that:

(1) The variety X is a curve, i.e. dim(X) = 1, and so d = n − 1.
(2) X is irreducible and X(T) = X ∩ Tn is not contained in a coset of a proper

subtorus.
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(3) The d × d minors of L are Q-linearly independent.

Then, there is no affine line W ! Rd such that W ∩ ! contains a set isometric to a
Fourier quasicrystal in R.

In Sect. 11 we construct explicit examples of Fourier quasicrystals that have all
the properties described in the above theorems.

2.3 Diffraction and hyperuniformity

Next, we provide a rather straight forward application, showing that every discrete
set ! ⊆ Rd whose counting measure is a Fourier quasicrystal is hyperuniform, and in
fact stealthy hyperuniform. See [50] for a thorough review of hyperuniform materials
and the physical implications of a hyperuniform state of matter. See also [6, 41] where
it is shown that crystals (i.e. lattices) and certain quasicrystals5 are stealthy hyperuni-
form and hyperuniform respectively. What we show next suggests that the physical
properties of Fourier quasicrystals should be closer to crystals than to quasicrystals.
In the physics literature there are two equivalent definitions of hyperuniform sets, and
in [6, Theorem 1.1] this equivalence is proven rigorously.

Definition 2.8 A discrete set ! ⊆ Rd is called hyperuniform if one of the following
equivalent conditions hold.

(1) Hyperuniformity via physical space: Suppose ! has density C > 0, and let
NR(x) = |! ∩ BR(x)| for x ∈ Rd . Then ! is called hyperuniform if the vari-
ance of NR(x)

Vol(BR) over x ∈ BR(0) goes to zero as R → ∞. That is,

lim
R→∞

1
Vol(BR)

∫

x∈BR

∣∣∣∣
NR(x)

Vol(BR)
− C

∣∣∣∣
2

dx = 0.

(2) Hyperuniformity via Fourier space: Suppose that the following limit of tempered
measures exists (in the vague topology) and is unique,

γ = lim
R→∞

1
Vol(BR)

∑

x,y∈!∩BR

δx−y.

It is called the auto-correlation of !. Its distributional Fourier transform γ̂ is
called the diffraction measure of !. In such case ! is hyperuniform if

lim
ε→0

γ̂ (Bε \ {0})
εd

= 0.

Another related quantity in the physics literature is the structure factor S(ξ),
which is the density of the diffraction measure γ̂ , namely d γ̂ = S(ξ)dξ , and
is well defined at ξ only if γ̂ is absolutely continuous in a neighborhood of ξ .
Hyperuniformity is sometimes defined by S(ξ) → 0 when 0 (= ξ → 0.

5not to be confused with Fourier quasicrystals.
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A hyperuniform set ! is called stealthy hyperuniform if {0} is an isolated point in the
support of γ̂ .

Theorem 2.9 If a discrete set ! ⊆ Rd is a Fourier quasicrystal, then it is stealthy
hyperuniform. In more details, suppose that ! is a Fourier quasicrystal with spectrum
!′ and Fourier coefficients (cξ )ξ∈!′ . Then:

(1) The auto-correlation γ of ! exists and the diffraction measure is equal to γ̂ =∑
ξ∈!′ |cξ |2δξ . In particular the support of the diffraction measure is the discrete

set !′.
(2) The Fourier coefficient c0 is real, positive, and is the density of !, with

sup
x∈Rd

|NR(x) − c0 Vol(BR)| = O(Rd−1).

The proof is in Sect. 10.

2.4 Open questions

We conclude this section with the following questions:

(1) Can all Delone FQ-sets in every dimension be obtained via our construction,
namely as !(X,L) with strict Lee–Yang X and L with positive minors?

(2) If X is Lee–Yang but X(T) is not smooth, is it still true that !(X,L) is an FQ-set,
possibly with multiplicities? If so, can every FQ-set be obtained in this way?

(3) If there is a negative answer to question (1) or (2), can every (Delone) FQ-set be
obtained from some suitable modification of our construction, namely as !(X,L)
with an algebraic variety X and a matrix L?

(4) Can all FQ-sets in every dimension be obtained as the common zeros of a real-
rooted system of trigonometric equations?

(5) Can the zero set of every real-rooted system of trigonometric equations be ob-
tained as !(X,L) with X Lee–Yang and L with positive minors?

Positive answers for these questions are known in some special cases. All these ques-
tions have positive answers for the one dimensional case. Furthermore, in Sect. 8 we
show that the answer to the first question is positive for Delone FQ-sets that arise
from the construction in [32].

3 The positive Grassmannian

We denote by Gr(d,n) the Grassmannian of d-dimensional linear subspaces of Rn.
Any subspace V ∈ Gr(d,n) can be expressed as the column span of an n × d matrix
L, whose columns v1, . . . , vd form a basis of V . For I ⊆ [n] with |I | = d , let LI

denote the determinant of the d × d submatrix of L obtained by restricting to rows
indexed by I . We use these minors to specify V as follows.

Let 1 ≤ d ≤ n and take e1, . . . , en to be the standard basis for Rn. For each subset
I = {i1, . . . , id} of [n] with i1 < · · · < id , we denote eI = ei1 ∧ · · · ∧ eid . The col-
lection of wedge products {eI | I ∈

([n]
d

)
} forms a basis of

∧d Rn. For a linear space
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V = span{v1, . . . , vd} in Gr(d,n), we can express v1 ∧ . . . ∧ vd as
∑

I∈([n]
d ) LI eI

in
∧d Rn where L is the n × d matrix with columns v1, . . . , vd . The coefficients,

(LI )I∈(n
d)

, are known as the Plücker coordinates of V and are independent of the
basis {v1, . . . , vd} of V up to global scaling. Thus the map sending span{v1, . . . , vd}
to [v1 ∧ . . . ∧ vd ] ∈ P(

∧d Rn) is well defined. This is the Plücker embedding of
the Grassmannian Gr(d,n) into P(

∧d Rn) ∼= P(n
d)−1(R). Finally, we will define

s(I ) ∈ {±1} such that eI ∧ e[n]\I = s(I ) · e[n]. Explicitly, s(I ) = (−1)
∑

i∈I i−∑
i /∈I i .

Let Gr+(d,n) resp. Gr≥(d,n) denote the positive and nonnegative Grassmannian,
respectively. This is the collection of d-dimensional subspaces of Rn that can be writ-
ten as the column span of an n × d matrix all of whose d × d minors are strictly pos-
itive or nonnegative, respectively. In order to formulate a characterization of points
lying on an element of the positive Grassmannian we recall and extend Definition 2.1.

Definition 3.1 For a vector b = (b1, . . . , bn) ∈ (R ∪ {±∞})n we let var(b) be the
number of sign changes in the sequence b1, . . . , bn after discarding the zeroes. We
further let var(b) be the number of sign changes in the sequence b1, . . . , bn where the
zeroes are assigned signs that maximize the number of sign changes.

Lemma 3.2 ([23, Lemma 4.1]) Let v ∈ Rn \ {0}.
(1) There exists a linear subspace in Gr+(d,n) containing v iff var(v) < d .
(2) There exists a linear subspace in Gr≥(d,n) containing v iff var(v) < d .

Theorem 3.3 ([17, 24]) For a d-dimensional linear subspace V ⊆ Rn, we have

(1) V ∈ Gr≥(d,n) ⇔ var(v) < d for all v ∈ V \{0} ⇔ var(w) ≥ d for all w ∈ V ⊥\
{0}.

(2) V ∈ Gr+(d,n) ⇔ var(v) < d for all v ∈ V \{0} ⇔ var(w) ≥ d for all w ∈
V ⊥\{0}.

Corollary 3.4 If V ∈ Gr≥(d,n) and W ∈ Gr+(d,n), then V ∩ W⊥ = {0} and V ⊥ ∩
W = {0}.

We conclude this section with a statement that will enable us to prove that the
support of the Fourier transform of our Fourier quasicrystals is discrete. For positive
integers d ≤ n, define

Rn
var<d = {y ∈ Rn | var(y) < d} and Zn

var<d = Rn
var<d ∩ Zn. (3)

This is a union of orthants in Rn and Zn, respectively.

Lemma 3.5 Let L ∈ Rn×d be a n × d matrix all of whose d × d minors are positive.
Then {y ∈ Rn

var<d | Lty ∈ [−1,1]d} is closed, bounded, and has nonempty interior in
the Euclidean topology on Rn.

Proof First, note that Rn
var<d and {y | Lty ∈ [−1,1]d} are closed subsets of Rn,

so their intersection is also closed. To see that its interior is nonempty, consider a
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point y = λ(1, . . . ,1)t . For sufficiently small λ > 0, Lty = λLt(1, . . . ,1)t belongs to
(−1,1)d . Then for every z in a sufficiently small neighborhood of y in Rn, z ∈ Rn

>0
and Ltz ∈ (−1,1)d . Therefore y belongs to the interior of this set.

To see that it is bounded, let W the column span of L. By assumption we have W ∈
Gr+(d,n). Suppose, for the sake of contradiction, that {y ∈ Rn

var<d | Lty ∈ [−1,1]d}
is unbounded. Note that Rn

var<d is a union of orthants in Rn. It follows that the set {y ∈
Rn

var<d | Lty ∈ [−1,1]d} is a union of finitely many polyhedra. Since it is unbounded,
it therefore must contain a ray {y + λv | λ ∈ R≥0} for some y, v ∈ Rn with v (= 0. By
assumption, Lt(y +λv) = Lty +λLtv belongs to [−1,1]d for all λ ≥ 0. As [−1,1]d
is bounded, we must have Ltv = 0 and thus v ∈ W⊥ \ {0}. By Theorem 3.3, it follows
that var(v) ≥ d . Then for sufficiently large λ ≥ 0, var(y + λv) ≥ d . Indeed, since
var does not count zero coordinates towards sign changes, the entries of y can only
increase var(y + λv) for sufficiently large λ. This contradicts y + λv ∈ Rn

var<d for all
λ ≥ 0. !

Corollary 3.6 Let L ∈ Rn×d be an n×d matrix all of whose d ×d minors are positive.
The image of Zn

var<d under the map k )→ Ltk is discrete. More precisely, for R > 0,
the number points whose image lies in [−R,R]d is

|{k ∈ Zn
var<d | Ltk ∈ [−R,R]d}| = vol · Rn + O(Rn−1)

where vol > 0 is the volume of {y ∈ Rn
var<d | Lty ∈ [−1,1]d}. Moreover, if the rows

of L are linearly independent over Q, then

|{Ltk | k ∈ Zn
var<d} ∩ [−R,R]d | = vol · Rn + O(Rn−1).

Proof Let P = {y ∈ Rn
var<d | Lty ∈ [−1,1]d}. By Lemma 3.5, P is closed, bounded,

and has nonempty interior. Note that Lty belongs to [−R,R]d if and only if
Lt((1/R)y) belongs to [−1,1]d and Rn

var<d is invariant under positive scaling. Thus
for every R > 0,

{y ∈ Rn
var<d | Lty ∈ [−R,R]d} = R · P = {R · y | y ∈ P }.

Since R ·P is bounded, the number of integer points it contains is finite, showing that
the image of Zn

var<d under the map k )→ Ltk is discrete.
To get the statement on the asymptotic growth, we write P as a union of poly-

hedra Pσ = {y ∈ Rn
σ | Lty ∈ [−1,1]d} where σ runs over all vectors in {±1}n with

var(σ ) < d and Rn
σ = {y ∈ Rn : σj yj ≥ 0 for j = 1, . . . , n}. Since Pσ is bounded, it

is a polytope. By [7, Corollary 1.2], for every polytope Q ⊆ Rn, the number of inte-
ger points in R · Q is |(R · Q) ∩ Zn| = vol(Q)Rn + O(Rn−1). For every σ (= σ ′, the
intersection of Pσ and Pσ ′ is a polytope of dimension ≤ n − 1 and so the number of
integer points in R · (Pσ ∩ Pσ ′) is O(Rn−1). It follows that

|(R · P) ∩ Zn| =
∑

σ

|(R · Pσ ) ∩ Zn| + O(Rn−1)

=
∑

σ

vol(Pσ )Rn + O(Rn−1) = vol(P )Rn + O(Rn−1).
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Fig. 2 (Color figure online).
From Example 3.7, the set of
y ∈ R3 with var(y) < 2 and
(y1 −

√
2y3, y2 +

√
3y3) ∈

[−1,1]2. Points with var = 0
and 1 are in blue and red,
respectively

Since P has nonempty interior, vol = vol(P ) > 0.
Finally, if the rows of L are linearly independent over Q, then the map k )→ Ltk

is injective on Zn. The second equality then follows from the first. !

Example 3.7 (Example 1.3 continued) The 2 × 2 minors of the matrix Lt =(
1 0 −

√
2

0 1
√

3

)
are all positive. Lemma 3.5 then implies that the set

P = {y ∈ R3 | var(y) < 2, (y1 −
√

2y3, y2 +
√

3y3) ∈ [−1,1]2}

is closed and bounded. We can write P as a union of its intersections, Pσ , with the or-
thants R3

σ , where σ ranges over the six elements of {±1}3\{(1,−1,1), (−1,1,−1)}.
See Fig. 2. The volume of P is 1

9 (10
√

2 + 3
√

3) ≈ 2.1487, so, by Corollary 3.6, the
number of integer points in R · P is given by

|(R · P) ∩ Z3| = 1
9
(10

√
2 + 3

√
3)R3 + O(R2).

Since the rows of L are linearly independent over Q, the map Z3 → R2 given by
k )→ Ltk is injective. Therefore for !′ = {Ltk | k ∈ Zn

var<d}, the number of points in
!′ ∩ [−R,R]2 is also given by 1

9 (10
√

2 + 3
√

3)R3 + O(R2). The set !′ appears on
the right in Fig. 1.

4 Lee–Yang varieties

In this section we introduce a class of algebraic varieties which we call Lee–Yang
varieties. These arise from relaxing condition (2) in Definition 2.2 of strict Lee–Yang
varieties. This section is technical and is partitioned into five subsections. First, we
define Lee–Yang varieties and study their connection to real-rootedness. Second, we
provide examples of Lee–Yang varieties and explicit construction methods. Third, we
discuss the transversality of x )→ (exp(2π iLx)) and a Lee–Yang variety, when L has
positive minors. Then we focus on strict Lee–Yang varieties and the topology of their
intersection with the torus. In the final subsection, we prove that certain integrals over
the torus part of a strict Lee–Yang variety vanish. This is crucial for proving that the
spectrum of the constructed Fourier quasicrystal !(X,L) is discrete.
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4.1 Definitions and real-rootedness

We recall and add to Definition 2.2.

Definition 4.1 An equidimensional closed subvariety X in (P1)n of dimension c =
n − d with 0 ≤ d ≤ n is called a strict Lee–Yang variety if it satisfies the following
three conditions:

(1) X is invariant under the coordinate-wise involution z )→ 1/z,
(2) for every z ∈ X we either have z ∈ X(T) = X ∩ Tn or var(log |z|) ≥ d , and
(3) X(T) is contained in the smooth part of X.

We call X a Lee–Yang variety if it satisfies the following two conditions:

(1) X is invariant under the coordinate-wise involution z )→ 1/z, and
(2′) for every z ∈ X we either have z ∈ X(T) or var(log |z|) ≥ d .

Remark 4.2 (1) Every strict Lee–Yang variety is a Lee–Yang variety and one can
check that not every Lee–Yang variety is a strict Lee–Yang variety.

(2) Lee–Yang varieties of codimension one are exactly the zeros sets of Lee–Yang
polynomials, as considered in [3, §3], or of stable pairs of polynomials, consid-
ered in [28, §II].

(3) The smoothness assumption (3) in Definition 4.1 will ensure that the support
of the Fourier quasicrystals, which we will construct, is uniformly discrete, see
Sect. 5. Property (2) in Definition 4.1 makes the definition robust with respect
to small perturbations. Indeed, if z ∈ (P1)n satisfies var(log |z|) ≥ d , then this is
also the case for every z′ in a sufficiently small neighbourhood of z.

(4) The conclusion of Theorem 2.3 is in general false for varieties that satisfy (1), (2)
and (3) from Definition 4.1 but are not equidimensional. Indeed, let X ⊆ (P1)n

be a strict Lee–Yang variety of dimension c = n − d < n and L ∈ Rn×d a real
matrix all of whose d × d minors are positive. For every y /∈ !(X,L) the closed
subset X ∪ {exp(2π iLy)} ⊆ (P1)n satisfies (1), (2) and (3) of Definition 4.1 but
the Fourier transform of δy + ∑

x∈! δx is not discrete.

We now observe some first properties of Lee–Yang varieties.

Lemma 4.3 Let X ⊆ (P1)n be a closed subvariety. For a ∈ Tn we consider the auto-
morphism

ma : (P1)n → (P1)n

which multiplies the i-th coordinate by ai ∈ T. Then X is a (strict) Lee–Yang variety
if and only if ma(X) is a (strict) Lee–Yang variety.

Proof This follows directly from the definitions because for every z ∈ (P1)n one has
log |z| = log |ma(z)| and 1/ma(z) = ma(1/z). !

Proposition 4.4 Let X ⊆ (P1)n be an equidimensional closed subvariety of codimen-
sion d and let L ∈ Rn×d be a matrix of full rank. Further let x ∈ Cd such that the
point exp(2π iLx) belongs to X.
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(1) If X is a Lee–Yang variety and if all d × d minors of L are positive, then x ∈ Rd .
(2) If X is a strict Lee–Yang variety and if all d × d minors of L are nonnegative,

then x ∈ Rd .

Proof We prove part (1). Because X is a Lee–Yang variety, we either have that
exp(2π iLx) ∈ Tn, which means L Im(x) = 0, or we have

d ≤ var(log | exp(2π iLx)|) = var(−2πL Im(x)) = var(L Im(x)).

On the other hand, because the column span of L is in Gr+(d,n), Lemma 3.2 then
also implies that L Im(x) = 0. Since L is full rank, we find that Im(x) = 0. The proof
for part (2) is analogous. !

Notation 4.5 For M = (mij )i,j ∈ Zm×n we consider the map

χM : (C∗)n → (C∗)m, (t1, . . . , tn) )→ (t
mi1
1 · · · tmin

n )i=1,...,m.

Lemma 4.6 Let X ⊆ (P1)n be a Lee–Yang variety of dimension c = n − d and M ∈
Zc×n be a matrix of rank c whose (right) kernel belongs to Gr+(d,n). For X∗ =
X ∩ (C∗)n we have χ−1

M (Tc) ∩ X = X∗(T).

Proof Since χM takes Tn to Tc, it is clear that X∗(T) ⊆ χ−1
M (Tc). We now show the

other inclusion. Let z = exp(x + iy) ∈ X with x, y ∈ Rn. Since X is Lee–Yang, either
x = 0, in which case we are done, or var(x) ≥ d . If χM(exp(x + iy)) = exp(Mx +
iMy) ∈ Tc then x ∈ ker(M). Lemma 3.2 implies that var(v) < d for every non-zero
v ∈ ker(M), so we conclude that x = 0 and z ∈ Tn. !

Lemma 4.7 Let X ⊆ (P1)n be a strict Lee–Yang variety of dimension c = n − d . For
every I ∈

([n]
c

)
the projection πI : X → (P1)I satisfies π−1

I (TI ) = X(T).

Proof Since πI takes Tn to TI , it is clear that X(T) ⊆ π−1
I (TI ). We now show the

other inclusion. Let z ∈ X such that πI (z) ∈ TI . This means that log |zi | = 0 for
all i ∈ I . Because |I | = n − d , this implies that var(log |z|) < d . Property (2) in
Definition 4.1 then implies that z ∈ X(T). !

Proposition 4.8 Let X ⊆ (P1)n be a Lee–Yang variety of dimension c = n − d and
denote by Xsm the smooth part of X. The closure of Xsm(T) is X(T).

Proof Let M ∈ GLn(Z) such that the right kernel of the matrix consisting of the first
c rows of M is in Gr+(d,n). Let X′

0 denote the image of X ∩ (C∗)n under the map
χM . Because M is invertible over Z, the map χM is an isomorphism. Therefore, it
suffices to show that the closure of (X′

0)sm(T) is X′
0(T). Letting X′

1 be the closure of
X′

0 in (P1)n, we have that X′
1(T) = X′

0(T). Thus, it suffices to show that the closure
of (X′

1)sm(T) is X′
1(T). By Lemma 4.6 and our choice of M the projection

π : X′
1 → (P1)c
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onto the first c coordinates satisfies π−1(Tc) = X′
1(T). Let Z ! (P1)c be the branch

locus of π , i.e., the image under π of the set of points in X′
1 at which the differential

of π is not injective. Note that Z contains in particular the image of the singular locus
of X′

1 under π . Let x ∈ X′
1(T) and X′

2 an irreducible component of X′
1 containing x. It

suffices to show that x is in the closure of X′
2(T)\π−1(Z). Let f be the restriction of

π to X′
2. We have that f −1(Tc) = X′

2(T). This implies that elements of Tc have finite
fiber under f . Therefore, the map f is generically finite. Because, by equidimen-
sionality, dim(X′

2) = c and because f is proper, this implies that f is surjective. By
semicontinuity of fiber dimensions, there exists an open subset U ⊆ (P1)c which con-
tains Tc such that every element of U has finite fiber under f . Letting V = f −1(U) it
suffices to show that x is in the closure of V (T) \ π−1(Z). The restriction of f to V
is finite because it is proper with finite fibers. This implies that every semialgebraic
continuous path α : (0,1) → U(T) with limt→0 α(t) = f (x) lifts to deg(f ) distinct
semialgebraic paths in V (T). Because there are, counted with multiplicity, at most
deg(f ) many preimages of f (x) under f , at least one of these lifts must converge to
x. This shows the claim. !

4.2 Examples

We first consider zero dimensional (strict) Lee–Yang varieties.

Lemma 4.9 Let X ⊆ (P1)n be a finite subset. The following are equivalent:

(1) X ⊆ Tn,
(2) X is a Lee–Yang variety,
(3) X is a strict Lee–Yang variety.

Proof This immediately follows from the fact that var(a),var(a) < n for every a of
length n. !

Next we provide an explicit way of constructing strict Lee–Yang varieties of di-
mension one and arbitrary high codimension.

Definition 4.10 A separating curve is a smooth irreducible real projective curve X
such that X(C) \ X(R) has two connected components.

Example 4.11 For example P1 is a separating curve, the two connected components
of P1(C) \ P1(R) being the (open) upper and lower half-plane H+ and H−. More
generally, if the smooth irreducible real projective curve X has genus g and X(R)
has g + 1 connected components, then X is separating.

Consider a separating curve X and denote the two connected components of
X(C) \ X(R) by X+ and X−. We will explain how to embed X to (P1)n as a strict
Lee–Yang variety. We say that a non-constant real rational function f : X → P1

is separating if f −1(H+) = X+. In this case one also has f −1(H−) = X− and
f −1(R ∪ {∞}) = X(R). It was shown by Ahlfors [2, §4.2] that every separating
curve admits a separating rational function. Several methods for constructing sepa-
rating functions are provided in [16, 26].
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Proposition 4.12 Let f1, . . . , fn be separating real rational functions on the separat-
ing curve X. Let ψ : X → (P1)n be the morphism

f = (f1,−f2, f3, . . . , (−1)n−1fn) : X → (P1)n

composed with the coordinate-wise Möbius transformation z )→ z+i
z−i . If the restriction

of f to X(R) is injective, then the image X̃ ⊆ (P1)n of ψ is a one-dimensional strict
Lee–Yang variety.

Proof The Möbius transformation z )→ z+i
z−i maps the lower open half-plane to the

open unit disc. Because X is separating, so in particular a real curve, and the fi

are real rational functions, this implies that X̃ is invariant under the coordinate-wise
involution z )→ 1/z. Next we show that for every z ∈ X̃ \ X̃(T) we have var(log |z|) ≥
n − 1. Let z = ψ(x) for x ∈ X. Without loss of generality, assume that x ∈ X+. Then
Im(fi(x)) > 0 for all i = 1, . . . , n because fi is separating. This shows that

var(Im(f1(x),−f2(x), f3(x), . . . , (−1)n−1fn(x))) = n − 1

which implies var(log |z|) = n − 1. It remains to show that X̃(T) is contained in the
smooth part of X̃. Letting X′ be the image of f , this is equivalent to X′(R) being
contained in the smooth part of X′. We first observe that, because f1 is separating,
the preimage of X′(R) under f is X(R). Therefore, because X is smooth and f is
injective on X(R), it suffices to show that the differential of f at every point x ∈
X(R) is injective. This follows because the differential of f1 = π1 ◦ f is injective at
every point x ∈ X(R) by [25, Theorem 2.19]. !

Example 4.13 Let X = P1 and f1, . . . , fn be some real univariate polynomials of
degree one with positive leading coefficients. These are clearly separating. Then the
map ψ from Proposition 4.12 is an embedding and therefore X̃ is a strict Lee–Yang
variety in (P1)n of codimension n− 1. The (closure in (P1)3 of the) curve considered
in Example 1.3 is of this form and thus a strict Lee–Yang variety.

In order to construct separating functions on curves other than P1, the following
criterion turns out to be convenient.

Lemma 4.14 ([26, Lemma 2.10]) Let f be a real non-constant rational function on
the separating curve X. Then f or −f is separating if and only if every connected
component of

X(R) \ {P | f (P ) = 0}

contains exactly one pole of f . In other words, on each connected component of
X(R) zeros and poles of f interlace.

Finally, we note that products of strict Lee–Yang varieties are Lee–Yang varieties.
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Example 4.15 If for each j = 1, . . . , r , Xj ⊆ (P1)nj is a strict Lee–Yang variety of
codimension 1 ≤ dj < nj , then the product X = X1 × · · · × Xr ⊆ (P1)n1+...+nr is
a Lee–Yang variety of codimension d = ∑r

i=1 dj . To see this, note that for any
point z = (zj )j ∈ X where zj ∈ Xj , var(log |zj |) ≥ dj . Therefore var(log |z|) ≥∑r

j=1 dj = d . The torus part X(T) is contained in the smooth part of X but in general
X will not satisfy part (2) of Definition 4.1.

We will see more examples in Sect. 11.

4.3 Transversality

We discuss some transversality properties of Lee–Yang varieties. Throughout this
subsection we fix a Lee–Yang variety X ⊆ (P1)n of dimension c = n−d and a matrix
L ∈ Rn×d with positive d × d minors. Further let

Y = {z ∈ Cn | exp(2π iz) ∈ X}

and Y(R) = Y ∩ Rn. We further let Xsm be the smooth part of X and Ysm the set of
points z ∈ Y such that exp(2π iz) ∈ Xsm. The following Lemma is a straightforward
consequence of Proposition 4.4.

Lemma 4.16 If x ∈ Cd such that Lx ∈ Y , then x ∈ Rd .

Proof The assumption Lx ∈ Y implies that exp(2π iLx) ∈ X. Now the claim follows
from Proposition 4.4. !

Lemma 4.17 Let x ∈ Ysm(R). The following holds true:

(1) The tangent space TxY ⊆ Cn is the C-span of TxY (R).
(2) The orthogonal complement of TxY (R) is in Gr≥(d,n).

Proof Because X is invariant under the coordinate-wise involution z )→ 1/z, it fol-
lows that Y is invariant under complex conjugation. This implies part (1). Now we
prove part (2). Consider a non-zero tangent vector w ∈ TxY (R). By Theorem 3.3 we
have to show that var(w) ≥ d . By part (1) we have ξ = i ·w ∈ TxY . Let γ : [0,1] → Y
be a smooth path with γ (0) = x and γ ′(0) = ξ . For small t ∈ (0,1] we have by the
definition of Lee–Yang varieties that

var(Im[1
t

(γ (t) − γ (0))]) = var(Im[γ (t)]) ≥ d

since Im[γ (0)] = 0 and exp(2π iγ (t)) ∈ X. Thus

var(w) = var(Im[ξ ]) ≥ d

since γ ′(0) = ξ and var is upper-semicontinuous. !

Lemma 4.18 Let X be a strict Lee–Yang variety, let x ∈ X(T) and I ∈
([n]

c

)
. Then the

projection map πI : X → (P1)I is unramified at x.
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Proof Let ψ1 : (P1)n → (P1)n and ψ2 : (P1)I → (P1)I be the coordinate-wise
Möbius transformations z )→ z+i

z−i . Let X̃ = ψ−1
1 (X) and x̃ = ψ−1

1 (x). We consider
the morphism

f = ψ−1
2 ◦ πI ◦ ψ1 : X̃ → (P1)I .

Note that f is just the projection from X̃ onto the coordinates from I . Because ψ1
and ψ2 are isomorphisms, it suffices to show that f is unramified at x̃. Part (1) of
Definition 4.1 implies that X̃ is invariant under z )→ z, namely a real variety with
X̃(R) = ψ−1

1 (X(T)). Here X̃(R) denotes the set of fixed points under z )→ z, i.e.
X̃(R) = X̃ ∩ (R ∪ {∞})n. Furthermore, the point x̃ ∈ X̃(R) is a smooth point of X̃.
Now let y ∈ X̃ such that f (y) is real. Then πI (ψ1(y)) ∈ TI and Lemma 4.7 implies
that ψ1(y) ∈ X(T) which in turn shows that y ∈ X̃(R). Thus f is real-fibered in the
sense of [25, Definition 2.1] and [25, Theorem 2.19] implies that f is unramified at
x̃. !

Corollary 4.19 Let X be a strict Lee–Yang variety and I ∈
([n]

c

)
. Then the projection

map πI : Y(R) → RI is everywhere unramified.

Remark 4.20 In the case that X is a strict Lee–Yang variety of dimension c, we can
use Corollary 4.19 to define an orientation on the smooth manifold Y(R). To this end,
for I ∈

([n]
c

)
let πI : Y(R) → RI ∼= Rc be the projection onto the coordinates from I .

By Corollary 4.19 each πI is unramified. This implies in particular that for every
subset I = {i1, . . . , ic} with 1 ≤ i1 < · · · < ic ≤ n the top-dimensional differential
form

s(I ) · dxI = s(I ) · dxi1 ∧ · · · ∧ dxic

is nowhere vanishing on Y(R) and thus defines an orientation on Y(R). We claim
that all these orientations agree. To see this, consider the tangent space of Y(R) at
some point. We can write this tangent space as the range of an n × c matrix M such
the determinant of the first c rows is positive. The differential form dxI evaluates at
this basis to the determinant MI of the submatrix of M whose rows are indexed by I .
Because the determinant of the first c rows is positive, the columns of M form a refer-
ence frame for the orientation induced by dx[c]. Because the orthogonal complement
of the range of M is in Gr≥(n−c,n) by Lemma 4.17, it follows that the sign of MI is
s(I ) which implies the claim. In the same way we can define an orientation on X(T).
The measures on Y(R) and X(T) defined by these orientations and the differential
forms dxI will play an important role in Sect. 7.

Let z · z′ := (z1z
′
1, . . . , znz

′
n) denote point-wise multiplication in (C∗)n.

Theorem 4.21 Let X ⊆ (P1)n be a Lee–Yang variety of dimension c = n − d and let
L ∈ Rn×d be a matrix with positive d × d minors. We denote by Xsm the smooth part
of X. For every z0 ∈ Tn the map x )→ z0 · exp(2π iLx) is transverse to Xsm as a map
from Cd to Cn, and is transverse to Xsm(T) as a map from Rd to Tn.
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Proof Since z−1
0 ·X = {z−1

0 ·z | z ∈ X} is a Lee–Yang variety of the same codimension
as X by Lemma 4.3, it is enough to only consider z0 = (1,1, . . . ,1). For the first
claim we need to show that if x = Ly ∈ Y for some y ∈ Cd such that exp(2π ix) is
a smooth point of X, then the tangent spaces TxY and TxLCd = LCd add up to Cn.
Lemma 4.16 implies that y ∈ Rd and thus x ∈ Y(R). Thus by part (1) of Lemma 4.17
it suffices to show that TxY (R) + LRd = Rn which then also implies the second
claim. For dimension reasons, this is equivalent to showing that TxY (R)∩LRd = {0}.
But this follows now directly from Corollary 3.4 and part (2) of Lemma 4.17. !

For the rest of this subsection we assume that X(T) is contained in the smooth
part of X. Then Theorem 4.21 implies in particular that for all y ∈ Rn the set

!y = {x ∈ Rd | exp(2π i(Lx + y)) ∈ X}

is discrete. The last goal of this subsection is to bound the Hausdorff distance of !y

to !0 in terms of y. To this end let V = LRd ⊆ Rn and V ⊥ ⊆ Rn its orthogonal com-
plement. We denote by π1 : Rn → V and π2 : Rn → V ⊥ the orthogonal projections.

Lemma 4.22 Let K ⊆ V ⊥ be simply connected and let YK = π−1
2 (K) ∩ Y(R).

(1) The set YK has countably many connected components (Yi)i∈N.
(2) The restriction π2|Yi : Yi → K is a homeomorphism for every i ∈ N.
(3) The inverse ψi : K → Yi of π2|Yi : Yi → K is continuously differentiable for

every i ∈ N.

Proof By transversality, see Corollary 3.4 and part (2) of Lemma 4.17, the projection
π2 : Y(R) → V ⊥ is a covering map and using that Y(R) is an analytic variety, each
fiber, π−1

2 (w) with w ∈ V ⊥, is a zero dimensional semianalytic set, hence discrete
and countable. Therefore, YK has countably many connected components (Yj )j∈N,
each homeomorphic to K , proving (1) and (2). The inverse function theorem further
implies part (3). !

Theorem 4.23 Let X ⊆ (P1)n be a Lee–Yang variety of dimension c = n−d such that
X(T) is contained in the smooth part of X. Let L ∈ Rn×d be a matrix with positive
d × d minors. There are differentiable functions

ϕi :
[
−1

2
,

1
2

]n

→ Rd

for i ∈ N such that !y = {ϕi (y) | i ∈ N} for all y ∈
[
− 1

2 , 1
2

]n
. Moreover, there exists

a positive constant C > 0 such that each ϕi is C-Lipschitz continuous.

Proof Let f : V → Rd be the inverse of Rd → V , x )→ Lx. Let K = π2([−N,N]n)
for some large enough N ∈ N and use the notation from Lemma 4.22. By construction
we have that ψi (π2(y)) − y ∈ V for all y ∈ [−N,N]n. Thus the map

ϕi : [−N,N]n → Rd, y )→ f (ψi (π2(y)) − y)
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is well-defined. By construction these maps are continuously differentiable and sat-

isfy !y = {ϕi (y) | i ∈ N} for all y ∈
[
− 1

2 , 1
2

]n
. Since [−N,N]n is compact, this

implies that each ϕi is ci -Lipschitz continuous for some ci ≥ 0. In order to find a uni-

form Lipschitz constant, we let m ∈ N such that every i ∈ N with Yi ∩
[
− 1

2 , 1
2

]n
(= ∅

satisfies i ≤ m. Then for every j ∈ N there exists kj ∈ Zn and i ≤ m such that

Yj ∩ π−1
2 (π2(

[
−1

2
,

1
2

]n

)) ⊆ kj + Yi.

This implies that the Lipschitz constant of ϕj |[− 1
2 , 1

2

]n can be bounded by the Lips-

chitz constant ci of ϕi . In particular, we can choose C = maxm
i=1(ci). !

Corollary 4.24 There exists a positive constant C > 0 such that for every y ∈[
− 1

2 , 1
2

]n
the Hausdorff distance of !0 and !y can be bounded as follows

dist(!0,!y) ≤ C‖y‖.

Proof This follows directly from Theorem 4.23. !

4.4 Topology of strict Lee–Yang varieties

In this short subsection we determine the topology of strict Lee–Yang varieties. We
will not make use of this later on. For I ⊆ [n] we denote by

πI : (P1)n → (P1)I ∼= (P1)|I |

the projection onto the coordinates from I .

Definition 4.25 Let X ⊆ (P1)n be a closed subvariety of pure dimension c. The mul-
tidegree d(X) of X is the tuple (d[n]\I )I∈([n]

c ) of nonnegative integers such that d[n]\I
is the cardinality of the fiber of a generic point in Pc under the map πI : X → Pc .

Example 4.26 If X ⊆ (P1)n is a hypersurface defined by an n-variate polynomial hav-
ing degree di in the i-th variable, then the multidegree of X is (d1, . . . , dn).

For the rest of the subsection we fix a strict Lee–Yang variety X ⊆ (P1)n of di-
mension c with multidegree (d[n]\I )I∈([n]

c ).

Lemma 4.27 For every I ∈
([n]

c

)
the projection πI : X(T) → Tc is a covering map

with d[n]\I sheets. In particular, we have d[n]\I > 0.

Proof It was shown in Lemma 4.18 that πI is everywhere unramified and thus it is
a covering map. This implies in particular that d[n]\I > 0. Moreover, by Lemma 4.7
the number of sheets equals d[n]\I . !
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By Remark 4.20 and Lemma 4.27 we can choose an orientation on X(T) with

d[n]\I = s(I )

(2π i)c

∫

X(T)

dzi1 ∧ · · · ∧ dzic

zi1 · · · zic

(4)

for all I = {i1, . . . , ic} ⊆ [n] with i1 < · · · < ic . Using this we can determine the
topology of X(T) as a subset of Tn. Namely, Lemma 4.27 implies that each connected
component of X(T) is a compact connected covering space of Tc and thus itself
homeomorphic to Tc . In order to the determine the homology class of X(T) in Hc(Tn)

note that the differential c-forms

s(I )

(2π i)c
· dzi1 ∧ · · · ∧ dzic

zi1 · · · zic

are a basis of Hc(Tn) = Hom(Hc(Tn),Z). Thus letting (βI )I∈([n]
c ) ⊆ Hc(Tn) be the

dual basis, we obtain

[X(T)] =
∑

I∈([n]
c )

d[n]\I · βI .

4.5 The complex geometry of strict Lee–Yang varieties

The goal of this section is to prove that certain integrals on strict Lee–Yang varieties
vanish, that will play a role when computing Fourier transformations. Namely, we
will show that for every strict Lee–Yang variety X ⊆ (P1)n of dimension c = n − d

∫

X(T)
z−k · dzi1 ∧ · · · ∧ dzic

zi1 · · · zic

= 0, (5)

whenever k ∈ Zn with var(k) ≥ d and i1, . . . , ic ∈ [n]. We start with the instructive
example when the strict Lee–Yang is isomorphic to P1 and embedded to (P1)n as in
Proposition 4.12.

Example 4.28 Let f1, . . . , fn : P1 → P1 be some real rational functions such that
f −1

j (H+) = H+ for j = 1, . . . , n where H+ ⊆ C is the upper half-plane. In this case

one also has f −1
j (H−) = H− and f −1

j (R∪ {∞}) = R∪ {∞}. We further let gj be the
rational function obtained by post-composing (−1)j+1 · fj by the Möbius transfor-
mation z )→ z+i

z−i which maps the lower half-plane to the open unit disc. This implies
for even j that gj has all its poles in the upper half-plane and all zeros in the lower
half-plane, and vice versa for odd j . Let X be the image of the map

P1 → (P1)n, z )→ (g1(z), . . . , gn(z)).

In this situation Equation (5) is of the form
∫

X(T)
z
k1
1 · · · zkn

n · dzj

zj
= 0 (6)
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for all k ∈ Zn with var(k) = n − 1 and all j = 1, . . . , n. Here z1, . . . , zn are the co-
ordinates on (P1)n. If we replace k by −k, then the resulting integral will be the
complex conjugate of the original integral. Therefore, without loss of generality, we
can assume that k1 ≤ 0. The integral in Equation (6) can be expressed as

∫

R
g

k1
1 · · ·gkn

n · dgj

gj
.

The condition var(k) = n − 1 implies that (−1)iki > 0 for i = 1, . . . , n. Therefore,
by our assumption on the location of the zeros and poles of gi , the expression

g
k1
1 · · ·gkn

n · dgj

gj

has no pole in the closed lower half-plane which shows that the integral in question
vanishes by Cauchy’s integral theorem. We note that even when var(k) < n − 1, the
integral can be efficiently computed using Cauchy’s integral formula.

The proof for the general case of a strict Lee–Yang variety X ⊆ (P1)n is more tech-
nical but it follows the same line of thoughts as Example 4.28. Instead of Cauchy’s
integral theorem we will use de Rham’s theorem. To this end, we will realize X(T)

as a submanifold of a smooth complex variety X̃ such that the fundamental class of
X(T) is trivial in homology of X̃. We will show, by making use of var(log |z|) ≥ d

for all z ∈ X \ X(T), that the integrands in question are top-dimensional regular dif-
ferential forms on X̃ and therefore closed.

First, we need some preparations from algebraic topology and algebraic geometry.
We will use basic notions and results from these areas. As references we recommend
[10, 21, 44] and [19, 20, 40] respectively. We start with a lemma from algebraic
topology.

Proposition 4.29 Let f : X → Y be a proper (in the classical topology) and surjec-
tive morphism of smooth irreducible quasi-projective varieties of the same dimension
n = dim(X) = dim(Y ). Further let N ⊆ Y be a compact connected oriented smooth
submanifold of dimension k which is disjoint from the branch locus of f . Then we
have

(1) The preimage M = f −1(N ) is a disjoint union of finitely many compact con-
nected smooth submanifolds of dimension k.

(2) The restriction f |M : M → N is a covering map. In particular M has an ori-
entation induced by the one of N .

(3) If [N ] = 0 in Hk(Y,C), then [M] = 0 in Hk(X,C).

Proof First we note that, since f is proper, the set M = f −1(N ) is compact. Let
U ⊆ Y the complement of the branch locus. Then, letting V = f −1(U), we have
that f |V : V → U is a covering map. Since N ⊆ U , the restriction fM : M → N
is also a covering map. This implies (1) and (2). In order to prove (3) we con-
sider the Poincaré duality isomorphisms for cohomology with compact support
DX : Hn−k

c (X,C) → Hk(X,C) and DY : Hn−k
c (Y,C) → Hk(Y,C). We let α ∈
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Hn−k
c (X,C) and β ∈ Hn−k

c (Y,C) be the preimages of the fundamental classes of
M and N , respectively. By assumption we have β = 0 and we need to show that
α = 0. To this end let ϕ ∈ Hn−k(X,C). We first note that α(ϕ) is the intersection
number of [M] with ϕ. Now since N ⊆ U and because f |V : V → U is a cover-
ing map, we can compute the intersection number of [M] with ϕ as the intersection
number of [N ] with f∗ϕ. This shows that α(ϕ) = β(f∗ϕ) for all ϕ ∈ Hn−k(X,C).
Thus α = f ∗β = 0 and therefore [M] = 0. !

For the rest of the subsection let X ⊆ (P1)n be a strict Lee–Yang variety of di-
mension c < n and let k ∈ Zn such that var(k) ≥ d = n − c. We can then choose
some subset J ⊆ [n] of |J | = d + 1 indices on which the entries of k are nonzero and
alternate signs. That is, if the elements of J are 1 ≤ j0 < · · · < jd ≤ n, then

var(kj0 , . . . , kjd ) = d.

Let K = ([n] \ J ) ∪ {m} for some m ∈ J with km < 0. (To make the choice of K

depend only on the vector k, we can choose J to be the lexicographically smallest
subset among all valid choices and m to be the minimal m ∈ J with km < 0.) Finally,
let

π : X → (P1)K ∼= (P1)c (7)

the projection on the coordinates indexed by K . By Lemma 4.18 the map π is un-
ramified at X(T). We denote

BK = {z ∈ (P1)K | |zi | = 1 for i (= m and |zm| ≤ 1}.

We further denote B = π−1(BK) ⊆ X.

Lemma 4.30 For z ∈ B either z ∈ Tn or sgn(log |zj |) = sgn(kj ) for all j ∈ J and
|zi | = 1 for all i /∈ J .

Proof Let z ∈ B . By construction, |zi | = 1 for all j /∈ J and |zm| ≤ 1. If |zm| = 1, then
π(z) ∈ TK and so z ∈ Tn. If |zm| < 1, then the vector log |z| is nonzero. Since X is a
strict Lee–Yang variety and z ∈ X, we have var(log(|z|)) ≥ d . Since log |zj | = 0 for
all j /∈ J and |J | = d + 1, we see that the entries log |zj | for j ∈ J must be nonzero
and alternate in sign in order to achieve var(log |z|) ≥ d . Since the entries (kj )j∈J

also alternate sign and sgn(log |zm|) = sgn(km), we see that the signs of log |zj | and
kj must agree for all j ∈ J . !

Lemma 4.31 For all i ∈ [n] the rational differential z
−ki
i · dzi

zi
is regular on B .

Proof We go through the three cases ki < 0, ki > 0 and ki = 0.
If ki < 0, then this differential is regular except when zi = ∞. In this case, by

Lemma 4.30, we have |zi | ≤ 1 for all z ∈ B which thus shows that our differential is
regular on B .
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If ki > 0, then our differential is regular except when zi = 0. In this case, by
Lemma 4.30, we have |zi | ≥ 1 for all z ∈ B which thus shows that our differential is
regular on B .

If ki = 0, then our differential is regular except when zi = 0 or zi = ∞. In this
case we have i /∈ J , so by Lemma 4.30, we have |zi | = 1 for all z ∈ B which thus
shows that our differential is regular on B . !

Theorem 4.32 Let X ⊆ (P1)n be a strict Lee–Yang variety of dimension c = n − d .
Let I = {i1, . . . , ic} ⊆ [n] such that 1 ≤ i1 < · · · < ic ≤ n. Then for all k ∈ Zn with
var(k) ≥ d we have

∫

X(T)
z−k · dzi1 ∧ · · · ∧ dzic

zi1 · · · zic

= 0.

Proof We denote ωI = dzi1∧···∧dzic

zi1 ···zic
. Let ρ : X̃ → X be a resolution of singularities.

This means that X̃ a smooth variety and ρ is a proper birational surjective morphism
which restricts to an isomorphism on ρ−1(Xsm) where Xsm is the smooth part of X.
Such a resolution of singularities exists by [22, Main Theorem I]. Now let U ⊆ X be
the maximal open subset on which the rational differential c-form z−kωI is regular
and let Z = X \ U its complement. Let Y = (P1)K \ π(Z) where π is the map from
Equation (7). By Lemma 4.31 we have

TK ⊆ BK ⊆ Y

and letting Ỹ = (π ◦ρ)−1(Y ) ⊆ X̃ the c-form z−kωI is regular on Ỹ . We let f : Ỹ →
Y the restriction of π ◦ ρ to Ỹ . Since X(T) is contained in the smooth part of X

and because X(T) = π−1(TK), we can identify X(T) with the subset f −1(TK) of Ỹ .
Thus we have to prove

∫

f −1(TK)
z−kωI = 0.

Because z−kωI is a holomorphic c-form on Ỹ and dim(Ỹ ) = c, it is closed. On the
other hand, since TK is the boundary of BK ⊆ Y , we have that TK is homologous to
zero in Y and thus by Proposition 4.29 also f −1(TK) is homologous to zero in Ỹ .
Therefore, it follows from Stokes’ direction of de Rham’s theorem that the integral in
question is zero. !

5 Delone sets

We remind the reader that a set A ⊆ Rd is called uniformly discrete if there exists
r > 0 such that ‖x−x′‖ ≥ r for every pair of distinct points in A. It is called relatively
dense if there exists R > 0 such that BR(x) ∩ A (= ∅ for every x ∈ Rd . Finally, one
says that A is Delone if it is both relatively dense and uniformly discrete. The goal of
this section is to prove the following theorem.
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Theorem 5.1 Let X ⊆ (P1)n be a Lee–Yang variety of dimension c = n − d . Let Xsm
denote its smooth part, and let L ∈ Rn×d with range V = LRd ∈ Gr+(d,n). Then the
following statements hold:

(1) If X(T) ⊆ Xsm, then !(X,L) is Delone.
(2) Conversely, if x )→ exp(2π iLx) has a dense image in Tn, then !(X,L) being

Delone implies X(T) ⊆ Xsm.

Remark 5.2 Notice that if the d ×d minors of L are positive then V ∈ Gr+(d,n) holds
(by definition), and if these minors are Q-linearly independent then the assumption
that the image of x )→ exp(2π iLx) is dense in Tn holds as well, by Lemma 6.3.
Finally X(T) ⊆ Xsm holds when X is a strict Lee–Yang variety.

Throughout this section we assume

• The variety X ⊆ (P1)n is a Lee–Yang variety of dimension c = n − d .
• The real matrix L ∈ Rn×d has range V = LRd ⊆ Rn that lies in Gr+(d,n).

Furthermore, as in Sect. 4.3, we let

Y = {z ∈ Cn | exp(2π iz) ∈ X},

and Y(R) = Y ∩ Rn. Note that Y(R) is a c-dimensional real analytic, Zn-periodic
subvariety of Rn, and !(X,L), as defined in Equation (1), can be written as

!(X,L) = {x ∈ Rd | Lx ∈ Y(R)}.

Remark 5.3 Notice that x )→ Lx is an isomorphism between Rd and V that sends
!(X,L) to V ∩ Y(R).

We prove the two parts of Theorem 5.1 in two different subsections.

5.1 Proof of Theorem 5.1, part (1)

Assuming that X(T) ⊆ Xsm, we prove that !(X,L) is Delone. First, we show that
!y is infinite for every y ∈ Rn, where

!y = {x ∈ Rd | exp(2π i(Lx + y)) ∈ X} = {x ∈ Rd | Lx + y ∈ Y(R)}.

Suppose that L̃ ∈ Qn×d has range Ṽ = L̃Rd ∈ Gr+(d,n), and let y ∈ Y(R).
Then !̃y = {x ∈ Rd | L̃x + y ∈ Y(R)} contains the lattice mZn, where m is the
smallest common denominator of the Lij since Y(R) is Zn periodic. Therefore,
Ṽ ∩ (Y (R) − y) = L̃!̃y is infinite. Since X(T) ⊆ Xsm, Theorem 4.21 says that
the map x )→ exp(2π i(Lx + y)) is transversal to X for every y ∈ Rn and every L

in the open set of matrices in Rn×d with positive d × d minors. This means that
(Y (R) − y) is a smooth manifold6 that intersects Ṽ transversally for every choice of

6in fact a real analytic manifold.
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(y, Ṽ ) ∈ Rn × Gr+(d,n). Since Rn × Gr+(d,n) is connected, and Ṽ ∩ (Y (R) − y)

is infinite for some choice of (y, Ṽ ), it follows that (Ṽ − y) ∩ Y(R) is infinite for all
(y, Ṽ ) ∈ Rn × Gr+(d,n). In particular, V ∩ (Y (R) − y) is infinite for all y, and it
is also discrete because dim(Y (R)) + dim(V − y) = dim(Rn). Since x )→ Lx is an
isomorphism that sends !y to V ∩ (Y (R) − y), then !y is discrete and infinite.

We now prove that ! = !0 is Delone, by introducing two functions, which are
continuous due to the transversality:

r0 : [0,1]n → R≥0, r0(y) = min{‖x‖ | x ∈ !y} = dist(0,!y),

r1 : Y ∩ [0,1]n → R+, r1(y) = min{‖x‖ | x ∈ !y \ {0}} = dist(0,!y \ {0}).

Notice that r1 is positive and r0 is non-negative and is not the zero function. Since
[0,1]n is compact, this means that r1 has a positive minimum and r0 has a positive
maximum, say Rmin, Rmax such that r0(y) ≤ Rmax for all y ∈ [0,1] and r1(y) ≥ Rmin

for all y ∈ Y ∩ [0,1]n. Also notice that for every x ∈ Rd , there exists yx ∈ [0,1]n that
satisfies yx − Lx = 0 mod 1 such that ! − x = !yx . This means that for all x ∈ Rd ,
the distance between x and ! is bounded by

dist(x,!) = dist(0,!yx ) = r0(yx) ≤ Rmax.

We conclude that ! is relatively dense. To see that it is also uniformly discrete, let x

and x′ be two distinct points in !. Then

‖x − x′‖ ≥ dist(x,! \ {x}) = dist(0,!yx \ {0}) = r1(yx),

since x ∈ ! implies that yx ∈ Y ∩ [0,1]n. Hence ! is uniformly discrete. !

5.2 Proof of Theorem 5.1, part (2)

From here on we assume, in addition to the assumptions made at the beginning of this
section, that x )→ exp(2π iLx) has dense image in Tn, and that !(X,L) is Delone.
We need to show that X ⊆ Xsm. We first prove a series of necessary lemmas.

We denote the orthogonal complement of V in Rn by V ⊥, and define π1, π2 to
be the projections from Rn = V ⊕ V ⊥ onto V and V ⊥ respectively. We will also
denote by π1, π2 the projections from Cn onto the C-spans VC and V ⊥

C of V and V ⊥

respectively.

Lemma 5.4 If x ∈ Y and π2(x) is real, then x ∈ Y(R).

Proof We can write x = Ly + x2 in the C = VC ⊕ V ⊥
C decomposition, with y ∈ Cd

and x2 = π2(x) which is real by assumption. It suffices to show that y is also real.
Let a = exp(−2π ix2) and ma : Tn → Tn defined by ma(exp(2π iz)) := exp(2π i(z−
x2)). Then ma(X) is a Lee–Yang variety by Lemma 4.3 and x ∈ Y is equivalent to
exp(2π ix) ∈ X, which implies exp(2π iLy) ∈ ma(X), and so y ∈ Rd by Proposi-
tion 4.4. !

Lemma 5.5 For y ∈ Ysm(R) we have TyY (R) ∩ V = {0} and TyY ∩ VC = {0}.
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Proof By part (2) of Lemma 4.17 the orthogonal complement of TyY (R) is in
Gr≥(d,n). Thus by Corollary 3.4 we have TyY (R) ∩ V = {0}. The second claim
follows then from part (1) of Lemma 4.17. !

Corollary 5.6 Let y ∈ Y(R) and U ⊆ Cn be an open neighbourhood of y. Then
π2(U ∩ Y) contains an open subset of V ⊥

C .

Proof By Proposition 4.8, Y(R) is the closure of Ysm(R), so Ysm(R) ∩ U (= ∅ and
so there is a point y′ ∈ Ysm(R) ∩ U . Applying Lemma 5.5 to y′ allows us to use the
inverse function theorem and conclude that π2(O ∩Y) is open for some small enough
O ⊆ U neighborhood of y′. !

Lemma 5.7 Let U ⊆ Ca+b be a connected open subset and Z an analytic subvariety
of U . Let π : Ca+b → Ca be the projection onto the first a coordinates and assume

∀z ∈ Z : π(z) ∈ Ra ⇒ z ∈ Ra+b. (8)

Then, every point y ∈ Z ∩ Ra+b has a connected open neighborhood U ′ ⊆ U such
that π(Z ∩ U ′) is an analytic subvariety of the open set π(U ′) ⊆ Ca .

Proof We prove the claim by induction on b. For b = 0 the claim is trivial. Thus let
b > 0 and assume that it is true for b − 1. Let π ′ : Ca+b → Ca+b−1 be the projection
onto the first a +b − 1 coordinates and π ′′ : Ca+b−1 → Ca be the projection onto the
first a coordinates so that π = π ′′ ◦ π ′.

Now let y ∈ Z∩Ra+b be an arbitrary point. We first prove that there exists an open
polydisc U0 ⊆ Ca+b around y such that Z′ := π ′(U0 ∩ Z) is an analytic subvariety
of π ′(U0) ⊆ Ca+b−1. To this end, observe that y lies in the one-dimensional fiber

G = {(π ′(y),λ) ∈ U | λ ∈ C}.

The intersection G ∩ Z is a complex subvariety of complex dimension at most one,
so its dimension over the reals is either 0 or 2. Since y is real, (8) implies that

G ∩ Z ⊆ {(π ′(y),λ) ∈ U | λ ∈ R}.

In particular, this shows that G ∩ Z is at most one-dimensional over R which means
it must be a zero dimensional analytic variety, i.e., a discrete set of points. By the
projection theorem for analytic varieties, see e.g. [46, 14.2.4], there exists an open
polydisc U0 ⊆ Ca+b around y such that Z′ := π ′(U0 ∩ Z) is an analytic subvariety
of the open polydisc π ′(U0) ⊆ Ca+b−1.

Next, we will apply the induction hypothesis to the projection π ′′ and the analytic
subvariety Z′ of the connected open subset π ′(U0) of Ca+b−1. To this end, we need
to show that π ′′ satisfies (8). Thus let z′ ∈ Z′ such that π ′′(z′) ∈ Ra . There exists z ∈
U0 ∩ Z such that z′ = π ′(z). Because π satisfies (8) and since π(z) = π ′′(z′) ∈ Ra ,
we have z ∈ Ra+b and thus z′ = π ′(z) ∈ Ra+b−1. Therefore, by induction hypothesis
there exists a connected open neighborhood U1 ⊆ π ′(U0), containing π ′(y), such that
Z′′ = π ′′(Z′ ∩U1) is an analytic subvariety of the open set π ′′(U1) ⊆ Ca . Finally, we
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consider the open neighborhood U ′ = (π ′)−1(U1) ∩ U0 ⊆ Ca+b of y. Because U0 is
a polydisc, this set is connected. We have

π(Z ∩ U ′) = π ′′(π ′(Z ∩ (π ′)−1(U1) ∩ U0)) = π ′′(Z′ ∩ U1) = Z′′

which is an analytic subvariety of π ′′(U1) = π(U ′). This proves the claim. !

Proposition 5.8 Let y ∈ Y(R).

(1) If U ⊆ Cn is an open neighbourhood of y, then there exists an open neighbour-
hood U ′ ⊆ U of y such that π2(Y ∩ U ′) = π2(U

′).
(2) If U ⊆ Rn is an open neighbourhood of y, then there exists an open neighbour-

hood U ′ ⊆ U of y such that π2(Y (R) ∩ U ′) = π2(U
′).

Proof Let U1 ⊆ Cn be a connected open subset containing y and such that U1 ⊆ U .
By Lemma 5.4 and Lemma 5.7 there exists a connected open subset U ′ ⊆ U1 with
y ∈ U ′ such that π2(Y ∩ U ′) is an analytic subvariety of π2(U

′). On the other hand,
by Corollary 5.6, the set π2(Y ∩ U ′) contains an open subset of V ⊥

C . This shows that
π2(Y ∩ U ′) = π2(U

′). Part (2) follows from part (1) and Lemma 5.4. !

Proposition 5.9 There exists an open neighbourhood B ⊆ V of the origin such that
for every y ∈ Y(R) we have (y + B) ∩ Y(R) = {y}.

Proof Because ! is Delone, there exists r > 0 such that every pair of distinct points
in ! has distance at least r . Let B = LBr/2(0) be the image under L of the open
ball of radius r

2 around the origin in Rd . We claim that B has the desired properties.
Assume for the sake of a contradiction that there exist distinct y1, y2 ∈ Y(R) such
that

y2 ∈ (y1 + B).

Let U1,U2 ⊆ Rn be open neighbourhoods of y1 and y2 such that U1 ∩ U2 = ∅ and
π1(Ui) ⊆ y1 + B . By Proposition 5.8 there exists an open neighbourhood U ′

i ⊆ Ui

of yi such that π2(Y (R) ∩ U ′
i ) = π2(U

′
i ) for i = 1,2. Consider the open subset W =

π2(U
′
1) ∩ π2(U

′
2) of V ⊥. Because π2(y1) = π2(y2) ∈ W the set Wi = π−1

2 (W) ∩ U ′
i

is an open neighbourhood of yi in Rn for i = 1,2. We have π2(Wi ∩ Y(R)) = W .
The assumption on L implies that V + Zn is dense in Rn. Then

π2(V + Zn) = π2(Zn)

is dense in V ⊥. Thus there exists m ∈ Zn such that π2(m) ∈ W and we obtain y′
i ∈

Wi ∩ Y(R) such that π2(y
′
i ) = π2(m), i.e. y′

i − m ∈ V , for i = 1,2. We can therefore
write y′

i − m = Lxi for some xi ∈ Rd . We have

exp(2π iLxi) = exp(2π iy′
i − 2π im) = exp(2π iy′

i ) ∈ X(T).

Thus x1, x2 ∈ !. Finally, we have

L(x1 − x2) = y′
1 − y′

2 = π1(y
′
1) − π1(y

′
2).
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By our choice of the Ui and since Wi ⊆ Ui , we have y′
1 (= y′

2, which implies x1 (= x2,
and

π1(y
′
1) − π1(y

′
2) ∈ B − B ⊆ 2B

which implies that ‖x1 − x2‖ < r contradicting our choice of r . !

Corollary 5.10 For every y ∈ Y(R) we can find an open neighbourhood U ⊆ Cn of y

such that

ψ : U ∩ Y → π2(U), y )→ π2(y)

is surjective and |ψ−1(x)| = 1 for every real x ∈ V ⊥.

Proof Let B ⊆ V be as in Proposition 5.9 and let U1 ⊆ Cn be a neighbourhood of y

such that π1(U) ⊆ y+ 1
2B . Then every x ∈ V ⊥ has at most one preimage in U ∩Y(R)

under π2. By Lemma 5.4 we even have that such x ∈ V ⊥ has at most one preimage
in U ∩ Y under π2. Using Proposition 5.8 we can achieve surjectivity by further
shrinking U . !

We are now in position to prove part (2) of Theorem 5.1.

Proof of Theorem 5.1 part (2) Assume that !(X,L) is Delone. We need to show that
Y(R) ⊆ Ysm. Thus let y ∈ Y(R) and assume that y /∈ Ysm. By Corollary 5.10 we can
find an open neighbourhood U ⊆ Cn of y such that

ψ : U ∩ Y → π2(U), y )→ π2(y)

is surjective and |ψ−1(x)| = 1 for every real x ∈ V ⊥. Let v ∈ V ⊥ be a real nonzero
vector which is not contained in the image of the tangent cone at y of the singular
locus of Y . This ensures that y is an isolated singularity of Y ′ = ψ−1(G) where
G = π2(y)+Cv. Thus by Lemma 5.5 the preimage under ψ |Y ′ of every real point on
G in a neighbourhood of y, except for y, has cardinality one even when counted with
multiplicities. Moreover, because y a singular point of Y ′, the preimage of y under
ψ |Y ′ has higher multiplicity. On the other hand, the map ψ |Y ′ is finite and flat at y.
Indeed, it is finite by [14, Lemma in §3.2] and it is flat because the local ring of Y ′ at
y is a finitely generated torsion-free module over the local ring of G at π2(y) which
is a principal ideal domain, hence the former is free over the latter. Thus by [14,
Corollary to Proposition 3.13] the fiber cardinality (counting multiplicities) of ψ |Y ′

is constant in a neighbourhood of ψ(y) contradicting our observation above. !

6 Non-periodicity and almost periodicity

In this section we will prove that, under certain conditions, our construction results
in Bohr almost periodic sets that do not contain any periodic set.
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Definition 6.1 A Delone set A ⊆ Rd is called Bohr almost periodic if for every ε > 0
there is a relatively dense set T (ε) ⊆ Rd such that for every τ ∈ T (ε), the Hausdorff
distance between A and A + τ = {x + τ : x ∈ A} is at most ε:

distH (A,A + τ ) ≤ ε.

Theorem 6.2 Let X ⊆ (P1)n be a strict Lee–Yang variety of dimension c = n− d < n

and L be a real n× d matrix all of whose d × d minors are positive. The set !(X,L)

is Bohr almost periodic.

Proof By Corollary 4.24 there exists a positive constant C > 0 such that for every

y ∈
[
− 1

2 , 1
2

]n
the Hausdorff distance of ! and

!y = {x ∈ Rd | exp(2π i(Lx + y)) ∈ X}

can be bounded by dist(!0,!y) ≤ C‖y‖. Given ε > 0 small enough let

T (ε) = {τ ∈ Rd | dist(Lτ,Zn) <
ε

C
}.

Then for each τ ∈ T (ε) there is y ∈
[
− 1

2 , 1
2

]n
such that exp(2π iy) = exp(2π iLτ )

and C‖y‖ ≤ ε. Since

!+τ = {x+τ | exp(2π iLx) ∈ X(T)} = {x | exp(2π iLx−2π iLτ ) ∈ X(T)} = !−y,

our choice of C gives distH (!,! + τ ) ≤ ε. To see that T (ε) is relatively dense
we will show that it contains a product T1(δ) × T2(δ) × · · · × Td(δ) such that each
Tj (δ) ⊆ R is relatively dense. Let L1, . . . ,Ld be the columns of L and let δ > 0 such
that dist(Lτ,Zn) < ε

C whenever dist(τjLj ,Zn) < δ for all j . Define Tj (δ) ⊆ R as
the set of τj for which dist(τjLj ,Zn) < δ. The fact that Tj (δ) is a relatively dense set
follows from Kronecker’s Theorem, see [5, Corollary on page 34] for example. !

In order to prove non-periodicity statements, we shall assume that the d ×d minors
of L are Q-linearly independent. We record some immediate consequences of this
assumption.

Lemma 6.3 If L ∈ Rn×d , with n > d ≥ 1, such that the d × d minors of L are Q-
linearly independent, then the following holds:

(1) For every non-zero v ∈ LRd we have

dimQ(v) := dim(spanQ{v1, . . . , vn}) > n − d.

Equivalently, det(AL) (= 0 for every matrix A ∈ Zd×n of rank d .
(2) The map Rd → Tn, x )→ exp(2π iLx) is injective with dense image.
(3) The map Zn → Rd , k )→ Ltk is injective with dense image.
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Proof For part (1), assume, by means of contradiction, that there exists y ∈ Rd such
that v = Ly (= 0 and dimQ(v) ≤ n − d . This means the entries of v satisfy at least
d linear relations 〈Aj , v〉 = 0 with Aj ∈ Zn and (A1, . . . ,Ad) linearly independent.
Taking the matrix A ∈ Zd×n whose rows are these Aj ’s provides an integer matrix
of rank d such that Av = ALy = 0. In particular, we have det(AL) = ∑

I AILI = 0,
summing over I ∈

([n]
d

)
, by Cauchy-Binet. Since A has full rank, at least one minor

is non-zero AI (= 0, so this is a Q-linear relation on the minors LI , contradicting the
assumption.

For parts (2) and (3), the map in (2) is a continuous group homomorphism whose
kernel consists of all x ∈ Rd such that v = Lx ∈ Zn. Because dimQ(v) = 1 ≤ n − d ,
part (1) shows that v = Lx = 0 and thus x = 0 since L has full rank. This proves that
the map in (2) is injective. By Pontryagin duality this is equivalent to the map in (3)
having dense image, see e.g. [48, Proposition 23.2]. The map in (3) being injective
directly follows from det(AL) (= 0 for every matrix A ∈ Zd×n of rank d . Indeed, if the
map was not injective, then there would exist 0 (= k ∈ Zn with Ltk = 0. Let A ∈ Qd×n

be a matrix of rank d whose first row equals kt . Because multiplication of a row by a
nonzero scalar does not change the rank of a matrix, we can clear denominators and
assume that A ∈ Zd×n. Because ktL = 0, the first row of the matrix AL is zero. This
contradicts det(AL) (= 0. As before, injectivity of the map in (3) is equivalent to the
map in (2) having dense image. !

Remark 6.4 Let S ∈ Rd×d be an invertible matrix. The matrix L ∈ Rn×d has Q-
linearly independent d × d minors if and only if LS does.

Remark 6.5 There exist explicit positive parametrizations of the positive Grassman-
nian Gr+(d,n). See, e.g., [15, 43, 49]. For example, Gr+(2,4) can be parameterized
by (w,x, y, z) ∈ R4

+, defining the corresponding point in Gr+(2,4) to be the range of

L = L(w,x, y, z) :=
(

1 0 −wy −w

0 1 wxy + z wx

)t

. The 2 × 2 minors (LI )I∈([4]
2 ) are

L{1,2} = 1, L{1,3} = wxy + z, L{1,4} = wx, L{2,3} = wy, L{2,4} = w, L{3,4} = wz.

In particular, the minors are positive if and only if (w,x, y, z) ∈ R4
+, and if we take

w, x, y, z to be algebraically independent over Q, or even just square-roots of distinct
primes, then these minors will be Q-linearly independent.

Definition 6.6 (Algebraic-torus cosets) We say that a subgroup H ⊆ (C∗)n is an alge-
braic subtorus of dimension m ≤ n if there is an n×m matrix with integer coefficients
A ∈ Zn×m of rank m such that

H = {exp(2π iAy) | y ∈ Cm}.

Given a point z = exp(2π ix) ∈ (C∗)n the algebraic-torus coset zH is given by

zH = {exp(2π i(x + Ay) | y ∈ Cd}.
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Theorem 6.7 Let X ⊆ (C∗)n be an algebraic variety of dimension c = n − d , of total
degree D, and assume that none of the irreducible components of X is an algebraic-
torus coset in (C∗)n. Let L ∈ Rn×d with Q-linearly independent d × d minors. Then
!(X,L) intersects every m-dimensional Q-vector space W ⊆ Rd in at most rm+1

points, with r = e(6D(n+D
D ))(5D(n+D

D ))

Theorem 6.7 is a consequence of [11, Theorem 1.2], which is Evertse’s proof of a
conjecture by Lang, commonly known as Lang’s Gm conjecture:

Theorem 6.8 ([11, Theorem 1.2]) Let V ⊆ (C∗)n be an algebraic variety of total de-
gree D and let G be a multiplicative subgroup of (C∗)n of finite rank m. Let G := {z ∈
(C∗)n | ∃j ∈ N : zj ∈ G} be its division group. Then G ∩ V is contained in a union

of at most R algebraic-torus cosets zjHj ⊆ V for R ≤ e(m+1)(6D(n+D
D ))(5D(n+D

D ))
.

We will need the following lemma.

Lemma 6.9 If L ∈ Rn×d has Q-linearly independent d × d minors, and zH is an
algebraic-torus coset of dimension m < n− d , then there is at most one point y ∈ Rd

with exp(2π iLy) ∈ zH .

Proof Assume that there are two points, y (= y′, such that both exp(2π iLy) ∈ zH

and exp(2π iLy′) ∈ zH , then exp(2π iL(y − y′)) ∈ H , that is,

v:=L(y − y′) = Au + 2πk

for some u ∈ Rm and k ∈ Zn, where A ∈ Zn×m. It follows that

dimQ(v) ≤ dimQ(Au) + 1 ≤ dimQ(u) + 1 ≤ m + 1 ≤ n − d

in contradiction to part (1) of Lemma 6.3. !

We can now prove Theorem 6.7.

Proof of Theorem 6.7 Let ! = !(X,L). Let W = spanQ(y1, . . . , ym) ⊆ Rd be an m-
dimensional Q-linear subspace, then exp(2π iW) = Ḡ is the division group of the
group G ⊆ (C∗)n generated by exp(2π iy1), . . . , exp(2π iym). According to Lang’s
Gm conjecture (i.e. Theorem 6.8), there are R = R(W,X) algebraic-torus cosets
in X, say zjHj ⊆ X, such that y ∈ W ∩ ! ⇒ exp(2π iy) ∈ ∪R

j=1zjHj . That is
W ∩ ! ⊆ ∪M

j=1!j where !j is the set of points y ∈ ! with exp(2π iy) ∈ zjHj .
By assumption, X has dimension n − d and no irreducible component which is an
algebraic-torus cosets, so the algebraic-torus cosets contained in X must have lower
dimension, dim(zjHj ) < n − d for all j . It follows from Lemma 6.9 that each !j

contains at most one point, so W ∩ ! contains at most R points. Theorem 6.8 also
provides a bound on R in terms of m and D the total degree of X, R ≤ rm+1, with

r = e(6D(n+D
D ))(5D(n+D

D ))
. !
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Corollary 6.10 (Non-periodicity) Let X ⊆ (P1)n be a strict Lee–Yang variety of di-
mension c = n−d < n such that no irreducible component of X is an algebraic-torus
coset. Let L be a real n×d matrix all of whose d ×d minors are positive and linearly
independent over Q. Then the following holds:

(1) !(X,L) ⊆ Rd intersects every lattice in at most rd+1 points, and every discrete
periodic set in finitely many points.

(2) !(X,L) ⊆ Rd intersects every set obtained by the “cut and project” method
from a lattice in Rd × RN , for some N ∈ N, in at most rd+N+1 points.

Here r is the constant introduced in Theorem 6.7.

Proof The Q-span of a lattice in Rd has dimension d as a Q-vector space. Thus by
Theorem 6.7 it can intersect !(X,L) in at most rd+1 points. By the same argument
!(X,L) intersects the translate of a lattice in at most rd+2 points. Because every
discrete periodic set is a finite union of translates of lattices, this proves part (1).

For the same reason, every projection of a lattice from Rd+N to Rd will have
dimQ ≤ N + d . Now recall that a set A ⊆ Rd is called a “cut and project” set, if there
is a lattice L ⊆ Rd ×RN for some N ∈ N and a bounded set O ⊆ RN with non-empty
interior such that A = {x ∈ Rd | ∃y ∈ O s.t. (x, y) ∈ L}. This construction implies
that dimQ(A) ≤ dimQ(L) ≤ d + N . Now the claim follows from Theorem 6.7. !

7 Proof of Theorem 2.3 and Theorem 2.6

In this section, we will prove Theorem 2.3 and Theorem 2.6. We fix a strict Lee–Yang
variety X ⊆ (P1)n of dimension c = n − d and multidegree d(X) = (dJ )

J∈([n]
d ) and

a matrix L ∈ Rn×d with positive d × d minors. We let ! = !(X,L). As in Sect. 4.3
we consider

Y(R) = {y ∈ Rn | exp(2π iy) ∈ X}

which is a Zn-periodic real analytic manifold of dimension c = n − d .

Definition 7.1 (mI ) For any I = {i1, . . . , ic}, 1 ≤ i1 < · · · < ic ≤ n, define the (peri-
odic) measure mI on Y(R) given by the c-dimensional volume in the I coordinates
dmI (x) = |dxi1 ∧ · · · ∧ dxic |, and its Fourier transform m̂I : Zn → C,

m̂I (k) =
∫

Y(R)∩[0,1]n
e−2π i〈x,k〉dmI (x).

By Remark 4.20 there is an orientation of Y(R) such that the measure mI can be
computed by integrating against the differential form s(I ) · dxi1 ∧ · · · ∧ dxic . More-
over, the Fourier transform m̂I (k) can be expressed as

m̂I (k) =
∫

Y(R)∩[0,1]n
e−2π i〈x,k〉dmI (x) = s(I )

(2π i)c

∫

X(T)
z−k dzi1 ∧ · · · ∧ dzic

zi1 · . . . · zic

(9)

with the orientation on X(T) as in Remark 4.20.
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Lemma 7.2 The support of m̂I is contained in Zn
var<d = {k ∈ Zn | var(k) < d}, and

m̂I (0) = d[n]\I .

Proof By Equation (9) the claim follows from Theorem 4.32 and Equation (4). !

Definition 7.3 For every Borel set A ⊆ Y(R) we define:

mL(A) := lim
ε→0

1
εd

Voln (A + εLQ)

where Voln is the Lebesgue measure in Rn, Q = [0,1]d ⊆ Rd and A + εLQ is the
Minkowski sum of A and εLQ which is the re-scaled image of Q under L.

Lemma 7.4 The measure mL depends linearly on the d × d minors of L,

mL =
∑

I∈([n]
d )

LI · m[n]\I .

In particular, m̂L(k) = ∑
I∈([n]

d ) LI · m̂[n]\I (k) is supported inside Zn
var<d , namely

m̂L(k) = 0 when var(k) ≥ d . Moreover, it is uniformly bounded by the zero coefficient

|m̂L(k)| ≤ m̂L(0) =
∑

I∈([n]
d )

LI · dI .

Proof If we assume that mL = ∑
I∈([n]

d ) LIm[n]\I then we can use the triangle in-

equality to get |m[n]\I (k)| ≤
∫
Y(R)∩[0,1]n dm[n]\I = m̂[n]\I (0) = dI where we used

Lemma 7.2 in the last equality, from which we get

|m̂L(k)| ≤ m̂L(0) =
∑

I∈([n]
d )

LI dI .

To show that mL = ∑
I∈([n]

d ) LIm[n]\I , we need to calculate the density dmL(x0)

at every x0 ∈ Y(R). Given I = {i1, . . . , ic} with 0 < i1 < · · · < ic ≤ n consider the
c-form dxI = dxi1 ∧ . . . , dxic and the sign s(I ) = (−1)

∑
i∈I i−∑

i /∈I i so that

dmI (x) = s(I )dxI .

Let A an open neighborhood of x0 ∈ Y(R) such that there exists an open subset
O ⊆ Rc and a smooth map

ϕ : O → Y(R)

parametrizing A such that ϕ(0) = x0. We denote the standard coordinates on Rc by
y = (y1, . . . , yc). The tangent space Tx0Y(R) is transversal to the image of L by
Lemma 4.17. Thus, after shrinking A if necessary we can parameterize A + εLQ by

ψ : O × (εQ) → A + εLQ, (y, z) )→ ϕ(y) + Lz
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where z = (z1, . . . , zd) are the standard coordinates on Rd . Using the notations dy =
dy1 ∧ · · · ∧ dyc and dz = dz1 ∧ · · · ∧ dzd we can calculate the Jacobian of ψ ,

det(Dψ(y, z))dy ∧ dz =det
(
Dϕ(y) L

)
dy ∧ dz

=
∑

I∈([n]
c )

s([n] \ I )L[n]\I det
(

∂(ϕi1 , . . . ,ϕic )

∂(y1, . . . , yc)

)
dy ∧ dz

=
∑

I∈([n]
c )

s([n] \ I )L[n]\I dxI ∧ dz,

where in the second line we use the Laplace expansion along the rows corresponding
to [c], and in the last line we used the chain rule for forms. Since the Jacobian is
independent of z, by taking ε > 0 small enough so that ψ is injective we get

ε−d Voln(A + εLQ) = ε−d

∫

z∈εQ

∫

x∈A

∑

I∈([n]
c )

s([n] \ I )L[n]\I dxI ∧ dz

=
∫

x∈A

∑

I∈([n]
c )

s([n] \ I )L[n]\I dxI =
∑

I∈([n]
c )

L[n]\ImI (A).

!

Let us now prove that the needed summation formula holds, from which we will
be able to conclude Theorem 2.3 and Theorem 2.6.

Proposition 7.5 (Summation formula) For every f ∈ S(Rd),
∑

x∈!

f̂ (x) =
∑

k∈Zn
var<d

m̂L(k)f (Ltk).

Proof Theorem 5.1 shows that ! is Delone, so the left sum is absolutely converging.
Using Corollary 3.6, Lemma 3.5, and |m̂L(k)| ≤ m̂L(0), the right sum is also ab-
solutely converging.7 To prove the summation formula we approximate mL and the
counting measure of ! with smooth compactly supported functions. We consider mL

as a singular measure on Rn that is supported on Y(R), i.e. mL(A) := mL(A∩Y(R))
for every Borel set A ⊆ Rn. For small enough ε > 0 let gε : Rn → [0, ε−d ] be a
smooth Zn-periodic function supported in an ε2 neighborhood of Y(R) + εLQ that
is equal to ε−d on Y(R) + εLQ. Then gεd Voln converges in the vague topology to
mL, i.e. for every continuous and compactly supported h : Rn → R,

lim
ε→0

∫

Rn
hgεd Voln =

∫

Y(R)
hdmL.

Since gε is Zn-periodic it has a Fourier series gε(y) = ∑
k∈Zn ĝε(k)e2π i〈k,y〉 with

ĝε(k) =
∫
[0,1]n e−2π i〈x,k〉gε(x)d Voln, and since gε is smooth, ĝε(k) is fast decaying

7We elaborate on that and show that
∑

k∈Zn
var<d ;|Lt k|<R |m̂L(k)| = O(Rn) in the proof of Theorem 2.6

which follows.
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as |k| → ∞ for fixed ε. On the other hand, for every fixed k ∈ Zn,

lim
ε→0

ĝε(k) = m̂L(k). (10)

Similarly, the function x )→ gε(Lx) is supported in an O(ε2) neighborhood of ! +
εQ and is equal to ε−d = Vold(εQ) on ! + εQ. So for every f ∈ S(Rd),

lim
ε→0

∫

Rd
f̂ (x)gε(Lx)dx =

∑

x∈!

f̂ (x).

The Fourier series of x )→ gε(Lx) is induced from that of gε ,

gε(Lx) =
∑

k∈Zn

ĝε(k)e2π i〈k,Lx〉 =
∑

k∈Zn

ĝε(k)e2π i〈Lt k,x〉.

For fixed ε > 0 and for every f ∈ S(Rd) we have
∫

Rd
f̂ (x)gε(Lx)dx =

∫

Rd
f̂ (x)

∑

k∈Zn

ĝε(k)e2π i〈Lt k,x〉dx

=
∑

k∈Zn

ĝε(k)

∫

Rd
f̂ (x)e2π i〈Lt k,x〉dx

=
∑

k∈Zn

ĝε(k)f (Ltk),

where we used that f ∈ S(Rd) and ĝε(k) is fast decaying in k to interchange sum-
mation and integration. Using the dominant converging theorem, and limε→0 ĝε(k) =
m̂L(k), we can take the limit,

∑

k∈Zn

m̂L(k)f (Ltk) = lim
ε→0

∑

k∈Zn

ĝε(k)f (Ltk) = lim
ε→0

∫

Rd
f̂ (x)gε(Lx)dx =

∑

x∈!

f̂ (x).
!

Remark 7.6 It is worth noting that m̂L is in $∞(Zn) but, as seen in the proof
above, not in $2(Zn). By Parseval’s theorem,

∑
k∈Zn |ĝε(k)|2 =

∫
[0,1]n |gε |2d Voln ≈

ε−dm̂L(0) → ∞ as ε → 0.

We are now in position to prove Theorem 2.3 and Theorem 2.6.

Proof of Theorem 2.3 The set ! is real by Proposition 4.4. The set ! is Delone by
Theorem 5.1. Corollary 3.6 states that the set

!′ = {Ltk | k ∈ Zn, var(k) < d} (11)

is discrete. Moreover, Corollary 3.6 shows that, for every ξ ∈ !′, the set of all k ∈
Zn

var<d with Ltk = ξ is finite. Therefore, we can define the coefficient

cξ =
∑

k∈Zn
var<d , Lt k=ξ

m̂L(k) (12)
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for every ξ ∈ !′. Now Proposition 7.5 implies that for every Schwartz function f ∈
S(Rd), we have

∑

x∈!

f̂ (x) =
∑

ξ∈!′
cξf (ξ).

This proves that ! has property (1) of Definition 1.1 of a Fourier quasicrystal. It
remains to prove the polynomial growth bounds from part (2) of Definition 1.1.
Because ! is Delone, we have |! ∩ BR(0)| = O(Rd). Furthermore, using that
|m̂L(k)| ≤

∫
|e−2π i〈x,k〉|dmL(x) = m̂L(0), Corollary 3.6 gives

∑

ξ∈!′∩BR(0)

|cξ | ≤ m̂L(0) · |{k ∈ Zn
var<d | |Ltk| < R}| = O(Rn).

This proves that ! is a Fourier quasicrystal with spectrum contained in !′. !

Proof of Theorem 2.6 The set ! is Bohr almost periodic by Theorem 6.2. The set
!′ ⊆ Rd and the coefficients cξ ∈ C for ξ ∈ !′ are given as above in Equation (11)
and Equation (12), respectively. Lemma 3.5 implies that k = 0 is the only solution to
Ltk = 0 with k ∈ Zn

var<d , so c0 = m̂L(0). Therefore, Lemma 7.4 shows that

c0 =
∑

I∈([n]
d )

LI · dI .

The remaining statement of part (1) in Theorem 2.6, namely that c0 is the density
of !, will be shown in Theorem 10.1 using that ! is a Fourier quasicrystal by The-
orem 2.3. For part (2) note that by definition of !′ it is clear that dimQ(!′) ≤ n.
The statement on its growth rate follows from Corollary 3.6. For part (3) we let
cL,k = m̂L(k) for every k ∈ Zn. Equation (12) and Lemma 7.4 imply the formula for
cξ ; the sum in question being finite was already observed in the proof of Theorem 2.3
above. The stated dependence of cL,k on L also follows Lemma 7.4. Finally

|cL,k| = |m̂L(k)| ≤
∫

|e−2π i〈x,k〉|dmL(x) = m̂L(0) = c0

gives the desired bound. !

8 Reduction to strict Lee–Yang varieties

This section is motivated by [4], whose main result can be stated as follows: If X ⊆
(C∗)n is an algebraic hypersurface, i.e. of pure codimension one, and $ ∈ Rn such that
!(X,$) is real, then there is a Lee–Yang hypersurface X̃ and a vector $̃ with positive
entries, such that !(X,$) = !(X̃, $̃). The main result of this section, Theorem 8.4,
is of similar flavor. Namely, it gives sufficient criteria on an algebraic variety X and
a matrix L under which there is a strict Lee–Yang variety X̃ and a matrix L̃ with
positive maximal minors such that !(X,L) = !(X̃, L̃). Before we formulate the
precise statement, we prove some preparatory lemmas.
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Lemma 8.1 Let U ⊆ Gr(d,n) be a nonempty open subset. Let L ∈ Rn×d be a real
n × d matrix whose range is in U , LRd ∈ U . There exists a non-singular n × n

matrix S with entries in Z and the following two properties:

(1) The range of SL is in Gr+(d,n).
(2) The range of S−1L′ is in U for every n×d matrix L′ whose range is in Gr≥(d,n).

Proof If a matrix S satisfies (1) and (2), then every multiple of S by a non-zero scalar
also satisfies (1) and (2). Thus, it suffices to find such a matrix S with rational entries.
Furthermore, since (1) and (2) are open conditions on S, it even suffices to find such
a matrix S with entries in R. Throughout the proof we will consider Gr(d,n) as a
subset of P(∧dRn) via the Plücker embedding. Since GLn(R) acts transitively on
Gr(d,n), we can assume without loss of generality that the range of L is spanned by
e1, . . . , ed . We observe that it suffices to prove the claim for any open neighbourhood
of the range of L that is contained in U . Hence without loss of generality, we can
assume that U is contained in the open affine chart of P(∧dRn) where the Plücker
coordinate corresponding to [d] is not zero. This chart is naturally homeomorphic to
RN , where N =

(n
d

)
− 1 and the range of L corresponds to the origin of RN . Thus

by further shrinking U we can assume that U is the intersection of Gr(d,n) with an
open ε-ball B around the origin in this chart. Under the natural projection

∧dRn \ {0} → P(∧dRn)

the ball B is the image of the open convex cone

C =






∑

I∈([n]
d )

λI eI |
∑

I (=[d]
λ2

I < ε · λ2
[d], λ[d] > 0





⊆ ∧dRn,

where eI = ei1 ∧ · · · ∧ eid if I = {i1, . . . , id} and 1 ≤ i1 < · · · < id ≤ n.
Let A be a d × n matrix all of whose d × d minors are positive. Let A1 and A2

be the d × (n − d) and d × d matrices such that A =
(
A1 A2

)
, and define the n × n

matrix Tν , in the block decomposition Rn = Rn−d × Rd , as follows

Tν =
(

A1 A2

0n−d×d ν · In−d

)

,

where In−d is the (n − d) × (n − d) identity matrix and 0n−d×d the n − d × d zero
matrix. Clearly, for ν (= 0, the n × n matrix Tν is invertible. On the other hand, for
every I ∈

([n]
d

)
the linear subspace spanned by all T0(ei) for i ∈ I is just the range

of L and therefore in B for every I ∈
([n]

d

)
. Hence for small enough ν > 0 the linear

subspace spanned by all Tν(ei) for i ∈ I is also in B . By our positivity assumption
on A, we even have that the induced linear map

∧dTν : ∧d Rn → ∧dRn
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sends eI to C for all I ∈
([n]

d

)
. As this is an open condition, it is also satisfied by

S =
(

A1 A2

R ν · In−d

)

,

where R is an (n − d) × d matrix sufficiently close to the zero matrix so that the
span of the first d columns of S is in Gr+(d,n). Such a matrix exists because the
closure of Gr+(d,n) is Gr≥(d,n) [23, Theorem 3.15(ii)]. Since C is a convex cone,
every nontrivial nonnegative linear combination of the eI is also mapped to C by
∧dS. This implies in particular that Gr≥(d,n) is mapped to a subset of U . Hence the
range of SL is in Gr+(d,n) and S−1L′ ∈ U for every d × n matrix whose range is in
Gr≥(d,n). !

We apply such coordinate changes to the amoeba of the variety X. Formally, the
amoeba of an algebraic variety X ⊆ (C∗)n, denoted A(X), is the image of X under
the map (C∗)n → Rn taking (z1, . . . , zn) to (log |z1|, . . . , log |zn|). That is, A(X) =
{a ∈ Rn | ∃b ∈ Rn s.t. exp(a + ib) ∈ X}. See [18, 39] for more detail.

Lemma 8.2 Let X ⊆ (C∗)n be a closed equidimensional algebraic subvariety of di-
mension c = n − d which is invariant under the coordinate-wise involution z )→ 1/z̄

and A(X) ⊆ Rn be its amoeba. If S ∈ Zn×n is a nonsingular integer valued n×n ma-
trix, then the set X′ = {exp(2π iSx) | x ∈ Cn, exp(2π ix) ∈ X} is a closed equidimen-
sional algebraic subvariety of (C∗)n of dimension c = n− d which is invariant under
the coordinate-wise involution z )→ 1/z̄. In particular, we have A(X′) = SA(X).

Proof Let S = (sij )ij with sij ∈ Z. We consider the morphism

fS : (C∗)n → (C∗)n, (z1, . . . , zn) )→ (z
s11
1 · · · zs1n

n , . . . , z
sn1
1 · · · zsnn

n ).

The set X′ = fS(X) is invariant under the coordinate-wise involution z )→ 1/z̄ and
clearly satisfies exp(2π ix) ∈ X ⇔ exp(2π iSx) ∈ X′ for all x ∈ Cn. Hence it suffices
to show that fS is a finite map. We can write S in Smith normal form S = RDT where
R, T are invertible integer matrices and D is a diagonal integer matrix. The mor-
phisms fR and fT are automorphisms of (C∗)n so in particular finite. The morphism
fD can be decomposed into morphisms that take the m-th power of the i-th entry and
leave the remaining entries unchanged. These are clearly finite. Finally, the statement
that A(X′) = SA(X) follows directly from exp(2π ix) ∈ X ⇔ exp(2π iSx) ∈ X′ by
taking the logarithm of the absolute value of both sides. !

Lemma 8.3 Let X ⊆ (C∗)n be a closed algebraic subvariety of dimension c = n − d
which is invariant under the coordinate-wise involution z )→ 1/z̄ and A(X) ⊆ Rn be
its amoeba. If there exists an open subset U ⊆ Gr(d,n) such that

(i) Gr≥(d,n) ⊆ U , and
(ii) A(X) ∩ V = {0} for every V ∈ U ,

then the closure X̄ of X in (P1)n satisfies conditions (1) and (2) in Definition 4.1.
(Condition (3), that X(T) is smooth, may not be satisfied.)
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Proof We need to show that X̄ is invariant under the involution z )→ 1/z̄ (condition
(1) in Definition 4.1) and that every point z ∈ X̄, which is not in Tn, has var(log |z|) ≥
d (condition (2) in Definition 4.1).

For condition (1), by assumption, X is invariant under the involution, so it also
takes its closure X̄ to itself, as needed. For condition (2), Lemma 3.2 implies that
every 0 (= v ∈ Rn with var(v) < d is contained in a linear subspace V ∈ Gr≥(d,n),
so (i) implies V ∈ U and we conclude that v /∈ A(X) from (ii). This means that every
z ∈ X \ Tn has var(log |z|) ≥ d , and we are left with showing that this is also the case
for all z ∈ X̄ \ X.

Assume that this is not the case, i.e. there exists z ∈ X̄ \X with var(log |z|) < d , so
there is a sequence (zi)i∈N ⊆ X \ Tn converging to z. Consider the sequence (ai)i∈N
of points on the sphere

ai = log |zi |
‖(log |zi |)‖

∈ Sn−1.

After passing to a subsequence if necessary, the sequence converges to a limit
limi→∞ ai = a ∈ Sn−1. Since every non-zero entry of a has the same sign as the
corresponding entry of log |z|, we obtain

var(a) ≤ var(log |z|) < d.

By Lemma 3.2 there exists V ∈ Gr≥(d,n) which contains a, and V ∈ U by (i). We
complete a by b1, . . . , bd−1 to a basis of V , and define Vi = span(ai, b1, . . . , bd−1)

for all i ∈ N, so that Vi ∈ Gr(d,n) for large enough i and so that the sequence (Vi)i∈N
converges (as points in Gr(d,n)) to V ∈ U . Therefore Vi ∈ U for some i ∈ N. By con-
struction, log |zi | (= 0 and log |zi | ∈ Vi ∩ A(X), in contradiction to (ii). We conclude
that X̄ satisfies (2). !

Theorem 8.4 Let X ⊆ (C∗)n be a closed equidimensional subvariety of dimension
c = n − d which is invariant under the coordinate-wise involution z )→ 1/z̄. Let L be
an n × d matrix such that the following holds:

(1) There is an open subset U ⊆ Gr(d,n) which contains LRd , the range of L, such
that A(X) ∩ V = {0} for every V ∈ U .

(2) The set !(X,L) is Delone.

Then there is a strict Lee–Yang variety X̃ ⊆ (P1)n and an n×d matrix L̃ whose range
is in Gr+(d,n) such that !(X,L) = !(X̃, L̃). In particular, the Delone set !(X,L)

is a Fourier quasicrystal.

Proof First we note that after replacing (C∗)n by a suitable algebraic subtorus and X

with the intersection of X with this subtorus, we can assume without loss of generality
that the rows of L are linearly independent over Q. By Lemma 8.1 there exists a non-
singular n × n matrix S with entries in Z such that the range of SL is in Gr+(d,n)

and the range of S−1L′ is in U for every n×d matrix L′ whose range is in Gr≥(d,n).
Let U ′ be the image of U under the automorphisms Gr(d,n) → Gr(d,n) induced by
S. Then U ′ is an open subset of Gr(d,n) which contains Gr≥(d,n) such that the
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range of S−1L′ is in U for every n× d matrix whose range is in U ′. The latter means
that elements of U ′ intersect SA(X) only in the origin. By Lemma 8.2 there exists a
closed algebraic subvariety X′ ⊆ (C∗)n of codimension d which is invariant under the
coordinate-wise involution z )→ 1/z̄ such that exp(2π ix) ∈ X ⇔ exp(2π iSx) ∈ X′

for all x ∈ Cn and whose amoeba is A(X′) = SA(X). By Lemma 8.3 the closure
X̃ of X′ in (P1)n satisfies conditions (1) and (2) in Definition 4.1. By construction
we have !(X,L) = !(X̃, L̃) where L̃ = SL. Finally, because ! is a Delone set, the
torus part of X̃ is smooth by Theorem 5.1 which implies the claim. !

Corollary 8.5 Let X ⊆ (P1)n be a Lee–Yang variety of codimension d such that X(T)
is contained in the smooth part of X. Further let L ∈ Rn×d be a real matrix all
of whose d × d minors are positive. Then !(X,L) is a Fourier quasicrystal and a
Delone set.

Proof By Proposition 4.4 the variety X∩ (C∗)n satisfies condition (1) of Theorem 8.4
because Gr+(d,n) is open. By Theorem 5.1 it also satisfies part (2). !

Corollary 8.6 Let ! ⊆ Rn be a Delone Fourier quasicrystal obtained as in [32, The-
orem 3]. There is a strict Lee–Yang variety X̃ ⊆ (P1)n and an n × d matrix L̃ whose
range is in Gr+(d,n) such that ! = !(X̃, L̃).

Proof This follows from Theorem 8.4. Indeed, by [32, Theorem 2] there is a closed
subvariety X ⊆ (C∗)n of codimension d , cut out by d equations, and an n × d matrix
L satisfying condition (1) in Theorem 8.4 such that ! = !(X,L). The variety X is
equidimensional because it is a complete intersection. Condition (2) is satisfied by
assumption. Finally, after replacing X by the Zariski closure of X(T), we can also
assume that it is invariant under the coordinate-wise involution z )→ 1/z̄. !

9 Genuine high-dimensionality

The goal of this section is to prove that with our construction we can obtain Fourier
quasicrystals that are genuinely high-dimensional in the sense that their supports do
not contain one-dimensional Fourier quasicrystals nor subsets that are assymptoti-
cally close to such. This implies in particular that in R2 and R3 these Fourier qua-
sicrystals do not contain the product of two lower dimensional Fourier quasicrystals.

Definition 9.1 ([31]) A Fourier quasicrystal ! ⊆ Rd is of toral type if its spectrum is
contained in a finitely generated subgroup of Rd .

Example 9.2 By [42] every Fourier quasicrystal ! ⊆ R is of toral type.

Lemma 9.3 Let 5 ⊆ Rm be a Fourier quasicrystal of toral type which is also Delone.
Let M ∈ Rn×m be an n × m matrix such that ψ(x) = exp(2π iMx) is a homomor-
phism from Rm to Tn with a dense image. Then the Zariski closure of

ψ(5) = {exp(2π iMx) | x ∈ 5}

in Tn has dimension at least n − m.
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Proof Let 5′ be the spectrum of 5 and consider the subgroup G of Rm generated by
the elements of 5′ and the rows of M . The subgroup G is finitely generated since 5

is toral and we denote its rank by l ∈ N. We define a real matrix M1 ∈ Rm×l whose
columns comprise a Z-basis of G. Then there is a unique integer valued matrix M2 ∈
Zl×n such that M = Mt

2M
t
1. We consider the group homomorphisms ψ1 : Rm → Tl

defined by x )→ exp(2π iMt
1x) and ψ2 : Tl → Tn defined by

ψ2(z) = zMt
2 =

(
l∏

i=1

z
(M2)i,1
i , . . . ,

l∏

i=1

z
(M2)i,n
i

)

,

so that ψ(x) = (ψ2 ◦ ψ1)(x) = exp(2π iMx). The map Zl → Rm, k )→ M1k is in-
jective by construction (since the columns of M1 are a Z-basis of G), so that by
Pontryagin duality, see for example [48, Proposition 23.2], the image of ψ1 is dense
in Tl . It follows from [32, Proposition 2] that 5 is Bohr almost periodic, so that by
[31, Theorem 5] the closure of ψ1(5) in Tl is a union of l − m dimensional tori. In
particular, the Zariski closure Z of ψ1(5) has dimension at least l − m. Because ψ

has dense image, the group homomorphism ψ2 is surjective. Thus l ≥ n and the fibers
of ψ2 are all of dimension l −n. This shows that the dimension of the Zariski closure
of ψ2(Z) is at least

dim(Z) − (l − n) ≥ (l − m) − (l − n) = n − m.

This proves the claim. !

Definition 9.4 If W ⊆ Rd is an affine m-dimensional subspace, we call a set 5 ⊆ W

a Fourier quasicrystal in W if it is isometric to a Fourier quasicrystal ! ⊆ Rm, and
we say 5 is of toral type if ! is.

Theorem 9.5 Let ! = !(X,L) ⊆ Rd as in Theorem 2.3, with the further assumptions
that:

(1) The variety X is a curve, i.e. dim(X) = 1, and so d = n − 1.
(2) Furthermore, X is irreducible and X(T) = X ∩ Tn is not contained in a coset of

a proper subtorus of Tn.
(3) The d × d minors of L are Q-linearly independent.

Then, there is no affine subspace W ! Rd such that W ∩ ! contains a Fourier qua-
sicrystal of toral type in W .

Proof Assume that this is not the case, so that there are m ∈ {1, . . . , d − 1}, a ∈ Rd ,
M ∈ Rd×m of full rank, and a Fourier quasicrystal of toral type 5 ⊆ Rm such that
{My + a | y ∈ 5} ⊆ !. Multiplying X by exp(−2π iLa) ∈ Tn provides a new Lee–
Yang curve X′ that also satisfies our assumptions such that !(X′,L) = ! − a. Thus
we may assume that a = 0. We consider the group homomorphism

ψ : Rm → Tn, y )→ exp(2π iLMy).
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We will show that ψ has dense image. By construction we have that

ψ(5) = {exp(2π iLMy) | y ∈ 5} ⊆ X(T).

Since Rd → Tn, x )→ exp(2π iLx) is injective, by Lemma 6.3, and M has full rank,
it follows that ψ(5) is infinite. Therefore, its Zariski closure in Tn is

ψ(5)
zar = X(T)

because X is irreducible and one-dimensional. On the other hand, the closure TM =
ψ(Rm) ⊆ Tn of the image of ψ is a subtorus, so it is Zariski closed in Tn. Because
TM contains ψ(5) and thus its Zariski closure X(T), our assumption (2) implies that
TM = Tn. This shows that ψ has a dense image in Tn. Now Lemma 9.3 says that
ψ(5)

zar
has dimension at least n − m ≥ 2, in contradiction to dim(X(T)) = 1. !

Because every one-dimensional Fourier quasicrystal is of toral type by [42], we
obtain the following.

Corollary 9.6 Consider ! = !(X,L) as in Theorem 9.5. Then, there is no one-
dimensional affine subspace W ! Rd such that W ∩ ! contains a Fourier quasicrys-
tal in W .

Remark 9.7 In the proof of Theorem 9.5 the Zariski closure of ψ(5) does not change
if we remove finitely many points. Thus we can even deduce that there is no one-
dimensional affine subspace W ! Rd and no finite set S ⊆ W such that (W ∩ !) ∪ S

contains a Fourier quasicrystal in W . In Corollary 9.11 we will prove an even stronger
statement.

Corollary 9.8 Consider ! = !(X,L) as in Theorem 9.5 and further assume that d ∈
{2,3}. Then ! does not contain a set which is the product of two lower dimensional
Fourier quasicrystals or a translate thereof.

Proof If ! contained the translate of a product of two lower dimensional Fourier qua-
sicrystals, then at least one of these lower dimensional Fourier quasicrystals would
be one-dimensional and thus contained in some one-dimensional affine subspace W

of Rd . Now claim follows from Corollary 9.6. !

Next we show that W ∩ ! cannot even contain any discrete set which is asymp-
totically close to a Fourier quasicrystal.

Definition 9.9 Two discrete sets {sn}∞n=−∞ and {km}∞m=−∞ enumerated monotoni-
cally are called asymptotically close if there exist N± ∈ N such that

lim
n→±∞

(sn − kn+N±) = 0.

Let us remind that two zero sets of analytic almost periodic functions, that are
asymptotically close, coincide:
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Theorem 9.10 ([29, Theorem 5]) Let kn and ln inside the strip
{
z = x + iy : |y| < h

}

be zeroes of two almost periodic functions f1 and f2, respectively, both holomorphic
in a slightly larger strip

{
z = x + iy : |y| < H

}
, h < H . If there exists a subsequence

lnm of ln such that

lim
n→∞(kn − lnm) = 0, (13)

then all the zeroes of f1 inside the smaller strip are zeroes of f2 with at least the same
multiplicity.

Corollary 9.11 If ! = !(X,L) ⊆ Rd as in Theorem 9.5, and d ∈ {2,3}, then there is
no one-dimensional affine subspace W ! Rd such that W ∩! is asymptotically close
to a Fourier quasicrystal in W .

Proof Assume for the sake of a contradiction that there exists a one-dimensional
affine subspace W ! Rd and a Fourier quasicrystal !̃ in W which is asymptotically
close to W ∩!. Following [42] there exists a trigonometric polynomial whose zeroes
coincides with !̃. The set W ∩ ! is a common zero set for several trigonometric
polynomials obtained as the restrictions of the polynomials determining X to the
curve exp(2π iLW). It is enough to consider zeroes on the real line. Then Theorem
9.10 implies that W ∩ ! coincides with !̃. We may apply Corollary 9.6. !

10 Auto-correlation and the diffraction measure

Here we prove Theorem 2.9. For the reader’s convenience, we present a more explicit
version.

Theorem 10.1 Suppose that a set ! ⊆ Rd is a Fourier quasicrystal, with spectrum
!′ and Fourier coefficients (cξ )ξ∈!′ , as in Definition 1.1. Then, using the notation
NR(x) = |! ∩ BR(x)|, we have:

(1) The auto-correlation γ of ! exists and the diffraction measure is equal to γ̂ =∑
ξ∈!′ |cξ |2δξ . Namely, for every f ∈ S(Rd),

lim
R→∞

1
Vol(BR)

∑

x,y∈!∩BR

f̂ (x − y) =
∑

ξ∈!′
|cξ |2f (ξ).

(2) The Fourier coefficient c0 is real, positive, and is the density of !

lim
R→∞

NR(0)

Vol(BR)
= c0 > 0,

and there exists C′ > 0 such that for all R > 1

sup
x∈Rd

|NR(x) − c0 Vol(BR)| ≤ C′Rd−1.
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Proof We first prove part (2) and then part (1). To see that c0 > 0, let ε > 0 such
that |ξ | > ε for all ξ ∈ !′ \ {0}. Let f be a smooth function supported inside Bε/2(0)

and normalized in L2. We can make sure that f̂ (x) (= 0 for some x ∈ ! by chang-
ing f (ξ) )→ f (ξ)e2π i〈ξ,x0〉 so that f̂ (x) )→ f̂ (x − x0), for appropriate shift x0. Let
f̃ (x) = f (−x), so that the convolution φ = f ∗ f̃ is smooth, supported inside the
ball Bε(0), and has a non-negative Fourier transform φ̂ = |f̂ |2 that is non-zero on
some point of !. The L2 normalization gives φ(0) =

∫
Rd |f̂ |2dx = 1, and so the

summation formula yields

c0 =
∑

ξ∈!′
cξφ(ξ) =

∑

x∈!

φ̂(x) > 0.

To prove the rest of part (2), denote the inverse Fourier transform by f̌ (ξ) =∫
Rd e2π i〈ξ,x〉f (x)dx = f̂ (−ξ), so that if g = f̂ then ǧ = f . The summation formula

can be written as
∑

x∈!

f (x) =
∑

ξ∈!′
cξ f̌ (ξ), for all f ∈ S(Rd).

Notice that if f is symmetric f (x) = f (−x), then f̌ = f̂ . We define a family of
symmetric non-negative “bump functions” gR ∈ S(Rd) for R > 1, by

gR = χR ∗ ψ,

where χR is the indicator function of BR(0) and ψ ∈ S(Rd) is some fixed non-
negative smooth function supported in B1(0), which is normalized in the sense that∫

ψ(x)dx = 1, and symmetric, i.e. ψ(−x) = ψ(x). Since both χR and ψ are sym-
metric, then so does gR , and therefore ǧR(ξ) = ĝR(ξ) = ψ̂(ξ)χ̂R(ξ).

By construction, gR−1(x) ≤ χR(x) ≤ gR+1(x) for all x ∈ Rd and all R > 1, so the
summation over !, shifted by x0 ∈ Rd , gives

∑

x∈!

gR−1(x − x0) ≤ NR(x0) =
∑

x∈!

χR(x − x0) ≤
∑

y∈!

gR+1(x − x0).

The inverse Fourier transform of x )→ gR(x − x0) is ξ )→ e2π i〈ξ,x0〉ĝR(ξ), so the
summation formula gives

∑

ξ∈!′
cξ e

2π i〈ξ,x0〉ĝR−1(ξ) ≤ NR(x0) ≤
∑

ξ∈!′
cξ e

2π i〈ξ,x0〉ĝR+1(ξ).

Using that ĝR(0) = ψ̂(0)χ̂R(0) = Vol(BR) for all R > 1, the above inequalities give

|NR(x0) − c0 Vol(BR)| ≤ max
R′=R±1



c0 |Vol(BR) − Vol(BR′)| +
∑

ξ∈!′\{0}

∣∣cξ ĝR′(ξ)
∣∣





≤c0 (Vol(BR+1) − Vol(BR−1)) + max
R′=R±1

∑

ξ∈!′\{0}

∣∣cξ ĝR′(ξ)
∣∣ .
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This bound is independent of x0. Notice that Vol(BR+1) − Vol(BR−1) = O(Rd−1).
To prove part (2), it is enough to show that

∑
ξ∈!′\{0} |cξ ĝR′(ξ)| = O(Rd−1). The

Fourier transform of the indicator of the unit ball is given by a Bessel function
χ̂1(ξ) = ‖ξ‖−d/2Jd/2(‖ξ‖) which is known to satisfy the bound |Jd/2(r)| ≤ CJ r− 1

2

for some CJ > 0 (see for example [1, p. 364, 9.2.1]). Scaling gives

|χ̂R(ξ)| = Rd |χ̂1(Rξ)| ≤ CJ R
d−1

2 ‖ξ‖− d+1
2 ,

so for ξ (= 0 we can estimate

|ĝR(ξ)| = |ψ̂(ξ)χ̂R(ξ)| ≤ |ψ̂(ξ)|CJ R
d−1

2 ‖ξ‖− d+1
2 . (14)

Since !′ is discrete there exists ε > 0 such that !′ ∩ Bε = {0} which implies
‖ξ‖− d+1

2 < ε− d+1
2 for all ξ ∈ !′ \ {0}, which in turn gives

∑

ξ∈!′\{0}
|cξ ĝR(ξ)| < R

d−1
2



CJ ε− d+1
2

∑

ξ∈!′\{0}
|cξ ψ̂(ξ)|



 .

Since ψ ∈ S(Rd) and ! is a Fourier quasicrystal, the polynomial growth implies that∑
ξ∈!′ |cξ ψ̂(k)| < ∞, and therefore

∑
ξ∈!′\{0} |cξ ĝR(ξ)| ≤ C′′R

d−1
2 for all R > 1,

which proves part (2), since

|NR(x0) − c0 Vol(BR)| ≤ c0 (Vol(BR+1) − Vol(BR−1))+C′′(R+1)
d−1

2 = O(Rd−1).

For part (1), notice that
∑

x∈! gR(x)e−2π i〈ξ0,x〉 = ∑
ξ∈!′ cξ ĝR(ξ − ξ0). If we de-

fine the Fourier coefficient cξ0 = 0 when ξ0 /∈ !′, then similarly to part (2), we have
∣∣∣∣∣∣

∑

x∈!∩BR(0)

e−2π i〈ξ0,x〉 − cξ0 Vol(BR)

∣∣∣∣∣∣

≤

∣∣∣∣∣∣

∑

x∈!∩BR(0)

e−2π i〈ξ0,x〉 −
∑

x∈!

gR(x)e−2π i〈ξ0,x〉

∣∣∣∣∣∣

+

∣∣∣∣∣∣

∑

ξ∈!′
cξ ĝR(ξ − ξ0) − cξ0 Vol(BR)

∣∣∣∣∣∣

≤ NR+1(0) − NR(0) +
∑

ξ∈!′\{ξ0}

∣∣cξ ĝR(ξ − ξ0)
∣∣ ,

and the same argument as in part (2), using that ψ ∈ S(Rd) and that there is some
positive lower bound ‖ξ − ξ0‖ ≥ ε > 0 for all ξ ∈ !′ \ {ξ0}, we conclude that there
is some C′′′ > 0 (that may depend on ξ0) such that

∑
ξ∈!′\{ξ0}

∣∣cξ ĝR(ξ − ξ0)
∣∣ ≤

C′′′R
d−1

2 for all R > 1. This means that summing e−2π i〈ξ,x〉 over x ∈ ! ∩ BR(0) is



368 L. Alon et al.

equal to cξ Vol(BR) + O(Rd−1). Taking complex conjugate, for later use, this gives
∑

x∈!∩BR(0)

e2π i〈ξ,x〉 = cξ Vol(BR) + O(Rd−1). (15)

Given f ∈ S(Rd) and y ∈ Rd let fy(x) = f (y − x). Its inverse Fourier transform is
f̌y(ξ) = f̂ (ξ)e2π i〈ξ,y〉, and the summation formula gives

|
∑

x∈!

f (y − x)| = |
∑

ξ∈!′
cξ f̂ (ξ)e2π i〈ξ,y〉| ≤

∑

ξ∈!′
|cξ f̂ (ξ)|,

independently of y. This bound and (15) allows to switch the order of summation and
take the limit inside in the next calculation

lim
R→∞

1
Vol(BR)

∑

y∈!∩BR

∑

x∈!

f (y − x)

= lim
R→∞

1
Vol(BR)

∑

y∈!∩BR

∑

ξ∈!′
cξ f̂ (ξ)e2π i〈ξ,y〉

=
∑

ξ∈!′
cξ f̂ (ξ)



 lim
R→∞

1
Vol(BR)

∑

y∈!∩BR

e2π i〈ξ,y〉





=
∑

ξ∈!′
|cξ |2f̂ (ξ),

using Equation (15) in the last equality. It is left to show that for all f ∈ S(Rd)

lim
R→∞

1
Vol(BR)

∑

x,y∈!∩BR

f (y − x) = lim
R→∞

1
Vol(BR)

∑

y∈!∩BR

∑

x∈!

f (y − x),

or equivalently,

lim
R→∞

1
Vol(BR)

∑

y∈!∩BR

∑

x∈!\BR

f (y − x) = 0.

Since compactly supported smooth functions are dense in S(Rd), it is enough to
prove this convergence for f ∈ C∞

c (Rd). Let T large enough so that f is supported
inside the ball BT (0) and let R ? T . Using part (2) we can bound

∣∣∣∣∣∣

∑

y∈!∩BR(0)

∑

x∈!\BR(0)

f (y − x)

∣∣∣∣∣∣
≤ ‖f ‖∞

∑

y∈!∩BR\BR−T

|! ∩ BT (y)|

≤ ‖f ‖∞C2T d−1(Vol(BR) − Vol(BR−T ))

= O(Rd−1),
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and therefore,

lim
R→∞

1
Vol(BR)

∣∣∣∣∣∣

∑

y∈!∩BR

∑

x∈!\BR

f (y − x)

∣∣∣∣∣∣
= 0.

!

11 Concrete examples of Delone Fourier quasicrystals

Here we apply our construction to concrete examples of strict Lee–Yang varieties and
examine the resulting Fourier quasicrystals. We start with a trivial example.

Example 11.1 (Lattices) If X = {(1, . . . ,1)} ∈ (P1)n, which is a strict Lee–Yang vari-
ety by Lemma 4.9, and L is an n × n matrix of positive determinant, then !(X,L) is
a lattice in Rn. Every lattice in Rn can be obtained in this way.

Next we apply the construction to one dimensional strict Lee–Yang varieties.

Example 11.2 For a concrete instance of Example 4.13, we choose f1(t) = t − 1,
f2(t) = t and f3 = t + 1. Then we obtain

X̃ =
{(−1 + i + t

−1 − i + t
,

−i + t

i + t
,

1 + i + t

1 − i + t

)
| t ∈ C ∪ {∞}

}
⊆ (P1)3

which is a strict Lee–Yang variety of codimension two. It is the closure of the curve
considered in Example 1.3. Its multidegree is (1,1,1). One can check that {θ ∈
[0,1]3 | exp(2π iθ) ∈ X̃} affinely span all of R3. Indeed, the image of t = −1,0,1,2
under the parametrization are affinely independent. Therefore X̃ is not contained in
any subtorus of T3. One checks that the 2 × 2 minors of

L =




1 0
0 1

−
√

2
√

3





are positive and linearly independent over Q. Therefore, the set ! = !(X̃,L) is a
Delone Fourier quasicrystal as in Theorem 2.3 satisfying the properties from Theo-
rem 2.6. Its density is

7(!) = 1 +
√

2 +
√

3 ≈ 4.14626.

The Fourier transform of its counting measure is supported on the set

!′ = {Ltk | k ∈ Z3 with var(k) < 2},

which is discrete, by Corollary 3.6. The curve X̃ and the discrete sets !, !′ appear
in Fig. 1. Using Equation (9) we can even compute the coefficients of the Fourier
transform. For example the coefficient of (0,0) ∈ !′ equals the density 7(!):

c(0,0) = 1 +
√

2 +
√

3 ≈ 4.14626.
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For another example consider the point ξ =
(√

2 − 1,−
√

3 − 1
)

∈ !′. Again using
the integral formula in Equation (9) we compute its Fourier coefficient as

cξ = 4
25

i
(
(−2 + i) + (2 + i)

√
2 + 2i

√
3
)

≈ −0.94053 + 0.132548i.

Example 11.3 Consider the smooth projective curve X of genus one defined by

y2 = 1 + 4x2 − 8x3 + 4x4. (16)

By this we mean the normalization of the projective closure of the affine curve cut
out by Equation (16). Because X(R) has 2 = g + 1 connected components, namely
given by y > 0 and y < 0, the curve X is separating. We let X+ be the connected
component of X(C) \ X(R) that contains the point

Q =
(

1 +
√

2 + i

2
, i

)

.

We now consider the following three rational functions on X:

f1 = x, f2 = −−1 + 4x − 2x2 + y

2(−1 + x)
, f3 = 1 − 4x + 2x2 − y

4(−1 + x)x
.

We claim that all three functions are separating. To see this, we first note that the
imaginary part of fi(Q) is positive for i = 1,2,3. Therefore, by Lemma 4.14 it suf-
fices to show that the zeros and poles of fi interlace on both connected components
of X(R) for i = 1,2,3. This amounts a straight-forward calculation. For example f1
has zeros (0,±1) and one pole at infinity on each connected component of X(R).
The image of X under the map

X → P1 × P1 × P1, P )→ (f1(P ),−f2(P ), f3(P ))

is the zero set of the following two polynomials:

P1 = 2z1w2z3 + w1z2w3 and P2 = 2(z1 − w1)(w2 − z2)(z3 − w3) − w1z2w3.

Here wi , zi are the homogeneous coordinates on the i-th copy of P1 for i = 1,2,3.
One checks that this is a smooth curve of genus one and hence the map is an embed-
ding. Therefore, by Proposition 4.12 its image X̃ under the coordinate-wise Möbius
transformation z )→ z+i

z−i is a strict Lee–Yang variety. Its multidegree is (2,2,2). The
curves X(R) and X̃(T) are shown in Figure 3. As in Example 11.2 one shows that X

is not contained in a proper subtorus. The entries of the matrix

Lt =
(

exp(1)
6

exp(
√

5)
3

exp(
√

3)
3

exp(
√

2)
6

exp(
√

11)
3

exp(
√

13)
6

)

are algebraically independent over Q by Lindemann’s theorem, so in particular the
2 × 2 minors of L are linearly independent over Q. Therefore, the set ! = !(X̃,L)
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Fig. 3 The curves X(R) and
{θ | exp(2π iθ) ∈ X̃} from
Example 11.3

Fig. 4 The Voronoi diagram of the Fourier quasicrystal from Example 11.3

is a Delone Fourier quasicrystal as in Theorem 2.3 with the properties as in Theo-
rem 2.6. Its density is

7(!) ≈ 10.6583.

Figure 4 is a picture of the Voronoi diagram of !. The color of a cell determined by a
point x ∈ ! is chosen according to the connected component of X̃(T) which contains
exp(2π iLx).

Example 11.4 Here we consider a concrete instance of Example 4.15. Let X ⊆ (P1)4

be the variety defined by the two equations

−3w1w2 − z1w2 + w1z2 + 3z1z2 = 0 and − 3w3w4 − z3w4 + w3z4 + 3z3z4 = 0.

This is a product of two Lee–Yang curves in (P1)2 and has codimension two.
The multidegree of X is (d12, d13, d14, d23, d24, d34) = (0,1,1,1,1,0). Let L =(

1 0 −ac −a

0 1 abc + d ab

)t

with a =
√

2/2, b =
√

3/3, c =
√

5/5 and d =
√

7/7. One

can check that the minors of L are positive and linearly independent over Q. The re-
sulting Fourier quasicrystal ! = {x ∈ R2 | exp(2π iLx) ∈ X} (see Corollary 8.5) is
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Fig. 5 The Fourier quasicrystal ! from Example 11.4 and discrete set !′ supporting its Fourier transform

defined by the trigonometric polynomial equations

sin(π(x1 − x2)) − 3 sin(π(x1 + x2) = 0 and sin(π($1 − $2)) − 3 sin(π($1 + $2)) = 0

where $1 = −acx1 + (abc + d)x2 and $2 = −ax1 + abx2. Figure 5 shows the zero
sets of these trigonometric polynomial equations intersecting in !. The discrete set

!′ = {Ltk | k ∈ Z4,var(k) < 2}

supporting its Fourier transform is shown on the right. Note that the span of !′ over
Q is a four-dimensional, whereas in Example 11.2 and Example 11.3 the Q-span of
!′ was only three-dimensional.

Example 11.5 Consider the following three rational functions on P1:

f1 =
(
t2 − t − 1

) (
t2 + t − 1

)

2t
(
2t2 − 3

) ,

f2 = − t4 + 3t3 − 3t2 − 5t + 1
2(t − 1)

(
t3 − t2 − 5t − 2

) ,

f3 = 2t4 − 5t2 + 1
2t

(
3t2 − 4

) .

Each of them maps i to the upper half-plane. By inspecting their zeros and poles and
using Lemma 4.14 we see that all three are separating. We consider

f = (f1,−f2, f3) : P1 → (P1)3.
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First we compute fj − i
2 for j = 1,2,3:

f1 − i

2
= (t − i)

(
t3 − it2 − 2t + i

)

2t
(
2t2 − 3

) (17)

f2 − i

2
= − ((1 + i)t + (2 − i))

(
t3 − it2 − 2t + i

)

2(t − 1)
(
t3 − t2 − 5t − 2

) (18)

f3 − i

2
= (2t − i)

(
t3 − it2 − 2t + i

)

2t
(
3t2 − 4

) . (19)

This shows that f −1( i
2 ,− i

2 , i
2 ) consists of the three distinct zeros of the polynomial

g = t3 − it2 − 2t + i.

In particular, the map f is not injective. However, in order to apply Proposition 4.12,
we will prove that the restriction of f to P1(R) is injective. To this end, we first
show that f −1(f (i)) has only one element. Assume for the sake of a contradiction
that there exists z ∈ f −1(f (i)) \ {i}. Then g(z) = 0 by (17). This in turn shows
that f3(z) = i

2 . But since f3(i) (= i
2 , this shows that f −1(f (i)) = {i}. Furthermore,

because i is a simple zero of f1 − i
2 , this shows that the map f is birational onto its

image. Next we observe that if f (z) = f (z′) for z (= z′, then

(f1(z), f3(z)) = (f1(z
′), f3(z

′))

is a singular point of the image of the planar curve in (P1)2 given as the image of
(f1, f3). It is the zero set of the following bihomogeneous polynomial

−w1
4w3

4 + 92w1
4w3

2z3
2 − 1936w1

4z3
4 − 196w1

3w3
3z1z3 + 8416w1

3w3z1z3
3

+92w1
2w3

4z1
2 − 13,120w1

2w3
2z1

2z3
2 + 768w1

2z1
2z3

4 + 8640w1w3
3z1

3z3

−1600w1w3z1
3z3

3 − 2048w3
4z1

4 + 768w3
2z1

4z3
2.

This curve has exactly three real singularities, namely (± 3
√

11
14

8 ,±
√

2
77 ) and (∞,∞).

Each of them has two preimages under (f1, f3) which are:

1
14

(
−2

√
14 −

√
154

)
and

1
14

(
2
√

14 −
√

154
)

,

1
14

(√
154 − 2

√
14

)
and

1
14

(
2
√

14 +
√

154
)

,

0 and ∞.

One verifies that f2 takes different values on the two preimages of each real singu-
larity. This shows that f is injective on P1(R) and therefore by Proposition 4.12 the
curve X̃ ⊆ (P1)3 parametrized by

(
f1 + i

f1 − i
,
−f2 + i

−f2 − i
,
f3 + i

f3 − i

)
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Fig. 6 (Color figure online). The zero sets of the three exponential polynomials from Example 11.5 in
blue, green and orange. Only those points that lie on all three curves belong to the support of the Fourier
quasicrystal

is a strict Lee–Yang variety of multidegree (4,4,4). Using a computer algebra system
we find three Laurent polynomials that cut out X̃ ∩ (C∗)3. Under the map

R2 → (C∗)3, x )→ exp(2π iLx)

these pull back to three exponential polynomials such that their common zero set in
R2 is a Fourier quasicrystal whenever L ∈ R3×2 has only positive d × d minors. We
have depicted their zero sets in Fig. 6 for

L =




1 0
0 1

−
√

2
√

3



 .

For each two of the three exponential polynomials, there are points where these two
vanish but the third one does not. Only those points in which all three vanish belong to
the support of our Fourier quasicrystal. We even claim that there is no pair of Laurent
polynomials that cuts out X̃∩(C∗)3 scheme theoretically. To this end, we examine the
tangent cone of X̃ at the point P = (3, 1

3 ,3), which is the image of ( i
2 ,− i

2 , i
2 ) under

the coordinate-wise Möbius transformation z )→ z+i
z−i . It is the union of the tangent

vectors of the three branches of X̃ meeting at P corresponding to the three zeros of
g. One checks that these three tangent vectors are linearly independent. Thus they
correspond to three points in P2 in general position. If X̃ ∩ (C∗)3 was cut out scheme
theoretically by two Laurent polynomials p1, p2, then these three points would be
the common zero set of the initial forms of p1 and p2 at P , each with multiplicity
one. This is not possible by Bézout’s theorem.
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41. Oğuz, E.C., Socolar, J.E.S., Steinhardt, P.J., Torquato, S.: Hyperuniformity of quasicrystals. Phys.

Rev. B 95(5), 054119 (2017)
42. Olevskii, A., Ulanovskii, A.: Fourier quasicrystals with unit masses. C. R. Math. Acad. Sci. Paris

358(11–12), 1207–1211 (2020). (English)
43. Postnikov, A.: Total positivity, Grassmannians, and networks (2006). ArXiv preprint. arXiv:math/

0609764
44. Prasolov, V.V.: Elements of Homology Theory. Grad. Stud. Math., vol. 81. American Mathematical

Society (AMS), Providence (2007). Transl. from the Russian by Olga Sipacheva (English)
45. Rincón, F., Vinzant, C., Yu, J.: Positively hyperbolic varieties, tropicalization, and positroids. Adv.

Math. 383, 107677 (2021). 35 (English)
46. Rudin, W.: Function Theory in the Unit Ball of Cn. Class. Math. Springer, Berlin (2008). Reprint of

the 1980 original (English)
47. Shamovich, E., Vinnikov, V.: Livsic-type determinantal representations and hyperbolicity. Adv. Math.

329, 487–522 (2018). (English)
48. Stroppel, M.: Locally Compact Groups. EMS Textb. Math. European Mathematical Society Publish-

ing House, Zürich (2006). (English)
49. Talaska, K., Williams, L.: Network parametrizations for the Grassmannian. Algebra Number Theory

7(9), 2275–2311 (2013)
50. Torquato, S.: Hyperuniform states of matter. Phys. Rep. 745, 1–95 (2018). (English)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under
a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted
manuscript version of this article is solely governed by the terms of such publishing agreement and appli-
cable law.

https://arxiv.org/abs/2403.08659
https://arxiv.org/abs/math/0609764
https://arxiv.org/abs/math/0609764

	Higher dimensional Fourier quasicrystals from Lee--Yang varieties
	Abstract
	Introduction
	Notations and conventions

	The construction and main results
	General construction and main theorem
	Properties of the constructed Fourier quasicrystals
	Diffraction and hyperuniformity
	Open questions

	The positive Grassmannian
	Lee--Yang varieties
	Definitions and real-rootedness
	Examples
	Transversality
	Topology of strict Lee--Yang varieties
	The complex geometry of strict Lee--Yang varieties

	Delone sets
	Proof of Theorem 5.1, part (1)
	Proof of Theorem 5.1, part (2)

	Non-periodicity and almost periodicity
	Proof of Theorem 2.3 and Theorem 2.6
	Reduction to strict Lee--Yang varieties
	Genuine high-dimensionality
	Auto-correlation and the diffraction measure
	Concrete examples of Delone Fourier quasicrystals
	References


