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Abstract—As virtualization of Radio Access Networks (RAN)
gains momentum, understanding the impact of hardware and
software disaggregation on resiliency becomes critical to meet the
high availability requirements of mobile networks. Our paper
presents an analytical model, using continuous time Markov
chains, to study the impact of virtualization and disaggregation
on RAN availability. Our evaluation, assuming typical parameter
value ranges for failure and recovery rates, points to container-
ized platform reliability as a constraint on vRAN availability. We
also find that with active-passive replication, increasing hardware
replication factor beyond 2 may not bring any benefits unless
failover times are reduced. We also compare the reliability of
centralized and distributed virtualized central units.

Index Terms—Virtual Radio Access Network, availability,
replication, reliability, virtualization, disaggregation, modeling

I. INTRODUCTION

Radio Access Network (RAN) resiliency is becoming in-
creasingly critical as we grow more reliant on mobile net-
works. To provide dependable networks, Mobile Network
Operators (MNOs) routinely use advanced network planning
strategies like coverage optimization, spectrum redundancy,
and optimized scheduling of planned maintenance activities,
along with upgrading their network equipment for resiliency.
Maintaining or improving availability is critical as MNOs
transition to virtualized RAN (VRAN).

The vRAN architecture disaggregates the baseband unit
(BBU) into two components: a distributed unit (DU) that is
responsible for processing lower network layers (e.g., PHY,
MAC) and a centralized unit (CU) that is responsible for
processing higher network layers (e.g., PDCP, RRC). Fig. 1
contrasts this architectural change from traditional RAN to
VRAN. vRAN also takes the path of virtualization as opposed
to traditional BBUs, which rely on purpose-built hardware run-
ning highly customized RAN software. In vVRAN, the DU and
the CU functions are deployed as software applications, often
designed as micro-services, that are deployed on containerized
cloud platforms (CaaS). These are hosted on commercial off-
the-shelf (COTS) servers potentially provided by different
vendors. This allows MNOs to leverage increased flexibility
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(RAN) Architectures.

in terms of vendor, network deployment and management op-
tions. However, the fundamental architectural changes brought
by VRAN require a careful consideration of RAN resiliency.

Prior works have studied RAN resiliency by focusing on
the radio link (e.g., through coverage planning [1], spectrum
dimensioning [2], and user offloading [3]) and, more recently,
on specific VRAN components beyond the radio link (e.g.,
improving the PHY layer [4] and stackwide [5] DU failovers).

In contrast, our work focuses on examining the architectural
change introduced by virtualization and disaggregation, and
addresses a critical gap in the study of the reliability of
VRANs [6]. We develop analytical models to capture the
virtualized and disaggregated VRAN architecture and identify
reliability bottlenecks. We use Markov chains to represent the
availability-state of each RAN element, including the COTS
server, CaaS platform (which we consider jointly with the
operating system (OS)) and CU/DU applications. We use time-
to-fail and repair statistics, replication factors and failover
mechanisms applicable to the respective network elements
to model the state transitions. Our models focus only on
the functions of the traditional BBU that are disaggregated
into CU and DU (highlighted in Fig. 1(b)). We omit the
analysis of midhaul as it is often realized through the existing
standard transport infrastructure supporting the backhaul. We
model both the active-active and active-passive replication and
failover modes, and discuss their impact on availability. We
also analyze the impact on overall availability when the CU
is centralized, serving multiple cell-sites.

To the best of our knowledge, this is the first paper to
develop availability models capturing the key elements of
VRAN. Our evaluation of the analytical model shows that:
(i) OS/CaaS platform reliability is likely to be a key bottle-
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Fig. 2. Recovering from failures in a VRAN.

neck, and improving it is critical to achieving higher vVRAN
availability, (ii) in active-passive replicated systems, increasing
hardware replication factor beyond 2 provides only limited
benefits as failover times tend to limit availability and, (iii)
centralized CU deployments have the potential to provide high
availability as long as the CU availability is carefully calibrated
to reduce single points of failure.

II. BACKGROUND

This section outlines the types of failures that may affect
vRANSs and potential ways of mitigating their impact.

A. Nature of Failures and Recovery in vVRAN

The virtualized nature of VRAN requires different recovery
actions depending on the nature of the failure. Figure 2 shows
the steps involved in replacing a failed server at the cell-sites —
from physically connecting the server to end-to-end validation
that checks if the RAN is ready to serve traffic. Note that some
recovery actions may skip certain steps, and each step can take
from a few seconds (e.g., applying configurations) up to tens
of minutes (e.g., loading BIOS/firmware and multiple reboots).

For simplicity, we group the failures into three categories:
(1) hardware (that we term permanent), (ii) OS/CaaS software
(that we term temporary), and (iii) CU/DU application failures.
The duration of hardware failure outages are dominated by a
team having to drive to the location of failure and are usually
resolved within roughly 10 hours. For non-permanent failures,
recovery time is dominated by the steps outlined in Fig. 2. We
expect its duration to be of the order of tens of minutes for
OS/CaaS (temporary) failures and of the order of minutes for
CU/DU application failures. However, as data on commercial
implementations of VRAN is not available to date to provide
precise numbers, we consider wide ranges of values when we
evaluate the dynamics of recovering from OS/CaaS software
or CU/DU application failures, with specific ranges presented
in § IV.

B. Replication of RAN Elements for Resiliency

VRAN decouples CU/DU applications and the hardware
platform, enabling them to be replicated for both resiliency
and scaling their capacity (e.g., Fig. 3). This allows both
the CU and DU to have one or more application instances
running on one or more servers. While many combinations of
replication are possible, we focus on two commonly adopted
replication models: (i) one or more servers with a single
CU/DU application instance on each server and (ii) more than
one application instance on each server, reflecting the scenario
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Fig. 3. Different modes of platform replication. Note that in our models we
assume that OS/CaaS software is not independently replicated.

where the CU/DU application instances serve different carrier
configurations (e.g., mid-band vs. low-band).

Finally, the replicas of the platform (defined in the next
section along with cluster) can be either in:
Active-Active mode: Here the incoming traffic to a network
function can be processed by any of the replicas indepen-
dently; therefore the function would be assumed unavailable
only when all of its replicas are unavailable.
Active-Passive mode: Here the incoming traffic coming to a
network function would be processed only by a single active
replica, with the other passive replicas remaining in a stand-
by or idle state. A fail-over mechanism detects the failure of
the active replica and elects one of the passive replicas to take
over as the active replica [5]. Therefore, the failure of an active
replica will render the network function unavailable until the
failover mechanism transitions the function to a previously
passive replica. The failure of a passive replica will not lead
to an outage.

III. MODELING VRAN AVAILABILITY

In this section we first provide necessary definitions and
assumptions for modeling. We then model the availability of
a DU/CU. We finally consider the reliability implications of a
centralized vs. distributed CU.

A. Definitions

We quantify network resiliency through availability, i.e.,
the fraction of time a network is ready to serve incoming
network traffic.We characterize failure dynamics using the
standard metrics: mean time-to-failure (MTTF), mean time-
to-repair (MTTR) [7], and a metric called mean time-to-
failover (MTFO) that we define as the average time it takes
for a system to failover from a failed replica to a functioning
one. In this work, we assume that the time-to-failure, time-to-
recover and time-to-failover are exponentially distributed. This
assumption allows us to build our models using continuous
time Markov chains (CTMC) inspired by classic machine-
repairman problems [8].

We define a platform to refer to the combination of a COTS
server and an OS/CaaS environment. We then define a cluster
to contain all replicas of a platform with all CU/DU application
replicas running on top of them. Fig. 3 demonstrates three
examples of clusters without and with different modes of
platform replication. Therefore, the CU and DU shown in Fig.
1(b) represent by one distinct cluster each in our terminology.

We initially set up models to calculate the availability
of platforms and CU/DU applications separately. We then
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combine the two models to obtain the availability of a cluster.
We finally evaluate the availability of the VRAN by taking
into account the geographical placement of the CU and DU
and obtain a metric representing the number of unavailable
cell-sites.

B. Modeling CU/DU Application Availability

Let the MTTF and MTTR for CU/DU application be
MTTF; = 1/A; and MTTR; = 1/us. Note that, for con-
venience, all notation used in this paper is listed in Table I.
We model a single, non-replicated, CU/DU application using
the two state CTMC in Fig. 4(a). The stationary probabilities
of the two states are as follows [8]:

Mos As
As + fs” As + ps

We assume that VRAN applications are built to be cloud-
native and are deployed in virtualized environments where
a controller is in charge of detecting failures and restarting
software instances. This environment allows us to assume that
all replicas of applications fail and recover independently. We
therefore formulate replicated applications as N independent
systems, where N is the replication factor, as shown in Figure
4(b), where the states represent the number of up replicas. This
yields a binomial distribution p; of having i € {0,1,..., Ny}
replicas up, p; = (1\2)(/\‘;#)1()\1#)]\’*1 and the system
stays available as long as there is at least one available replica
[9]. Therefore, the availability of a CU/DU application with
replication factor Ny is equal to fs(Ns) = 1 — pg.

Pr(Up) = Pr(Down) = (1)

C. Modeling Platform Availability

As introduced in §II-A, the platform can suffer both from
temporary and permanent failures. As the recovery dynamics
of the two types of outages are related, we model them
together. Let the MTTF and MTTR of temporary failures be
MTTF, = 1/), and MTTR, = 1/, and that of permanent
failures be MTTF;, = 1/\;, and MTTR}, = 1/pup, respectively.
Fig. 5(a) illustrates the dynamics of the non-replicated plat-
form: temporary and permanent failures occur and are repaired
at their own respective rates. Note that the model also shows
the case when a permanent failure occurs during a temporary
failure with the downward transition.

To represent cases with replication, we provide different
models for active-active and active-passive modes:
Active-active replication of the platform: As any replica can
be involved in both temporary and permanent failures with
different recovery dynamics, states capturing all combinations
of occurences of such outages are needed. The set Sy = {a’ :
Va,b € Z*, a +b < Ny} contains all states for a replication
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Fig. 5. Platform with (a) no replication and (b) active-active replication,
Np = 3.

factor of N}, and where Z* stands for non-negative integers.
In the figures, a third redundant index, c, is introduced to make
it easier to interpret the states a”°, as explained next. Index a
represents the number of functional replicas, b is the number
of replicas with temporary failures and c is the the number of
those with permanent failures. The third index c can be found
by solving for a 4+ b+ ¢ = Nj,. In Figure 5(b), the rates r(.,.)
between pairs of state are as follows:

r(a® (a = 1)"*) = a, 2)
r(a®, (a4 1)1 = by, 3)
r(a® (a —1)°) = a\y, 4)
r(ab,a®=1) = bAy )

r(a®, (N — b)b) =pu, ,ifa+b< Ny (6)

Observe that the rates of failures are scaled by the number
of replicas that are functional (index a), which can experience
failure (Eq. 2,4), and that the rates of recovery from temporary
failures are likewise scaled by the number of replicas that are
experiencing a temporary outage (index b) (Eq. 3). Likewise,
downward permanent failure transitions are also scaled by the
number of replicas in temporary outage (Eq. 5). Finally, we
assumed that the repair times for permanent, i.e., hardware,
failures are dominated by the time it takes for a service team
to be dispatched to the location of the failure. Therefore, all
such repair transitions lead to the respective state where no
permanent failures remain (Eq. 6).

We denote the steady state probabilities 7(s) for each state
s € S4. For a given state space and its infinitesimal generator
matrix Q, one can find the embedded discrete time Markov
chain (DTMC), solve the stationary state probabilities of the
DTMC numerically and scale the solution back such that it
provides the steady state solution to the original CTMC [10].
Using this standard procedure, we populate Q and solve for
the stationary probabilities 7 (s).

The probability of outage p, can then be found by sum-
ming over the steady state probabilities of outage states:



N otation:

a : functional

b: temporarily failed
c: permenantly failed
a+b+c=Nj

Fig. 6. Active-passive replicated platform, N = 3.

2r mw(0P) = pa. Therefore, the availability of an active-
active replicated platform with replication factor Ny is equal
to fp,a(Nh) =1-pq.
Active-passive replication of the platform: To model failovers
in the active-passive case, let the MTFO for temporary and
permanent failures be MTFO,, = 1/, and MTFO;,, = 1/,
respectively. We introduce new failover states a® and a’}’L in
order to represent the new states during failovers. Formally, the
set Sp = {a} :Vk € {o,h},Va,be ZT,2<a,a+b< Ny}
contains all new states. Therefore Sp = S4 U Sp contains all
states for the active-passive model. Fig. 6 depicts the model
with the same redundant index c. The model accommodates
one major change: Only one of the functioning replicas is
actively serving at a time, while others are in standby mode.
Therefore, a failure at an active replica triggers a failover that
leads to temporary outage. However, a failure in a passive, yet
functional, replica does not cause an outage but only reduces
the number of available functional components. Finally, there
can be no failover if there are no functional passive replicas
left. State transition rate equations describing the model are
as follows:

r(a’, (@ —1)"™) = max{a — 1,1}, 7
r(a’ag) = Ao, (g (a=1)") =% @)
r(a’, (@ —1)?) = max{a — 1,1} )\, )

r(aj, (a—1)") =,
Equations 3, 4 and 6 remain unchanged from the active-active
case and also describe this model. In line with the changes
discussed, equations 7 and 9 capture the failures incurred by
passive replicas, whereas equations 8 and 10 capture failures
incurred by the serving replica and its failover procedure.

The stationary probabilities 7(s) can be found using the
the same methodology as described for the active-active case
for all s € Sp. This time, the outage will be the sum of
states with no surviving replicas and the failover states, i.e.,
Pp = S m(0%) + 3, s, m(s) and the availability will be
fpp(Nk) =1—pp.

r(a’ ay) = A, (10)
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Fig. 7. Cell Sites Dependencies with respect to CU placement.

D. Modeling Cluster Availability

We obtain cluster availabilities f., and f., for a cluster
with active-active or active-passive platform replication as:

fc,a = fp,a(Nh) : fs(Ns . Nh)
fc,p = fp,p(Nh) . fs(Ns)

Y
12)

In case of active-active platform replication, we assume
application instances across different platforms can coordinate,
therefore the number of application replicas are scaled by the
number of platform replicas. This is visually illustrated in Fig.
3. The availability of the CU (fcy) and DU (fpy) can now be
calculated using one of the two options for cluster availability
above in equations 11 and 12.

E. Modeling vRAN Availability

The disaggregated VRAN architecture allows the CU and
DU to be either co-located or be placed at different phys-
ical locations. Here, we focus on two cases of centralized
and distributed CUs. Having a centralized CU indicates that
multiple DUs at different locations would be served by that
single centralized CU, as shown in Fig. 7. Let us compare two
deployments with IV, cell sites with and without a centralized
CU. We assume independence between all instances of DUs
and CUs. Let X, and X, be the discrete random variables rep-
resenting the number of unavailable cell sites for centralized
and distributed scenarios respectively.

feu () (fou)* (fou)Ne=F Jelse

- - 13
feu + fou(fou)™e Lif k=N, (13

Pr(X,=k) = {

Ne

Pr(Xy=k) = <k

> (1= fou fev)® (fou fov) ™" (14)
Interestingly, even though the two distributions above are very
different, the expected number of unavailable cells is the same
for both, as derived in Appendix A: E[X,] = E[X.] = N.(1—
fpu fcu). This can be intuitively explained as follows. The
probability of no outage for the centralized case Pr(X. = 0)
is higher than for the distributed case Pr(Xy; = 0). However,
when the centralized CU does fail, it brings down all the cells
it is connected to. This is unlike the failure of a distributed CU
deployment for which the failure of all IV, cells is extremely
unlikely. Note that the outage probability of a cell is also
identical in both cases and is equal to 1 — fpy fou.



TABLE I
GLOSSARY: SUMMARY OF TERMS, DEFINITIONS, AND DEPENDENCIES

Term Definition Dependence
1/Xs,1/ps CU/DU Application Mean-Time-to-Fail / Mean-Time-to-Recover -
1/X0,1/ o OS/CaaS Software Mean-Time-to-Fail / Mean-Time-to-Recover -
1/An, 1/ pp, Hardware Mean-Time-to-Fail / Mean-Time-to-Recover -

1/vn Hardware Mean-Time-to-Failover -

1/76 OS/CaaS Software Mean-Time-to-Failover -

Ng, Np, Replication Factor for CU/DU Application / Hardware -
fs CU/DU Application Availability As, sy Ns

fp,a Platform Availability with Active-Active Replication Aoy Hos Ay ks Np
fo,p Platform Availability with Active-Passive Replication Aoy thos Ay ks Ny Yo, Yh
fe,a Cluster Availability with Active-Active Replicated Platform fp,as fs
fep Cluster Availability with Active-Passive Replicated Platform fo,pr fs
feu, fou Availability of CU / DU fe,a or fep
N¢ Number of Cell Sites -
Xe, Xg Number of Unavailable Cell Sites in Centralized / Distributed CU Settings fou, fou, Ne

TABLE II
EVALUATION PARAMETER VALUE RANGES
Parameter Value Reference
MTTF,, 12 - 33 years (3% - 8%)* [11]-[13]
MTTRy, 10 hours SII-A
MTTF, 17 - 70 days [14, Table 10]
MTTR, 0.5 min - 1.5 hours [15], §1I-A
MTFO 0.5 - 10 min SIT-A
MTTF¢ 7 - 52 days [16]
MTTR Is - 30 min [17]-[19], $II-A

* shows the equivalent annualized failure rate for hardware. The MTFO,,
and MTFOy, values used are the same and correspond to the value shown
for MTFO in this table.

IV. EVALUATION AND RESULTS

This section reports on VRAN availability using the models
introduced in § III. For the evaluation, we consider the values
in Table II to assess platform, cluster, and VRAN availability.
Given the current absence of studies reporting on the failure
and recovery rates of VRAN implementations, we refer to
typical value ranges from related domains (see Table II for
references) and evaluate the impact of these parameter values
on the VRAN availability. We evaluate our models with a range
of parameter values to reflect the variable duration of failure
and recovery times discussed in § II-A.

A. Platform Availability

We start with the platform availability (as modeled in
$III-C) in an active-active replication scenario. In Fig. 8(a),
we explore the effect of different combinations of MTTR,, and
MTTF, for fixed hardware failure and repair rates to investi-
gate the impact of OS/CaaS outages on the platform availabil-
ity. Observe that platform availability does not improve further
after MTTF, > 103 days. However, in practice, OS/CaaS can
have lower MTTF, (e.g., [14]), which implies that platform
availability can be significantly impacted by failures in the
OS/CaaS. In such cases, timely recovery (MTTR,, € {1,15}
min) can significantly mitigate the impact of failures, reducing
the observed platform outage probability.

Fig. 8(b) considers the unfavorable scenario of
MTTR, = 1.5 hours to represent longer repair times
that may involve reinstalling OS/CaaS environments.

Interestingly, for MTTF, < 102 days, Fig. 8(b) shows
little benefit from using more reliable hardware (i.e., higher
MTTF;,) as OS/CaaS failures dominate the overall outage
probability. Hardware replication, which also replicates
OS/CaaS as each server has its own OS/CaaS environment,
can compensate for less reliable OS/CaaS environments at the
expense of additional hardware and potentially more OS/CaaS
software licenses. These results highlight the relevance of
carefully selecting reliable OS/CaaS environments to avoid
frequent failures that can limit vRAN availability.

In Fig. 8(c), we consider a counterpart scenario with active-
passive replication to study the impact of failover mechanisms
on the platform availability. Notice that there is no failover if
Np = 1 (i.e., no replication). Interestingly, we observe that
the outage probability is insensitive to additional replication
beyond N}, = 2 for the region MTFO > 10 sec. This suggests
that investments in fast failover (such as the mechanisms
proposed in [4], [5]) can significantly improve availability. It
also shows that when failover is slow, investment in additional
hardware replication does not lead to increased availability.

B. Cluster Availability

Table IV reports on the entire cluster availability (i.e.,
platform plus CU/DU applications, calculated as in § III-D)
for an active-active replication setting. For ease of visual-
ization, we focus on the parameter combinations that lead
to six-9s availability, where six-9s means availability in the
range [0.999999, 0.9999999). We present the overall availabil-
ity (#9s) as well as the corresponding platform (#9s,) and
OS/CaaS (#9s,) availabilities. For the range of parameter val-
ues in consideration, the target availability of six-9s can only
be achieved by hardware replication (i.e., N > 2). After that,
software becomes the availability bottleneck, requiring more
reliable OS/CaaS environments (e.g., MTTF, = 10 months
needed to achieve seven-9s) and faster CU/DU recovery mech-
anisms (e.g., MTTR; = 5 min needed to meet seven-9s).
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TABLE III
PROBABILITY OF CELL OUTAGE AND PROBABILITY OF ALL CELLS
UNAVAILABLE AS CU OUTAGE PROBABILITY IS DECREASED

DU Outage  CU Outage Cell Outage All Cells Unavailable
1- fpu 1- feu 1— fpufcu Pr(X. = Nc)
10-° 10-° ~1.99-107° ~10°
10—° 106 ~1.10-105 ~ 10=6
10-5 10~7 ~1.01-1075 ~ 1077

Similarly, Table V shows the cluster availability for an
active-passive scenario. We consider MTFO values of {10,
100} sec. Notice, however, that six-9s availability is only
achievable with an MTFO of 10 sec even in settings with
more reliable hardware, better OS/CaaS recovery times, or
replication (see Table V, rows 3-4). This highlights, again, the
importance of investing in fast failover mechanisms to achieve
high availability in deployments with active-passive replica-
tion. We also see that more CU/DU application replicas (V)
are needed on each platform in this case, as replicas hosted
on passive platform replicas are not immediately available.
Note that our model does not capture failovers that could be
triggered after all CU/DU application replicas on a platform
fail. Therefore, for the case when the MTFO is shorter than
the MTTR,, our model might provide an underestimate of
application availability.

C. Assessing Network-wide vRAN Availability

We have found, in $III-E, that the expected number of cells
in outage for both centralized and distributed CU cases to
be the same and equal to N.(1 — fpyfou). At the same
time, we also found a significant probability for all cells to
simultaneously experience an outage for the centralized CU
case. To mitigate this, we reason that since it is likely for
centralized CUs to be well provisioned to handle the large
volume of traffic resulting from a centralized architecture, it
can also be cost-effectively designed for higher reliability as
compared to a CU in a distributed architecture that serves
only one cell. In Table III we consider three scenarios where
we increase the CU availability in each successive row. We

provide the cell outage probability, which is the same for both
centralized and distributed CU cases, and the probability of
all cells being unavailable for the centralized CU case (for
N, > 2).

We see that improvements in the CU availability leads to a
corresponding reduction in the probability of all cells being
unavailable. If the likelihood of this type of outage is an
important concern, then the design of a sufficiently reliable
centralized CU can mitigate this issue.

V. CONCLUSIONS

Based on our analysis, we came to three main conclusions

about VRAN reliability:

o Hardware replication is necessary to achieve higher than
five-9s availability.

e OS/CaaS reliability constrains the availability of the
VRAN. Therefore increasing its availability and reducing
repair times will improve overall vVRAN availability

o For active-passive systems, we determined that failover
times constrain their reliability.

Our analysis also exposed an interesting characteristic of
centralized CU deployments: they are more likely to have
all cell sites unavailable than distributed CUs, even while the
two have the same average cell availability. This weakness
can be mitigated by making centralized CUs more reliable, an
investment that can be justified given that there are far fewer
CUs in a centralized architecture as compared to a distributed
architecture.
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