Efficient SMT-Based Model Checking for
HyperTWTL

Ernest Bonnah!, Luan Viet Nguyen?, and Khaza Anuarul Hoque®

! Department of Computer Engineering, Baylor University, Waco TX, USA
ernest_bonnah@baylor.edu,
2 Department of Computer Science, University of Dayton, Dayton OH, USA
Inguyenl@udayton.edu,
3 Department of Computer Science, University of Missouri, Columbia MO, USA
hoquek@missouri.edu

Abstract. Hyperproperties extend trace properties to express proper-
ties of sets of traces, and thus, they are increasingly popular in specifying
various security and performance-related properties in domains such as
autonomous, cyber-physical, and robotic systems. Specifically, Hyper-
properties for time window temporal logic (HyperTWTL) are known
for their compactness in specifying robotic systems’ safety and security
requirements. However, the existing model checking approach for Hy-
perTWTL verification relies on automata-based model checking, which
is computationally expensive and suffers from the state-space explosion
problem. This paper introduces a bounded model checking approach for
verifying HyperTWTL specifications using SMT solvers. Specifically, our
proposed verification method reduces the HyperTWTL model checking
problem to a first-order logic satisfiability problem and then uses state-of-
the-art SMT solvers, i.e., Z3 and CVC4, for verification. The feasibility of
the proposed HyperTWTL verification methods is demonstrated through
a Technical Surveillance Squadron (TESS), a Robotic Industrial Inspec-
tion case study, and also a scalability analysis. Our results show that the
proposed method can offer up to 19x speed up and 2x memory efficiency
compared to the traditional automata-based model checking approach.
We also show that the proposed HyperTWTL verification technique can
verify large systems, whereas the traditional HyperTWTL verification
method suffers from state-space explosion problem.

Keywords: Hyperproperties - Bounded Model Checking - Time Window Tem-
poral Logic and Robotics, SMT solver.

1 Introduction

Hyperproperties [13] extend the notion of trace properties [1] from a set of traces
to a set of sets of traces. This allows specifying a wide range of properties related
to information-flow security [20, 32|, consistency models in concurrent comput-
ing [7,18], robustness models in cyber-physical systems [6,19], and also service
level agreements (SLA) [13]. Several types of hyperproperties and their model



checking algorithms have been proposed in the recent past, including Hyper-
LTL [12, 14,17, 23], HyperSTL [25], HyperMTL |8, 21], and HyperTWTL [9].
These formalisms has been successfully used to specify and verify important re-
quirements in different domains including cyber-physical systems, robotics and
machine learning. Specifically, for time-bounded and sequential tasks, Hyper-
TWTL offers a rich expresiveness and compactness. For instance, consider a
hyperproperty that requires that “for any pair of traces # and ©’, A should hold
for 5 time steps in trace m within the time bound [0,10] and B should also hold
for 3 time steps in trace ' within the same time bound”. This requirement can
be expressed using HyperTWTL formalism as o = Vavz'-[H> A, AH? B,.]010],
The same requirement can be expressed as a HyperSTL formula as ¢ = VaVvr’ -
(F[0,10,5]G[0’5]A77) N (F[0710,3]G[0,3] Bﬂ—/). In HyperMTL this requirement can be
expressed as p = VrVr' - \/ggsGW%] Ar A V;EBSG[L,L‘_‘_B} B,..

HyperTWTL extends the classical Time Window Temporal Logic (TWTL) [30]
by allowing explicit and simultaneous quantification over multiple execution
traces. The classical approach for verifying HyperTWTL in [9] relies on an
automata-based model checking. Traditionally, automata-based model check-
ing is known for its high computation time, memory overhead, and may lead
to a state-space explosion. Hence, we propose a more efficient and scalable ap-
proach in this paper. Specifically, we propose an SMT-based approach to verify
HyperTWTL properties by converting the model checking problem to a first-
order logic satisfiability problem. For example, given a HyperTWTL formula
© = VYm .Vry - [HY A, A HYB,, 1920 and a collection of Time Kripke struc-
tures (TKS) M = (M;, M), where M; is an identical copy of the given Kripke
structure mapped to the trace variable m;, the process to convert both the ¢
and M to a first-order logic involves three main steps. First, we compute the
unrolling bound ||¢|| based on the structure of the formula. Secondly, we encode
the path quantifications, initial conditions, the transition relations of each TKS
M;, and the negation of HyperTWTL formula ¢ as first-order logic formula rep-
resented by the encoding [M;], and [=¢] 4 respectively. The combination
of two encoded formulae is of the form [M —¢], | = [Fimi] - [Famo] - [M1]}, A
[Mz]) ) A [=¢]g,)), - Lastly, the combined first-order logic formula unrolled to
a depth of ||¢|| is then solved using an off-the-shelf SMT solver. If the approach
returns an affirmative answer, then the SMT solver generates a counterexample.
Though the proposed approach is inspired by SMT-based bounded model check-
ing (BMC), as earlier stated, the unrolling bound is calculated using a given
HyperTWTL formula. This contrasts with the traditional BMC approach for
verifying temporal logic, where an arbitrary unrolling bound is given.

To demonstrate the effectiveness of our approach, we formalize some inter-
esting requirements of two case studies using HyperTWTL. The first case study
we consider is a Technical Surveillance Squadron (TESS) [28], known for provid-
ing collaborative surveillance of designated regions to detect, identify, and locate
potential nuclear explosions. In the second case study, we consider a robotic solu-
tion that automates industrial equipment inspections [2], where robots provide
plant operators the information to maximize equipment uptime and improve



safety and efficiency. We use two SMT solvers, CVC4 and Z3, both known for
their industrial application [4,29], to compare their performance for verifying
the HyperTWTL requirements. Finally, we compare our proposed SMT-based
HyperTWTL verification performance with automata-based HyperTWTL ver-
ification. We observe that our proposed SMT-based approach offers up to 19x
speed up in terms of execution speed and consumes up to 2x less memory when
compared to the automata-based HyperTWTL verification approach. We also
perform experiments to demonstrate the scalability of our approach and show
that we can verify large robotic systems, whereas the automata-based Hyper-
TWTL verification leads to the state-space explosion.

2 Preliminaries

Let AP be a finite set of atomic propositions and ¥ = 24F be the alphabet. We
call each member of ¥ an event. We define a timed trace ¢ as a finite sequence
of events from X*, i.e., t = (73, €;), (Tit1,€i41), - (Tn, €n) € (Z>0 x X)* where
TiTi+1 "+ Tn € Z>( is a sequence of non-negative integers denoting time-stamps
and the indices ¢,n € Z>o denote time-points. We require 7; = 0, 7; < 7,41, and
for all 4, 0 < ¢ < n. For each timed trace t, by t[i].e, we mean e; and by t[i].7 we
mean 7;,. We now define an indexed timed trace as a pair (¢,p) where p € Z>¢ is
called a pointer. Indexed timed traces allow traversing a given trace by moving
the pointer. Given an indexed timed trace (¢,p) and m € Zxg, let (¢,p) + m
denote the resulting trace (t,p + m).

2.1 Kripke Structure

We consider timed systems modeled as timed Kripke structures with the as-
signed time elapse on the transitions.

Definition 1. A timed Kripke structure (TKS) is a tuple M = (S, Sipnis, 0, AP, L)
where

— S is a finite set of states; 1

— Sinit € S is the set of initial states; 5 52

3
0 C 8 X Z>o xS is aset of transitions;

— AP is a finite set of atomic propositions; 1
and ! :
L:S — X is alabelling function on the | 2 @
states of M. S 5

0

We require that for each s € S, there 1
exists a successor that can be reached
in a finite number of transitions. Hence,
all nodes without any outgoing transitions are equipped with self-
loops such that (s,1,s) € . An exemplary TKS is shown in Fig-
ure 1 where S = {50,51752,53754,55}, Sinit = {So}, 6 =

Fig. 1: Timed Kripke structure



{(S0,1,51), (S0,2,S3), (51,3, 52), (51,1, S3), (52,1, 54), (Se2,1,S5), (S3,2, 52),

(83,3,84), (S4,1,84),(54,1,85),(S5,1,95)}, L(So) = {}, L(S1) = {a,b},
L(S2) = {a}, L(S3) = {a,b}, L(Sy) = {a}, L(S5) = {a,b} and AP = {a,b,c,d}.
A path over a TKS is an finite sequence of states 57515 ...5, € X*, where
So € Sinit and (S;,d;, Si+1) € 0, for each 0 < ¢ < n. A trace over TKS is
of the form: t = (79, e0)(71,€1)(72,€2) - .. (T, €n), such that there exists a path
505152 -+ € S*. Recall an event is of the form (7;,e;) where 7, € Z>o and

2.2 HyperTWTL

HyperTWTL [9] is a hyper-temporal logic to specify hyperproperties for Time
Window Temporal Logic (TWTL) [30] by extending TWTL with quantification
over multiple and concurrent execution traces. Below we present the syntax of
HyperTWTL.

Syntax of HyperTWTL: The syntax of HyperTWTL [9] is inductively defined
by the grammar:

p:=3m-p|VT-p|¢
¢:=Hla, | Himar [ ¢1 A2 | =d | 1@ ¢ | [0] |Ep-v| Ap-o
)= Hlar, | Hian, | 01 Atha |~ | 91 © 1o | [9])

where a € AP, 7 is a trace variable from a set of trace variables V and p is a
trajectory variable from the set . Thus, given a, ,, the proposition a € AP
holds in trace 7 and trajectory p (explained in Appendix) at a given time point.
Trace quantifiers 37, and V7 are interpreted as “there exists some trace 77 and
“for all the traces 7", respectively. Similarly, trajectory quantifiers Ep and Ap
allow reasoning simultaneously about different trajectories. The quantifier Ep
means there exists at least one trajectory p that evaluates the relative passage
of time between the traces for which the given inner temporal formula is satisfied.
In contrast, Ap is interpreted as all trajectories p satisfy the inner TWTL formula
regardless of the time passage across traces. The operators H?, ®, and [ ]! (as
well as [ ]©7) represent the hold operator with d € Zs, concatenation operator,
and within operator respectively, while both I and J are discrete-time constant
intervals of form [r,7’], where 7,7" € Z>o and 7’ > 7, respectively and A and
- are the conjunction and negation operators respectively. Trace quantifiers I7
and Vm, allow for the simultaneous reasoning about different traces. Given a
HyperTWTL formula ¢, we denote V, (respectively P,) as the set of trace
variables (respectively, trajectory variables) quantified in ¢. Thus, we say a given
formula ¢ is closed if for ar, in ¢, 7 and p are quantified in ¢ (7 € V,, and
p € P,) and no 7 and p is quantified twice in . The disjunction operator
(V) can be derived from the negation and conjunction operators. Likewise, the
implication operator (—) can also be derived from the negation and disjunction
operators.



Table 1: Synchronous semantics of HyperTWTL
(T, 1) E3ne fReT-(T,Hr— (t0)]) F¢
(T,II) EVr.p  iffVte T (T, H[r — (¢,0)]) ¢
(T, II) = H%, iff a € tfi].e for (t,p) = I (n), ¥p € {i,...,i +d} A (t[i +n].T—
t[i].7) > d, for some n >0 and i > 0
(T, IT) = H—a, iff a ¢ tfi].e for (t,p) = H(x), ¥p € {4,...,i +d} A (t[i +n].7—
t[n].7) > d, for some n > 0 and ¢ > 0
(T, 0T |= 61 A g i (T, 0T) |= 1) A (T, 1) = 6)
(T ) =6 iff ~((T, IT) |= 0)
(T,IT) |= ¢1 © ¢ iff i, j, kst i < k < jand k=mink’ | i <k < j, (T, 1) = é1 A
((T{k41,51, 1) = ¢2) for some 4,5 > 0
(T, ) |= [¢)=Y iff 3,5,k and k > i+ @, s.t. (Tj,ivy), 1) E A (1) = (1)) >y

for some 7,7 > 0

Semantics of HyperTWTL: The semantics of HyperTWTL [9] can be divided
into synchronous and asynchronous based on the timestamps in all quantified
traces that match at each point in time or proceed at different speeds, respec-
tively. We denote the set of trace variables used in a given HyperTWTL formula
¢ as V,,. We define a collection of copies of TKS as M = <Mi>7ri€V¢7 where each
M; is an identical copy of a given TKS used to represent path m;. We therefore
denote a set of traces over M as T. Thus, for any given HyperTWTL formula ¢,
we interpret T = (Tr,), ), as the tuple of sets of traces with a set T, assigned
to m; € V,. Thus, for a given collection of TKS M, we define T, as the set
of traces over the trace variable m; coming from M;. For any given set of sets
of traces denoted as T; ;;, we say the evaluation of all the traces in T against
a formula starts from the time-point ¢ > 0 up to and including the time-point
j > i. Both semantics of HyperTWTL are presented below.

Synchronous Semantics of HyperTWTL: We define an assignment I7 :
V = (Z>o x £)* x Z>( as a partial function mapping trace variables to time-
stamped traces. Let II(7) = (¢, p) denote the time-stamped event from trace t at
position p currently employed in considering trace m. We then denote the explicit
mapping of the trace variable 7 to a trace ¢t € T at position p as IT[r — (¢, p)].
Thus, by II(7) = (t,p), we mean the event from the timed trace ¢ at the position
p is currently used in the analysis of trace m. Given the mapping I, we use
(IT) + k as the k' successor of II, i.e., the k' timed event of a mapped trace
reached after moving k steps across I7. The hold operator H%a, states that the
proposition a will be repeated for d time units in trace 7. Similarly H%—a,,
requires that for d time units the proposition a should not occur in trace 7. The
trace set T satisfies both sub-formulae in ¢ = ¢1 A ¢o while in =¢, T does not
satisfy the given formula. A given formula with a concatenation operator in the
form ¢ = ¢1 ® ¢ specifies that every ¢ € T should satisfy ¢; first and then
immediately ¢o must also be satisfied with one-time unit difference between
the end of execution of ¢; and the start of execution of ¢o. The trace set T
must satisfy ¢ between the time window within the time window [r, 7] given
= [¢] (7] Given II, we define the the current instant denoted as (II)™w and



the j** instant denoted as (IT)? as follows [8]:

(e = max {tlpl.7 | for H(m) = (t.p)}

(1Y = min_{tlp+jl7 | for II(r)=(tp)}
wedom (IT)
We say a collection of traces T generated over a collection of TKS M sat-
isfies a synchronous HyperTWTL formula ¢ if (T,II) E, ¢. We present the
synchronous semantics of HyperTWTL in Table 1.

Asynchronous Semantics of HyperTWTL: To define the Asynchronous
semantics of HyperTWTL, we adopt the concept of trajectory as used in [23].
For a given HyperTWTL formula, a trajectory v = v;v;41v;42 -+ is a sequence
of subsets of Py, i.e. v; C P,,Vi > 0. We call a trajectory a fair trajectory
if, for a trace variable m € P, there are infinitely many positions ¢ such that
m € v;. We denote Rp as the set of all fair trajectories for indices from the set of
trajectories P. We now define the trajectory mapping I" : Py, — Rgom(r), where
dom(I") C P, for which I' is defined. We then denote the explicit mapping of
the trajectory variable p to a trajectory v as I'[p — v]. Given (II,I") where IT
and I" are the trace mapping as used in the definition of Synchronous semantics
of HyperTWTL and trajectory mapping respectively, we use (IT,I") + k as the
k" successor of (IT,I), i.e. the k" reached can be reached after k steps from
(I1,T). In defining the semantics of Asynchronous HyperTWTL, we employ the
asynchronous assignment II : V, x P, — T x Z>q which maps each pair of trace
variable and trajectory variable, (, p), into an indexed trace. Given a trace map-
ping I1, a trace variable m, a trajectory variable p, a trace ¢, and a pointer n,
we denote the assignment that coincides with IT for every pair except for (m, p)
which is mapped to (¢,n) as II[(m, p) — (t,n)]. By II(w, p) = (t,p), we mean the
event from the timed trace ¢ at the position p is currently used in the analysis
of trace and trajectory, m and p, respectively.

Let us recall that the hold operator Hdamp states that the proposition a is
to be repeated for d time units in trace m and trajectory p. Similarly Hdﬂaﬂyp,
requires that for d time units the proposition a should not be repeated in trace
7w and trajectory p. The trace set T satisfies both sub-formulae in ¢ = ¥ A 15
while in =), T, does not satisfy the given formula. A given formula with a con-
catenation operator in the form ¥, ® ¥ specifies that every ¢ € T should satisfy
¢1 first and then immediately ¢o must also be satisfied with one-time unit dif-
ference between the end of execution of ¢ and the start of execution of ¢o. The
intended meaning of [¢]"*/ where I = [r,7'] and J = [x,y] is the trace set T
must satisfy ¢ within the time window [r, 7] while the difference in time elapse
between any pair of traces in the set T must be between [z, y].

For any given HyperT'WTL formula ¢ we denote A as a map from V,, = Zx>g
returns the time duration for each 7 in dom(A). We say A € [r, 7] whenever
for all # € dom(A), A(w) € [r,7']. Similarly, we say A € [z,y] whenever for
all distinct 7,7’ € dom(AQ), |A(x') — A(w)| € [z,y]. Given two indexed trace
assignments IT and IT’ defined within the same domain dom(IT) = dom(II'), we



Table 2: Asynchronous semantics of HyperTWTL

(T, II,I") o Im.p it eT- (T, H[(m p) = (£,0)],I") Ea ¢ for all p
(T, II,I) =a V. ifft vt € T- (T, H[(m, p) = (¢£,0)],I") [=a ¢ for all p
(T, II,I") o Ep.p iff v € Ryangery : (T, I, I'p = v]) Ea ¢

(T, II,T) =a Ap.p iff Vo € Ryange(ry : (T, I, I'lp = v]) F=a @

(T, I, 1) o Har,, iff a € t[i].e for (t,p) = I (m,p), Vp € {i,...,i +d} A

(t[i + n].7 — t[i].7) > d, for some n > 0 and i < d
(T, I1,T) o H'=ar, iff a ¢ t[i].e for (t,p) = H(m,p), ¥p € {i,...,a +d} A
(t[i + n].7 — t[i].7) > d, for some n > 0 and i < d
(’]T7H7F) ):a 1/’1 /\1/)2 iff ((T3H7F) ':a 11}1) A ((T7H7F) ':a 11)2)
(T,H,F) ):a - lﬁ_‘((T7H7F) '=a1/))
e Ji G kst i <k<jand k=mink' |i <k <j,
T,I1,T) ey 1 © ff
(AL Fabr©ve (0 11, 1) a 1), A (T, 1T b 92)
for some i,j >0
(T, 11, 1) =g [ 1) iff 3i, b 5.t k>i+T, (T[¢7i+T/],I?, N Eat /\, /

for some 4,5 >0

denote A(II,IT')(m) as the map from V, — Z>( that returns the time duration
for each trace assignment as A(II, II')(w) = (II'(w)).7 — (II(m)).7. Likewise,
given two distinct indexed trace and trajectory assignments (I7,I") and (II',I")
of the same domain, we denote A?((I1,I"), (IT',I")) as the duration of time that
elapses from the current evaluation instant to the evaluation instance obtained
after j steps. This is defined formally as AY((I1,I"), (IT',I")) = A(H, II")(r),
where (II',I"") = (II, I')?. Now, we denote the satisfaction of asynchronous se-
mantics of HyperTWTL formula ¢ over trace mapping II, trajectory mapping
I', and a set of traces T as (T,II,I") |, ¢. The asynchronous semantics of
HyperTWTL is presented in Table 2.

3 SMT-based Model Checking for HyperTWTL

Given a collection of TKS M, a HyperTWTL formula ¢, and an unrolling bound
[|¢]| (discussed in the next section), the model checking problem is to determine
whether M = . We assume that the input formula ¢ has been converted into
a negation-normal form (NNF) denoted as —p. The model checking approach
takes as an input NNF of the HyperTWTL formula —¢ and TKS M. Let us
recall from Section 2 that ¢ can be either a synchronous or an asynchronous
HyperTWTL formula. In the latter case, we need to translate the asynchronous
HyperTWTL formula to an equivalent synchronous HyperTWTL formula. To
achieve this, we first generate a set of invariant traces inv(T) from a trace set
T generated over the TKS M. We then construct an equivalent synchronous
formula ¢, from the asynchronous formula ¢ such that T =, ¢, if and only if
inv(T) =5 ¢s. For more details on this approach of converting an asynchronous
HyperTWTL formula to an equivalent synchronous HyperTWTL formula, we
refer the readers to the Appendix. Next, the TKS M and NNF of the Hyper-
TWTL formula —¢ are fed into an SMT encoder to generate a first-order logic



formula of the form [M, —mp]]H »|| Py encoding the initial condition, the transi-
tion relations, and unrolling M and —¢ to a depth of ||¢||. Finally, we utilize
off-the-shelf SMT solvers to solve the first order logic formula [M,—¢], and
determine if M |= . If the SMT returns true, then a counterexample has been
identified, otherwise, M = ¢ holds.

3.1 Calculating Unrolling Bound from HyperTWTL

The satisfaction of a HyperTWTL formula can be decided within a fixed time
bound. Let ||¢|| denote the maximum time needed to satisfy the HyperTWTL
formula ¢ and it can be computed as follows:

el if

d

w € {3 p,Vr-p}
if e {H%, Hax}

llol| = max(||¢1”7||¢2l|) if %’6{051 A @2, $1 \/(152} 1)
v ¢ if 0= —
[[all + g2l +1 if P =010 ¢
7 it peflem

We use the computed deadline ||¢|| as the unrolling bound to determine the
satisfiability of a HyperTWTL formula. Note, this contrasts the traditional BMC
techniques which uses a given arbitrary unrolling bound.

Example 1. Let us consider a HyperTWTL formula ¢ as follows.
¢1 = VmImo - [H?ar, AH?a,, %% 0 [H2a,, v H?D,, )7

(2)

Using Equation (1), we can calculate ||¢1]| = 10 time units.

3.2 Encoding the TKS

The encoding of a collection of TKS M upto bound
[l¢]| into a first-order logic formula is inspired by the
BMC encoding of LTL [3]. Intuitively, the states of
the M are represented by a set of variables S. Let S;

1
So 1 S
start —>
be new copies of S, where i € [0, ||¢||] which captures !

the evolution of states over time. Consider the Hyper- Fig.2: TKS M

TWTL formula ¢, in Equation (2) above, we use two identical copies of a given
TKS to represent different paths m; and w5 on the TKS, denoted as M; and
Mo, i.e. M = (Mj, Ms). Therefore, for each copy M;, we unroll the transition

relation [M;] ., as follows. llp1l]—1

[Mi])jp = 1(So) A /\ R(S;, Siv1)
i=0

(3)

In Equation (3), I(Sp) is the characteristic function that encodes the initial
states and R(S;, S;+1) is the function that encodes transition relation for states
in S; and their successor states in S; 11 between time steps ¢ and ¢ + 1.



Table 3: Encoding the inner TWTL formula

[[Hd aﬂﬂi,nw = [[Hda’ﬂ'ﬂi Vi < |lel|

[H? —az]; |, = [Hmax], Vi <|lgl|

(A PRI o4 PRTIRTIAN - PRTITI AN | 2|

[[_‘¢]]1;,\|¢\| = _‘[[Qs]]i,wp”» Vi < |le||

[¢1 © ¢2l; |y = Tk = argmini<icjg) [#1]; pA
[P2lir, o Vo < llell

017 gy = 3k 2 i+ st L8l o, Allell =i > 7),
Vi < ||el|

Example 2. Consider the Kripke structure in Figure 2 and a HyperTWTL
formula

2 = Ymi Vs - [HPan, A Hby, |0 (4)
For a bound [|¢2|| = 3, we unroll the transition relation for copy M; as follows.
[Mi]j5 = I(So) A R(So, S1) A R(S1,52) A R(S2, S3) (5)

3.3 Encoding the inner TWTL Formula

Let ¢ be a HyperTWTL formula of the form ¢ = Q71 ...Q,m, - ¢ where each
Q; € {V,3} (j € [1,n]) and ¢ is the inner TWTL formula. For each j € [1,n],
the path quantification );7; is represented by

Q7] = Q;S0Q;S1 - QjS||p||-1 (6)

Given the negated formula -, we unroll the TWTL formula on a path m, with
bound ||¢]|| resulting in a first-order logic formula which can be inductively de-
fined in Table 3.

Example 3. Consider the HyperTWTL formula ¢y in Equation (4) above. The
negation of Equation (4) (refer Theorem 1) can be expressed as follows.

P2 = Jmy 3y - [HS_'aﬂ'1 \ HS_‘bTQ][O‘S] (7)
L

From the structure of Equation (7), the inner TWTL formula —¢ is given as
—¢ = [H3=a,, V H3ﬁbﬂ2][0’3]. Based on Table 3, unrolling —¢ with a computed
bound ||=p2|| = 3 can be expressed as follows.

0,3 0,3
[=61o. 15 = P, VHP b, |0 A [HP g, v HP b, |
[0

(8)

A [H3_|aﬂ'1 \ HB_'bTQ]Q ) A [H3_'a7r1 \ HS_'bﬂ'z}k[iO’s]



3.4 Combining the Encodings

Given a HyperTWTL formula of the form ¢ = Q171 ... Q, 7, - ¢ and a collection
of TKS M = (My,---, M,), the verification problem of HyperTWTL specifica-
tions can be formulated by constructing the first-order logic formula [M, —wp]}ll oll
as follows.

M, =l = [@umi] - [@uma] - [Miy ) B - [Mn]gpy On [0, (9)

where [Q;;] for j € [1,n] is defined in (6), HMjﬂIIwH for j € [1,n] is defined in
3),0;=AifQ;=3,and O0; = - if Q; =V, for i € V, and ¢ is the negated
inner TWTL formula ¢ of the HyperTWTL formula ¢.

Example 4. Let us consider the Kripke structure in Fig. 1 and the HyperTWTL
formula ¢ = VrVry - [H3ar, A H3D,,]1%3 with ||¢|| = 3. Let M = (M, My)
denote identical collection of the Kripke structure representing paths 7 and
mo respectively. The resulting combined first-order logic formula to be solved is
given as follows.

M, —ply = [Brmi] - [Bema] - [Ma]y A [M2]5 A [2¢] 5 (10)

Theorem 1. Given a collection TKS M, a HyperTWTL formula ¢ with an
unrolling bound of [[¢|| and sets of traces T over M, if [M, —¢],,, | is satisfiable,

ie. (T,I) s @, then M b=, .

4 Experimental Results

To demonstrate the effectiveness of our approach, we consider two case studies
and compare their performance with the automata-based HyperTWTL model
checking approach [9]. We present the details of these case studies and the ob-
tained results in the following sections.

4.1 Case Study I: Autonomous Security Robots

Our Case Study-1 resembles a security patrol within a community with multi-
ple autonomous security robots [24]. In this case study, the autonomous security
robots are augmented with intelligent video surveillance systems that move along
patrol routes to different areas while identifying potential intruders, incidents,
crimes, etc., and relaying information to an operator in a remote base station for
data processing. Let us consider an environment to be patrolled in Figure 3 which
is composed of 2 initial positions I; and I3, 2 charging stations C; and Csy, 12 al-
lowable states Py, ..., Pio and 4 regions of interest to be patroled R; to R4. Each
patrol starts from any of the initial states (grey) and subsequently proceeds along
the patrol routes through the allowable states (white). On each patrol, it is re-
quired each security robot surveils all regions of interest (blue) before proceeding
to any of the charging stations (yellow). We abstract the patrol environment into
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Table 4: Requirements expressed in HyperTWTL in Case Study I

No.| Description HyperTWTL Specification
p1 = ImVm - HT 7 A H 7" [OIAH I, = H' ,]PT6
Mutation |[H! Riz, A H' Rir,|"2"le [H' Rar, A H! Rop, |74 5lo
Testing  |[H' Rar, A H! R, |77 © [H! Ryz, A H' Rug, ™7 o
[H! Cr, # H! Cp, )10 where d = T9
0o = 3ImImy - [H' Iy; A H L,]0T 0 [HY Ry, A HY Ryg, 727
2 | Opacity |© [H' Rary; A H! Ror, |"0T510 [H' Ryr, A H' Ry, |76 7]
® [Hl R47r1 A Hl R47T2][T8’T9]) o [Hl Cﬂ'1 A Hl Cﬂ-z][Tlo'Tll]
@3 = VmiVre - ApEp - [H' I, , A H' I, |07 — [H' Rixy, A
H' Rir, 0] © [H' Roryp A H' Ramy o)™ O[H' Rar, 0 A
H' Rsr, /] © [H' Rar,p A H' Ryr, ] @ [H! Cryp A
H! Cﬂ_2,p,][T107T11]
04 =Vm3Im - Ap- H I, , # H' I, ,JO0T = [H' Rip, , A

Non-  |H! Rin, ,J™2 71 © [H! Rar,p A H Ror, |70 [H Rsr,, A
Interference |H' R, ,] 777 © [H! Ryx, , A H' Rur, ] 0 H Cry, =
H! CﬂQ,p][Tm’T“]

Side-Channel
3 Timing
Attacks

start —>|

Fig. 3: The Patrol environment

a weighted graph where the nodes represent the initial states, charging stations,
allowable states, and regions of interest, while the edges represent transitions
between the nodes, and the assigned weights represent travel times associated
with the transitions. We further abstract the motion of each security robot into
a transition system derived from the patrol environment by splitting all transi-
tions to have an edge weight of 1 time unit. Based on this case study, we consider
4 different scenarios with 4 different HyperTWTL specifications, including mu-
tation testing, opacity, side-channel attacks and non-interference. We formalize
these requirements in HyperTWTL as follows. Note, in @2 and all subsequent
formulae, “=" is not an arithmetic operator but a notation of simplification such
that [H' I;, = H' I,,] stands for A\;c;([H' ir, A\H' ir]).

Requirement 1 (Mutation testing): An interesting application of hyperprop-
erty is the efficient generation of test cases for mutation testing. Let us assume
that traces from all robots within the surveillance system are labeled as either

11



Table 5: Verification results of HyperTWTL properties for Case Study I

HyperTWTL Descrinti Verdict 73 CVC4 AMC

Req. eserption erdie Time |Memory| Time |Memory| Time |Memory

(Seconds)| (MB) |(Seconds)| (MB) |[(Seconds)| (MB)
o1 Mutation SAT | 1.450 | 8.604 | 0.844 | 10.554 | 16.103 | 16.893

Testing
P2 Opacity UNSAT| 1.453 8.691 0.892 10.564 | 15.952 | 17.110
Side-Channel

©3 Timing Attacks SAT 1.427 8.613 0.839 10.415 | 16.186 | 16.950
o Non-Interference| SAT 1.421 8.611 0.885 10.425 | 16.225 | 16.832

Table 6: Verification time for HyperTWTL properties for Case Study I

73 CvC4 AMC
HyperTWTL (Seconds) (Seconds) (Seconds)
properties [Unrolling bounds (||¢]||)|Unrolling bounds (||¢|])| Unrolling bounds (||¢|)
51 | 75 | 100 | 125 | 51 | 75 | 100 | 125 51 75 100 | 125
©1 1.450|2.588|3.629| 4.741 [0.844|1.775(2.772| 3.682 [16.103|17.165|18.386(19.507
©2 1.453|2.541|3.652| 4.782 {0.892(1.744(2.628| 3.671 [15.952|16.285|17.733|18.895
©3 1.427|2.573|3.681| 4.794 |0.839|1.710|2.631| 3.766 |16.189|17.085|18.386(19.297
©4 1.421]2.595|3.648| 4.766 [0.885(1.725(2.711| 3.729 [16.225|17.198|18.738(19.098

mutated (t"") or non-mutated (7). We map t" to m; and all other non-mutated
traces t7™ to my. This requirement guarantees that even if w9 starts from the
same initial state (I; or I3) as m, they eventually proceed to different charging
states (C1 or C3). This can be formalized as a synchronous HyperTWTL formula
1 as shown in Table 4.

Requirement 2 (Opacity): Information-flow security policies define what
users can learn about a system while (partially) observing the system. A system
is said to be opaque if it meets two requirements: (i) there exist at least two
executions of the system mapped to 71 and 7 with the same observations but
bearing a distinct secret, and (ii) the secret of each path cannot be accurately
determined only by observing the system. For example, let the surveillance route
be secret, and the initial state I; or Iy be the only information a system user
can observe. This can be formalized as a synchronous HyperTWTL formula o
as shown in Table 4.

Requirement 3 (Side-channel timing attacks): A side-channel timing at-
tack is a security threat that attempts to acquire sensitive information from the
surveillance mission by exploiting the execution time of the mission. Let us as-
sume two security robots start from any initial states I; or Iy simultaneously,
and their executions are mapped to 7m; and mo, respectively. To design a coun-
termeasure against this attack, it is required that for any pair of executions, if
both robots start from any initial states simultaneously, they should reach the
charging state C7 or Cy within close enough time after finishing their surveil-
lance tasks. This can be formalized as an asynchronous HyperTWTL formula
3 as shown in Table 4.
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Table 7: Memory consumption for HyperTWTL verification for Case Study I

73 CVC4 AMC
Hyper TWTL (MB) (MB) (MB)
properties | Unrolling bounds ([|¢||) | Unrolling bounds (||¢]]) Unrolling bounds ([|¢]|)
51 75 100 125 51 75 100 125 51 75 100 125
p1 8.604|13.965(20.091(24.214(10.554(16.117|23.343|27.868|17.933|19.573|26.304|32.830
P2 8.691|13.883|20.082|24.253|10.564(16.065|22.957(27.748|16.057|18.463|25.457|31.487
©3 8.613|13.834|20.051|24.269(10.415(16.219|23.117|27.445|17.578|19.931|26.647|31.608
P4 8.611|13.840(20.067(24.283|10.425|16.269|23.002|27.678|17.711|19.156|26.483|31.372

Requirement 4 (Non-interference): Non-interference is a security policy
that seeks to restrict the flow of information within a system. This policy re-
quires that low-security variables be independent of high-security variables, i.e.,
one should not be able to infer information about a high-security variable by ob-
serving low-security variables. For a set of traces, let us assume that the initial
state I; or I3 is a high variable (high security) and paths from initial states to
charging states Cy or Cy through R, ..., Rg denote low variable (low security).
The surveillance system satisfies non-interference if, for all executions, there ex-
ists another execution that starts from a different high variable (i.e., the initial
states are different), and at the end of the mission, they are in the same low vari-
able states (i.e., charging states C; or Cs are the same). This can be formalized
as an asynchronous HyperTWTL formula ¢, as shown in Table 4.

4.2 Case Study 1: Experimental Results

The conversion from the TKS and the HyperTWTL specifications to first-order
logic expressions (resembling Equation (9)) is implemented in Python 3.7. The
obtained first-order logic formula is then fed to Z3 and CVC4 SMT solvers for
verification on a Windows 10 system with 64 GB RAM and Intel Core(TM)
19-10900 CPU (3.70 GHz). Z3 and CVC4 are widely known for their industrial
applications [4,29]. The following time bounds are considered for the verification
of all the HyperTWTL properties in Table 4: Ty = 1, T, = 2, T3 =3, Ty =
4, T5 = 7, T6 = 8, T7 = 9, Tg = 10, Tg = 12, T10 = 13 and T13 = 15. Since the
time bounds are the same for HyperTWTL formulae from ¢1—p4, their unrolling
bound is also the same, i.e., ||¢|| = 51.

In the first set of experiments, we verify the HyperTWTL specifications us-
ing the Z3 and CVC4 SMT solvers and compare them with the automata-based
model checking (AMC) approach in [9]. The obtained results are shown in Ta-
ble 5. Note, since @3 and ¢4 are asynchronous HyperTWTL specifications, we
convert them to equivalent synchronous HyperTWTL specifications following
the method described in [9] before running these experiments. We observe that
specifications @1, @3 and ¢4 were satisfied using both Z3 and CVC4 as well as
the AMC approach, whereas o was unsatisfied. We also observe that the veri-
fication time of the HyperTWTL formulae never exceeded 1.453 seconds in Z3
and 0.892 seconds in CVC4. In contrast, it took up to 16.225 seconds in the
AMC approach to verify these properties. This shows a 11x and 19x speed up
for Z3 and CVC4, respectively, regarding execution time. Regarding the memory
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Table 8: Requirements expressed in HyperTWTL in Case Study II
No.|Description HyperTWTL Specification
©5 = ImVma. [H' S;, A H' S,]07T o [H' Ei., A
H! B, o [H! Ear, A H Eor, |0l 0 [HY Ezr, A
5 | Shortest Ign g (T T o [HY Eupy A H' Eany) ™™ @ [H' Esr, A
Path 3m2 4y 4y Sy
H! E5ﬂ2][T107T11] ® [Hl Eer, A H! EG"Q][TIQ«TII}] ®
([Hl LH][T“’T“] A [Hl Lny] = [Hl LM][T“’TBJ)
06 = ImVms - [H' Sr; A H! S,]07T o [HY Eiry A
H! Elﬂz]m’n] ® [Hl Eany A H! E3m][T4-,T7] ®
[Hl Eiry A H! E57r2][T6,T11] ® [Hl Eory A H! EGWZ][TU’T“]@
[Hl Lﬂ_1 A H! Lﬂz][Tl/lyTlS]
o7 =Vm3Im - [H' Sr, = H' 5,]°TT o H' Eiry A
Lineariz. H' B, ] o [H! Ear, A H Eor,) ™05 0 [H! Ezry A
| ability H' B3, |70 © [H' Einy A H' E4r,) |5 © [H' Esp, A
H! E5W2[][T1°’T1]1] ® [Hl Eory A H! Eﬁw;][TU’TlS] ® [Hl L =
H! sz] T14,T15

6 | Symmetry

consumption, verifying these specifications using Z3 and CVC4 never exceeded
8.691 MB and 10.564 MB, respectively. In contrast, AMC consumed up to 17.110
MB of memory. This shows that our SMT-based verification approach is 2x and
1.6x more memory-efficient while using Z3 and CVC4, respectively.

In the second set of experiments, we evaluate the performance of Z3 and
CVC4 solvers for verifying HyperTWTL properties against different unrolling
bounds, i.e., analyze the impact of ||| on the verification performance. For this,
we vary the ||¢|| in the range of 51 to 125 for ¢1—p4 and record their respective
verification time and memory as shown in Tables 6 and 7. Table 6 shows that
CV(4 is faster than Z3 and the AMC approach regarding verification time. For
instance, while verifying ¢, for ||| = 125, Z3 and AMC approach take 4.741
seconds and 19.507 seconds respectively. In contrast, verifying the same property
for ||¢|| = 125 using CVC4 takes only 3.682 seconds. This shows that CVC4
is faster than both the Z3 and AMC approaches. Similar pattern is observed
while verifying ¢4 for ||| = 75. Z3 and AMC approaches take 2.595 seconds
and 18.738 seconds, respectively, whereas CVC4 takes only 1.724 seconds. A
similar trend is also observed for the rest of the HyperTWTL properties. We
also observe that execution time increases linearly for verifying HyperTWTL
properties against increasing unrolling bounds, irrespective of the techniques
used for verification.

Consequently, as shown in Table 7, we observe that Z3 consumes less mem-
ory than CVC4 and the AMC for verifying the HyperTWTL properties. For
instance, while verifying @9 for ||p|| = 100, CVC4 and AMC consume 22.957
MB and 25.457 MB in memory, respectively. In contrast, verifying the same
property for ||| = 100 using Z3 takes 20.082 MB. This shows that Z3 is more
memory efficient than CVC4 and, of course, AMC. Similarly, while verifying
@4 for ||¢|| = 51, CVC4 and the AMC consume 10.425 MB and 17.711 MB in
memory, respectively, whereas Z3 consumes only 8.611 MB. A similar trend of
memory consumption is observed for the rest of the HyperTWTL specifications.
Indeed, we also observe a linear trend in memory consumption with increasing
HyperTWTL unrolling bound irrespective of the verification method used.
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4.3 Case Study II: Industrial Inspection Robots

To further demonstrate
the efficiency of the pro-
posed verification algo-
rithm, we consider case
study II which resem-
bles a real-world end-to-
end robotic solution that
automates industrial in-
spections [2]. In this case
study, robots are used to
monitor complex installa-
tions of energy and in-
dustrial processing plants
to provide up-to-date and
reliable data on plant ma-
chinery to enhance indus-
trial operations. Plant op-
erators use the collected data to maximize equipment uptime, enhance opera-
tions, and improve safety while reducing operations costs. Consider the floor of
the plant to be routinely inspected in Figure 4 which is composed of 2 initial
positions S; and Ss, 6 equipment to be routinely inspected Ey,--- , Eg, 2 land-
ing stations Ly and Lo, and 10 allowable states Ay, --- , A1g. On each inspection
routine, the robot starts from any of the initial states (green), proceeds to collect
data from installed equipment (yellow) on the plant floor, and then finally to the
landing states (blue). We abstract the inspection environment into a weighted
graph where the nodes represent the initial states, landing stations, allowable
states, and installed equipment, while the edges represent transitions between
the nodes, and the assigned weights represent travel times associated with the
transitions. Based on this case study, we consider 3 different scenarios with 3
different HyperTWTL specifications that include optimality, symmetry, and lin-
earizability.

Sa0

Sio

Fig.4: The Inspection environment

Requirement 5 (Shortest path): Optimality requirements are important hy-
perproperties in robotic applications. One such requirement is finding the short-
est path over the human-robot collaboration environment. Let us consider a sce-
nario where a robot starts the inspection from any of the initial states S; or Ss,
followed by an inspection and gathering data from equipment F1, Fs, E3, E4, Fs,
and Fg. After gathering data from all installed equipment, the robot finally pro-
ceeds to any of the landing states L; and Ly. Given a set of executions, there
exists an execution mapped to mo that reaches a landing state from the initial
states before any other execution mapped to 7. This can be formalized as a
synchronous HyperTWTL formula ¢35 as shown in Table 8.
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Table 9: Verification results of HyperTWTL properties for Case Study II

HyperTWTL Descrintion | Verdict 73 CVC4 AMC
Req. serip Time |Memory| Time [Memory| Time |Memory
(Seconds)| (MB) |(Seconds)| (MB) |(Seconds)| (MB)
s S};ﬁﬁ“ SAT | 5112 | 10423 | 4.587 | 12.401 | 18.143 | 19.860
©6 Symmetry SAT 5.985 10.258 4.937 12.537 | 18.353 | 20.315
exe Linearizability|[UNSAT| 5.674 10.695 4.185 12.118 | 19.058 | 21.865

Requirement 6 (Symmetry): Let us assume that two robots are available
to inspect and gather data from equipment FE1y,--- Eg. In this case, one robot
must inspect and gather data from equipment Ei, Fo, Fy, and FEg, while the
other robot should inspect and gather data from equipment E1, F3, E5, and Fj.
We assume F; and E; are mapped to m; if and only if E3 and Fs5 are already
mapped to m and vice-versa. This can be formalized as a synchronous Hyper-
TWTL formula ¢g as shown in Table 8.

Requirement 7 (Linearizability): The principle underlying linearizability is
that the whole system operates as if executions from all human-robot collabora-
tions are from one collaboration. Thus, linearizability is a correctness condition
that guarantees consistency across concurrent executions of a given system. Any
pair of traces must occupy the same states within the given mission time for
the surveillance mission. At the same time, it is also essential to ensure that the
mission’s primary goal to inspect and gather data from installed equipment is
completed before proceeding to the landing states L, or Lo is not violated. This
can be formalized as a synchronous HyperTWTL formula (7 as in Table 8.

4.4 Case Study II: Experimental Results

All experiments are performed in the same computing environment and follow
the same procedure as case study I. The following time bounds are considered
for the verification of all the HyperTWTL properties in Table 8: T7 =1, Tp, =
2, T3 =4, Ty =5, T5 =8, Tg =9, Ty = 13, Tg = 14, Ty = 19, Ty =
20 ,T11 = 23 ,T12 =24 ,T13 = 26 77114 = 27, and T15 = 29. Since the time
bounds are the same for HyperTWTL formulae from ¢s—¢7, their unrolling
bound is also the same, i.e., ||p|| = 129. Similar to case study 1, we verify the
HyperTWTL specification using Z3 and CVC4 SMT solvers and compare them
with the automata-based model checking (AMC) approach in [9]. The obtained
results for case study II are shown in Table 9. From Table 9, we observe that
w5 and g were satisfied using Z3, CVC4 and AMC whereas ¢; was unsatisfied.
Once again, we observe that the verification time never exceeded 5.985 seconds
in Z3, 4.937 seconds in CVC4, and 19.058 seconds in AMC. This shows a 3.55x
and 3.96x speed up for Z3 and CVC4, respectively, regarding execution time. We
also observe that while verifying the above specifications, the memory consumed
never exceeded 10.695MB in 73, 12.537 MB in CVC4, and 21.865 MB in AMC.
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Table 10: Scalability Analysis for SMT-based Model Checking for HyperTWTL

TKS|Unrolling 73 CVC4 AMC

size | bound | Time |[Memory| Time |Memory| Time |[Memory
el | © || | o) | | s

207 51 1.45 8.60 0.84 10.33 | 16.10 | 17.93

207 100 115.46 | 25.81 | 73.35 | 42.10 [692.20 | 151.62
20° 150 [1128.04 | 105.83 | 619.07 | 219.76 |2145.82] 802.73
208 200 | 4500.88 | 296.32 [2721.56| 532.91 - -
20101 250 [11978.13|1074.41(8859.02| 1933.84 - -

Once again, this shows that our SMT-based verification approach is 2x and 1.8 %
more memory-efficient while using Z3 and CVC4, respectively.

5 Scalability Analysis

In our last set of experiments, we evaluate the scalability of our proposed ver-
ification approach by varying the size of TKS T and verifying them using our
approach vs. the AMC approach. The size of the 7 ranges from 202 to 20'°
with randomly generated transitions. For this experiment, we consider p, as the
specification and vary the unrolling bound ||¢|| in the range of 50-250. All exper-
iments are performed in the same computing environment as case studies I and
II. The obtained results for the scalability analysis are presented in Table 10.
Table 10 shows that for ys, the verification time increases with the increasing
size of the TKS. However, the results shown in Table 10 also suggest that our
proposed verification approach using SMT solvers, i.e., Z3 and CVC4, are more
scalable than the previously proposed AMC approach. For instance, for the TKS
with 202 states and ||¢|| = 50, it takes only 1.45 and 0.84 seconds for Z3 and
CVC4, respectively for verification. However, verifying the same @9 using AMC
takes 16.10. This shows approximately 11x and 19x speedup for our approach
compared to the AMC. Similarly, for a TKS with 20° states and ||¢|| = 150,
Z3 and CVC4 takes 1128.04 seconds and 619.07 seconds, respectively to verify
2. Verifying the same requirement using the AMC approach requires 2145.82
seconds. This shows approximately 2x and 3.5x speedup for our approach com-
pared to the AMC. The comparison of memory consumption for verification also
follows the same trend. Interestingly, while verifying the TKSs with 208 and 20'°
states for ||¢|| = 200 and ||¢|| = 250, the AMC approach experienced a state-
space explosion. In contrast, our proposed SMT approach successfully verified
the property using Z3 and CVC4 in 4500.88 and 2721.56 seconds, respectively.

Bounded model checking with SMT has been successfully used in developing
safety-critical industrial systems for decades [4,29]. We believe that engineers
can use our proposed HyperTWTL model checking approach to verify a wide
range of safety and security properties of large-scale, complex, and safety-critical
robotic missions.
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6 Related Works

Model checking [11] has extensively been used to verify hyperproperties of mod-
els abstracted as transition systems by examining their related state transi-
tion graphs [10]. In [15], the first model checking algorithms for HyperLTL
and HyperCTL* employing alternating automata were proposed, which was also
adopted in [8,21] to verify HyperMTL properties. An extensive study on the
complexity of verifying hyperproperties with model checking is presented in [5].
The bounded model checking approach has recently become popular in the ver-
ification of HyperLTL specifications [16,22,23,27]. Specifically, the work in [31]
is most relevant to ours, where the authors use HyperLTL and an SMT solver
for robotic mission planning. The work in [31] was indeed the first attempt to
use hyperproperties for robotic mission planning. However, HyperLTL cannot
express tasks with explicit time constraints, which motivates our contribution
in this paper. Very recently, the authors in [9] proposed the HyperTWTL for-
malism and an automata-based model checking approach for verifying them.
In contrast to [9], this paper presents a bounded model checking approach for
verifying HyperTWTL specification using SMT solvers for enhanced verification
performance regarding verification time and memory.

7 Conclusion

This paper introduced a bounded model checking approach for HyperTWTL
using SMT solvers, contrasting the existing automata-based HyperTWTL ver-
ification. Specifically, we reduce the HyperTWTL model checking problem to
a first-order logic satisfiability problem and then use two state-of-the-art SMT
solvers, i.e., Z3 and CVC4, for verification. Using two case studies, Technical
Surveillance Squadron (TESS) and Robotic Industrial Inspection, and a scala-
bility study, we showed that the proposed bounded model checking approach can
efficiently verify HyperTWTL properties compared to the AMC approach while
offering up to 19x speed up in terms of verification time and up to 2x memory
efficiency. Our scalability analysis results also show that our proposed approach
can verify large systems, whereas the previously reported automata-based Hy-
perTWTL verification method suffers from a state-space explosion.
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Appendix

Asynchronous HyperTWTL to Synchronous HyperTWTL

The process to convert a given asynchronous HyperTWTL formula to a syn-
chronous HyperTWTL formula has two parts. First, we generate invariant set
of traces inv(T) for the corresponding trace set T generated over model 7. This
allows for the synchronization of interleaving traces while reconciling the syn-
chronous and asynchronous semantics of HyperTWTL. Secondly, we construct
an equivalent synchronous formula ¢ from an asynchronous formula ¢ such that
T &, ¢ if and only if inv(T) =5 ¢. These steps are described as follows.

Invariant Trace Generation To construct an equivalent HyperTWTL synchronous
formula ¢ from a given asynchronous HyperTWTL formula ¢, we require that
HyperTWTL be stutter insensitive [26]. To achieve this, we define the variable
~2 needed for the evaluation of the atomic propositions across traces. Thus, given
a pair of traces m; and 7y, v2 ensures that all propositions in both traces exhibit
the identical sequence at all timestamps. However, since timestamps proceed at
different speeds in different traces such as m; and me, a trajectory p is used to
determine which trace moves and which trace stutters at any time point. In an
attempt to synchronize traces once non-aligned timestamps are identified by a
trajectory, silent events (e) are introduced between the time stamps of the trace.
For all t € T, we denote inv(T) as the maximal set of traces defined over A,
where ¥, = X U e. Consider a trace t = (3,{b})(6,{a})(8,{b})---. The trace
t" € inv(T) can be generated as inv(t) = eeebeeaeh---. We now construct the
synchronous HyperTWTL formula to reason about the trace set inv(T).

Synchronous HyperTWTL Formula Construction We now construct a synchronous
formula ¢ that is equivalent to the asynchronous HyperTWTL ¢. Intuitively, the
asynchronous formula of HyperTWTL ¢ depends on a finite interval of a timed
trace. Thus, we can replace the asynchronous formula ¢ with a synchronous for-
mula ¢ that encapsulates the interval patterns in the asynchronous formula .
Given a bounded asynchronous formula ¢, we define 3, as the projected period
required to satisfy the asynchronous formula. Inductively, 8, can be defined as:
Pud o = d for the H operator; Sy, np, = max(By,,By,) for the A operator;
B-p = B, for the — operator; By,0p, = By + By, + 1 for the © operator;
Bigxy = up(X) + up(Y') for the [ ] operator, where up — Zsq returns the
upper bound of a predefined time bound. We then construct a synchronous for-
mula ¢ from an asynchronous formula ¢ by replacing the time required for the
satisfaction of ¢ with the appropriate p,.

20



	Efficient SMT-Based Model Checking for HyperTWTL

