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KOHLER-JOBIN MEETS EHRHARD: THE SHARP LOWER

BOUND FOR THE GAUSSIAN PRINCIPAL FREQUENCY

WHILE THE GAUSSIAN TORSIONAL RIGIDITY IS FIXED,

VIA REARRANGEMENTS

ORLI HERSCOVICI AND GALYNA V. LIVSHYTS

(Communicated by Lu Wang)

Abstract. In this note, we provide an adaptation of the Kohler-Jobin re-
arrangement technique to the setting of the Gauss space. As a result, we
prove the Gaussian analogue of the Kohler-Jobin resolution of a conjecture
of Pólya-Szegö: when the Gaussian torsional rigidity of a domain is fixed,
the Gaussian principal frequency is minimized for the half-space. At the core
of this rearrangement technique is the idea of considering a “modified” tor-
sional rigidity, with respect to a given function, and rearranging its layers
to half-spaces, in a particular way; the Rayleigh quotient decreases with this
procedure.

We emphasize that the analogy of the Gaussian case with the Lebesgue
case is not to be expected here, as in addition to some soft symmetrization
ideas, the argument relies on the properties of some special functions; the fact
that this analogy does hold is somewhat of a miracle.

1. Introduction

Consider a log-concave measure μ on R
n with density e−V , for some differentiable

convex function V : Rn → R, and its associated Laplacian

L· = Δ · −〈∇·,∇V 〉,

where Δ =
∑n

j=1 ∂
2
xj
. An open bounded set K ⊂ R

n with Lipschitz continuous

boundary is called a domain. Let W 1,2(K,μ) stand for the weighted Sobolev space
– the space of L2 functions with the first order weak derivative in L2, and ∇ for the
weak gradient. Letting W 1,2

0 (K,μ) = W 1,2(K,μ)∩{u : u|∂K = 0} to be the closure
of C∞

0 (K) with respect to the norm ‖∇u‖L2(K) (see also [3]), where the boundary
value is understood in the sense of the trace (see [10]), define the μ-torsional rigidity
as

Tμ(K) = sup
u∈W

1,2
0 (K,μ)

(
∫

K
u dμ)2

∫

K
|∇u|2dμ.

See Section 2 for the details, or, for example, Pólya and Szegö [21].
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4438 ORLI HERSCOVICI AND GALYNA V. LIVSHYTS

The μ-principal frequency of a domain K is defined to be

Λμ(K) := inf
u∈W

1,2
0 (K,μ)

∫

K
|∇u|2dμ

∫

K
u2dμ

.

Note that the torsional rigidity is monotone increasing while the principle frequency
is monotone decreasing, i.e. whenever K ⊂ M , we have Tμ(K) ≤ Tμ(M) and
Λμ(K) ≥ Λμ(M).

In the case when μ is the Lebesgue measure and L = Δ, these quantities have
been studied extensively, and are intimately tied with the subject of isoperimetric
inequalities. See, e.g. Kawohl [13], Pólya and Szegö [21], Burchard [5], Lieb and
Loss [19], Kesavan [14], or Vázquez [23]. In particular, the Faber-Krahn inequality
[12,17,18] states that the (Lebesgue) principal frequency of a domain K of a fixed
Lebesgue measure is minimized when K is a Euclidean ball. The result of Saint-
Venant (see e.g. [21]) states that, conversely, the torsional rigidity of a domain K
of a fixed Lebesgue measure is maximized when K is a Euclidean ball.

The easiest way to prove these results is via rearrangements. For a set K in
R

n, denote by K∗ the centered at the origin Euclidean ball of the same Lebesgue
measure as K. Recall that the Schwartz rearrangement of a non-negative function
u : K → R is the function u∗ : K∗ → R whose level sets {u∗ ≥ t} are all Euclidean
balls centered at the origin, and such that |{u ≥ t}| = |{u∗ ≥ t}| for all t ∈ R

(where | · | stands for the Lebesgue measure for sets, or the Euclidean norm for
vectors.) The Pólya-Szegö principle [21] (which is a consequence of the isoperimet-
ric inequality) implies that

∫

K
|∇u|2dx ≥

∫

K∗ |∇u∗|2dx, while the definition of the

symmetrization yields that
∫

K
u2dx =

∫

K∗(u
∗)2dx, and, for a non-sign-changing

function u,
∫

K
u dx =

∫

K∗ u
∗dx. Therefore, the Faber-Krahn and the Saint-Venant

results follow (together with some additional information that the extremal func-
tion for the torsional rigidity is non-negative, as can be deduced via the maximal
principle).

In the case of the Gaussian measure γ (which is the measure with density
1

(
√
2π)n

e−
|x|2

2 , x ∈ R
n), the analogue of the Schwartz rearrangement was developed

by Ehrhard [8,9]. The Euclidean balls are replaced with the Gaussian isoperimetric
regions, which are nested half-spaces (see Sudakov and Tsirelson [22], Borell [6]).
In the Gaussian world, K∗ is the half-space of the same Gaussian measure as the
domain K, and u∗ is the function whose level sets are half-spaces, and such that
γ({u ≥ t}) = γ({u∗ ≥ t}) for all t ∈ R. The Pólya-Szegö principle is replaced
with the analogous Ehrhard principle, which yields

∫

K
|∇u|2dγ ≥

∫

K∗ |∇u∗|2dγ.
As a result, whenever the Gaussian measure of the domain K is fixed, the Gaussian
principal frequency Λγ(K) is minimized when K is a half-space (see Carlen and
Kerce [7]), and the Gaussian torsional rigidity Tγ(K) is maximized when K is a
half-space (see e.g. Livshyts [20]).

In the Lebesgue world, Pólya and Szegö asked another natural question: if for
a set K, not its measure, but its torsional rigidity is fixed, then is the principal
frequency still minimized on the Euclidean ball? This question was answered in
the affirmative by Kohler-Jobin [15, 16] back in the 1970s, whose rearrangement
technique is based on keeping level sets to be of the same torsional rigidity instead
of the same Lebesgue measure and relaxing definition of the torsional rigidity. For
further generalizations and applications, as well as a nice exposition of the topic,
see Brasco [3].
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KOHLER-JOBIN MEETS EHRHARD 4439

In this paper, we develop the Gaussian analogue of the Kohler-Jobin rearrange-
ment, and show

Theorem 1.1. For any open domain K ⊂ R
n, letting H be the half-space such

that Tγ(K) = Tγ(H), we have Λγ(K) ≥ Λγ(H).

We would like to emphasize that the analogy of our work and the works of
Kohler-Jobin [15, 16] and Brasco [3] is not to be expected, like in the case of the
inequalities of Faber-Krahn and Saint-Venant! Our proof relies heavily on the
particular properties of certain special functions, and not just on soft properties of
rearrangements (see for example Theorem 4.1).

This paper is organized as follows. In Section 2 we discuss some preliminaries. In
Section 3 we discuss the Gaussian modified torsional rigidity. In Section 4 we define
the Gaussian version of the Kohler-Jobin rearrangement, study its properties, and
prove Theorem 1.1.

2. Preliminaries

2.1. General. Fix a domain K in R
n. For a point x ∈ ∂K, we denote by nx the

unit outer normal vector to the boundary of K at x; if K is convex then nx is
defined almost everywhere on the boundary of K.

Recall the co-area formula (see e.g. Brothers and Zeimer [4], Lemma 4.1 from
Carlen and Kerce [7], or [24]) which states, with the convention of Brothers and
Ziemer:

∫

Rn

|∇u|f dx =

∫ ∞

0

∫

{u=s}
f dHn−1ds,

where f ∈ L∞(Rn, γ), u ∈ W 1,1(Rn, γ) is a non-negative Borel measurable function,
and Hn−1 denotes the n − 1 dimensional Hausdorff measure. Here W 1,1(Rn, γ) is
a weighted Sobolev space of functions with integrable distributional weak gradient.

By replacing f(x) with 1
(
√
2π)n

f(x)e−
|x|2

2 , we get

(1)

∫

Rn

|∇u|f dγ =

∫ ∞

0

∫

{u=s}
f dγ∂{u=s}ds,

where by dγ∂M , for a surface M , we denote the measure 1
(
√
2π)n

e−
|x|2

2 dHn−1, i.e.

the boundary measure with the Gaussian weight.
Recall the Ornstein-Uhlenbeck operator [2] defined as

(2) Lu = Δu− 〈x,∇u〉,

which verifies the integration by parts identity for the standard Gaussian measure:
∫

K

vLu dγ = −
∫

K

〈∇u,∇v〉dγ +

∫

∂K

v〈∇u, nx〉dγ∂K ,

for Lipschitz continuous functions u, v, and a domain K. In fact, the “integration
by parts” identity also serves as the definition of L on Sobolev spaces. Recall also
the following classical existence result, see e.g. [20].

Theorem 2.1 (Dirichlet boundary condition). Let K be a Lipschitz domain. Let

F ∈ L2(K, γ). Then there exists a unique function u ∈ W 1,2(K, γ) which is a
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4440 ORLI HERSCOVICI AND GALYNA V. LIVSHYTS

solution of
{

Lu = F on K,

u = 0 on ∂K.

Moreover, if ∂K is C2 then u ∈ C2(int(K)) ∩ C1(K̄).
Furthermore, if F ≤ 0 then u ≥ 0, and the level sets of u are nested.

Note that the “furthermore” part of Theorem 2.1 follows from the maximal
principle.

2.2. Equivalent definitions of the Gaussian torsional rigidity.

Definition 2.2. For a domain K ⊂ R
n, define the Gaussian torsional rigidity by

(3) Tγ(K) = sup
v∈W

1,2
0 (K,γ)

(
∫

K
v dγ)2

∫

K
|∇v|2dγ .

This object (with a different normalization!) was considered in [20]. Let us also
state

Definition 2.3. For a domain K ⊂ R
n, define the Gaussian torsion function of K

to be the unique function v ∈ W 1,2(K) satisfying the differential equation
{

Lv = −1 on K,

v = 0 on ∂K.

We note that by the maximal principle, the Gaussian torsion function is neces-
sarily non-negative.

The Gaussian torsional rigidity admits several equivalent definitions.

Proposition 2.4. The following are equivalent:

(1) Tγ(K) = infu∈W 1,2(K,γ): Lu=−1

∫

K
|∇u|2dγ;

(2) Tγ(K) is the Gaussian torsional rigidity, i.e.

Tγ(K) = sup
v∈W

1,2
0 (K,γ)

(
∫

K
v dγ)2

∫

K
|∇v|2dγ ;

(3) Tγ(K) = supv∈W
1,2
0 (K,γ)

(

−
∫

K
|∇v|2dγ+2

∫

K
v dγ

)

;

(4) Tγ(K) =
∫

K
vdγ =

∫

K
|∇v|2dγ = −

∫

K
|∇v|2dγ+2

∫

K
v dγ, where v is the

Gaussian torsion function of K.

Proof. For any v ∈ W 1,2
0 (K, γ) and any u ∈ W 1,2(K, γ) with Lu = −1, we have,

by Cauchy’s inequality,
∫

K

|∇u|2dγ ≥
(∫

K
〈∇u,∇v〉dγ

)2

∫

K
|∇v|2dγ =

(∫

K
v dγ

)2

∫

K
|∇v|2dγ ,

where for the last identity we used the definition of the operator L on Sobolev
spaces (see, for example, the book of Evans and Gariepy [11]): we say that Lu = F
for a Sobolev function u if for any smooth test-function v with v = 0 on ∂K we
have

∫

K
vFdγ = −

∫

K
〈∇v,∇v〉dγ, and the more general fact (as used above) for

Sobolev functions v follows by a standard approximation argument. Therefore,

inf
u∈W 1,2(K,γ):

Lu=−1

∫

K

|∇u|2dγ ≥ sup
v∈W

1,2
0 (K,γ)

(
∫

K
v dγ)2

∫

K
|∇v|2dγ .
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KOHLER-JOBIN MEETS EHRHARD 4441

In order to see that the equality is attained, consider (on both sides) the function

v ∈ W 1,2
0 (K, γ) satisfying the differential equation

{

Lv = −1 on K,

v = 0 on ∂K.

Thus (1) and (2) are equivalent.
In order to see that (1) and (3) are equivalent, use the inequality

∫

K

|∇u|2dγ ≥
∫

K

(

2〈∇u,∇v〉 − |∇v|2
)

dγ,

and the fact that for any v ∈ W 1,2
0 (K, γ) and any u ∈ W 1,2(K, γ) with Lu = −1,

we have that
∫

K
〈∇u,∇v〉 dγ =

∫

K
v dγ, and argue in the same manner as before.

The equivalence of (4) to the rest of the definitions follows automatically by
the choice of the extremizing function. Note that with this choice of v, we have,
integrating by parts,

∫

K
v dγ =

∫

K
|∇v|2dγ. �

We shall record the following classical fact:

Lemma 2.5 (Torsional rigidity is monotone). For a pair of domains K and M ,

Tγ(K) ≥ Tγ(M) whenever M ⊂ K.

Proof. Let v be the torsion function on M (i.e. the function v maximizing the
righthand side of (3)), and extend it by zero to the whole of K; let us call the
resulting function ṽ. Note that the result is still a Sobolev function since v|∂M = 0.
We have

Tγ(M) =
(
∫

M
vdγ)2

∫

M
|∇v|2dγ =

(
∫

K
ṽdγ)2

∫

K
|∇ṽ|2dγ ≤ Tγ(K),

where in the last line, the definition of the torsional rigidity was used again. �

Let us also recall the Gaussian analogue of the Saint-Venant theorem (see e.g.
Proposition 5.6 in Livshyts [20]):

Lemma 2.6. Of all domains K with Gaussian measure a ∈ [0, 1], the torsional

rigidity is maximized for the half-space {x1 ≤ Φ−1(a)}.
Here the function Φ−1(t) is the inverse function of the standard Gaussian distri-

bution Φ(t) =
t
∫

−∞
1√
2π

exp(− s2

2 ) ds.

Remark 2.7. Proposition 5.6 in Livshyts [20] was proved for convex set K, but the
same arguments can be applied also for all the measurable sets. We do not bring
this proof here.

2.3. Gaussian torsional rigidity of a half-space. Let us denote the right half-
space

Hs = {x = (x1, . . . , xn) ∈ R
n
∣

∣x1 ≥ s}.
Define the function T : R → R to be the Gaussian torsional rigidity of the half-
space:

T (s) = Tγ(Hs).

We shall show

Lemma 2.8. T ′(s) = −
√
2π e

s2

2 γ(Hs)
2.
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4442 ORLI HERSCOVICI AND GALYNA V. LIVSHYTS

Proof. Note that the torsion function vs : Hs → R is given by

vs(x) = V (x1)− V (s),

where V (t) is such a function that

V ′(t) = e
t2

2

∫ ∞

t

e−
τ2

2 dτ.

Indeed, vs ∈ W 1,2(Hs), and one may check directly that Lvs = −1, and clearly
vs(x) = 0 when x ∈ ∂Hs. Therefore, by (4) of Proposition 2.4,

T (s) = Tγ(Hs) =

∫

Hs

|∇vs|2dγ =
1√
2π

∫ ∞

s

V ′(t)2 e−
t2

2 dt,

where in the last passage we used Fubini’s theorem. Thus

T ′(s) = − 1√
2π

V ′(s)2 e−
s2

2 = −
√
2π e

s2

2

(

1√
2π

∫ ∞

s

e−
τ2

2 dτ

)2

,

which finishes the proof. �

2.4. Equivalent definitions of the Gaussian principal frequency.

Definition 2.9. For a domain K ⊂ R
n, define the Gaussian principal frequency

Λγ(K) by

Λγ(K) = inf
v∈W

1,2
0 (K,γ)

∫

K
|∇v|2dγ

∫

K
v2dγ

.

We outline the following classical fact (see e.g. Pólya and Szegö for the Lebesgue
version [21]).

Proposition 2.10. Λγ(K) is the first non-zero eigenvalue of L with the Dirichlet

boundary condition on a domain K.

Proof. We aim to show that Λγ(K) is the smallest positive number Λγ such that

there exists a function u ∈ W 1,2
0 (K) such that u 
≡ 0 with

(4) Lu = −Λγu.

Let v ∈ W 1,2
0 (K) be a non-negative function satisfying the differential equation (4)

in the interior of the domain K and v|∂K = 0.
First of all we assume that f = qv for a function q ∈ C2(Rn) defined in K ∪ ∂K.

Then
∫

K

(

|∇f |2 − Λγf
2
)

dγ =

∫

K

(

〈∇(qv),∇(qv)〉 − Λγq
2v2

)

dγ

=

∫

K

(

q2|∇v|2 + 2vq 〈∇q,∇v〉+ v2|∇q|2 + q2vLv
)

dγ

=

∫

K

|∇q|2v2dγ + I0,

where

(5) I0 =

∫

K

(

q2|∇v|2 + 2vq 〈∇q,∇v〉+ q2vLv
)

dγ.
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Integrating by parts and following the definition (2), we get
∫

K

2vq 〈∇q,∇v〉 dγ = −1

2

∫

K

〈

∇q2,∇v2
〉

dγ

= −1

2

∫

K

q2Lv2dγ

= −1

2

∫

K

q2(2vLv + 2|∇v|2)dγ.

Substituting it into (5), we obtain

I0 =

∫

(

q2|∇v|2 − q2vLv − q2|∇v|2 + q2vLv
)

dγ = 0,

which implies
∫

|∇f |2dγ = Λγ

∫

f2dγ +

∫

|∇q|2v2dγ,

and therefore
∫

|∇f |2dγ
∫

f2dγ
≥ Λγ .

The equality is attained if q is a constant function, and the statement follows by
approximation and mollification [10]. �

We shall record the following classical fact.

Lemma 2.11 (Principal frequency is monotone decreasing). For a pair of domains

K and M , Λγ(K) ≥ Λγ(M) whenever K ⊂ M .

The proof of Lemma 2.11 is completely analogous to the proof of Lemma 2.5,
except we consider infimum in place of supremum, and argue that infimum over a
larger class is smaller than the infimum over a smaller class. We leave the details
to the reader.

3. Modified torsional rigidity

Let us use the notation

(6) Tγ [v] = −
∫

K

|∇v|2dγ + 2

∫

K

v dγ, v ∈ W 1,2
0 (K, γ).

For a bounded non-negative u(x) ∈ W 1,2
0 (K, γ) which vanishes at the boundary,

let umax be the maximum value of u on K. Let us define

Kt = {x ∈ K |u(x) > t },
∂Kt = {x ∈ K |u(x) = t },

and

γ(Kt) =

∫

Kt

dγ,

�(t) =

∫

∂Kt

|∇u| dγ∂Kt
.(7)

We shall consider a class of reference functions u(x) ∈ W 1,2
0 (K, γ) ∩ L∞(K)

which are non-negative on K and vanish at the boundary of K, and such that
γ(Kt)

2

�(t) is bounded from above by an absolute constant that does not depend on t.
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Definition 3.1. Consider a reference function u. Define Cl(u) to be the class of

functions v(x) ∈ W 1,2
0 (K, γ) ∩ L∞(K) which can be presented as v = ϕ ◦ u(x), for

some real-valued function ϕ(x) ≥ 0, defined on the interval [0, umax] and satisfying
ϕ(0) = 0.

The Gaussian modified torsional rigidity Tmod
γ (K;u(x)) with respect to this ref-

erence function u is given by

(8) Tmod
γ (K;u) = sup

v∈Cl(u)

Tγ [v].

Note that Tγ [v] = Tγ [ϕ ◦ u(x)], and thus Tmod
γ (K;u), depends only on the

collection of the level sets of u(x). It was shown in Proposition 2.4 that

Tγ(K) = sup
v∈W

1,2
0 (K,γ)

Tγ [v],

and therefore, since Cl(u) ⊂ W 1,2
0 (K, γ), we have

(9) Tγ(K) ≥ Tmod
γ (K;u)

for any reference function u. Furthermore, this inequality is equality when u is the
torsion function. It is important to note that the torsion function u(x) ∈ W 1,2

0 (K, γ)
is indeed a reference function: it is non-negative, bounded (by maximum principle),

vanishes at the boundary, and γ(Kt)
2

�(t) ≤ 1. Indeed, when Lu = −1, we integrate by

parts to see that

γ(Kt) = −
∫

Kt

Ludγ =

∫

∂Kt

〈∇u, nx〉dγ∂K =

∫

∂Kt

|∇u|dγ∂K = �(t),

since the outer unit normal to a level set of a function is collinear to the gradient.
Therefore, in the case of the torsion function, we have

γ(Kt)
2

�(t)
= γ(Kt) ≤ 1.

We shall show the following analogue of [15, Lemma 1], [16, Lemma 1] (see also
a wonderful exposition by Brasco [3]), in which we are going to find exactly the
maximizing function for the modified torsional rigidity, given an arbitrary reference
function u(x) ∈ W 1,2

0 (K, γ).

Proposition 3.2. Fix a reference function u. The Gaussian modified torsional

rigidity of K with respect to u is given by

Tmod
γ (K;u(x)) =

∫ umax

0

γ(Kt)
2

�(t)
dt.

Proof. Note that by our assumptions on a reference function, the integral
∫ umax

0

γ(Kt)
2

�(t)
dt

is bounded. Suppose v = ϕ ◦ u, for some function ϕ : R → R
+ such that ϕ(0) = 0.

Suppose without loss of generality that ϕ ∈ C2(R) (otherwise we may approximate
it by a smooth function).

Consider the first summand from the functional Tγ [v] defined in (6):

(10)

∫

K

|∇v|2dγ =

∫

K

|∇ϕ(u(x))|2dγ =

∫

K

(ϕ′)2|∇u|2dγ.
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By (10) and by the co-area formula (1),

(11)

∫

K

|∇v|2dγ =

∫ umax

0

∣

∣

∣

∣

dϕ

dt

∣

∣

∣

∣

2 ∫

∂Kt

|∇u| dγ∂Kt
dt =

∫ umax

0

∣

∣

∣

∣

dϕ

dt

∣

∣

∣

∣

2

�(t) dt.

If |∇u| > 0 almost everywhere, we could use the co-area formula (1) to get

dγ(Kt)

dt
=

d

dt

(
∫ ∞

t

∫

∂Ks

1

|∇u| dγ∂Ks
ds

)

= −
∫

∂Kt

1

|∇u| dγ∂Kt
.

However, a reference function may not satisfy |∇u| > 0 almost everywhere (also, it
may exhibit a variety of bad behaviors, see e.g. Almgren, Leib [1]). Fortunately, in
this case it was shown by Carlen, Kerce [7, page 16] that

(12)
dγ(Kt)

dt
=

d

dt

(
∫

Kt

1

|∇u| |∇u| dγ
)

≤ −
∫

∂Kt

1

|∇u| dγ∂Kt
.

Using the same reasoning (that is, combining Lemma 4.2 from Carlen, Kerce [7]
with the co-area formula), we also see, using the fact that v ≥ 0:
(13)
∫

K

v(x)dγ =

∫

K

ϕ(u(x))dγ =

∫

K∩{|∇u|	=0}

ϕ(u(x))

|∇u| |∇u| dγ +

∫

K∩{|∇u|=0}

ϕ(u(x))dγ

≤
∫ umax

0

ϕ(t)

∫

∂Kt

1

|∇u|dγ∂Kt
dt.

Combining (12) with (13), we see
∫

K

v(x)dγ ≤
∫ umax

0

ϕ(t)

(

−dγ(Kt)

dt

)

dt =

∫ umax

0

γ(Kt)

(

dϕ

dt

)

dt,(14)

where the last equality follows by the one-dimensional integration by parts, together
with the facts that γ(Kumax

) = 0 and ϕ(0) = 0.
Combining (11) and (14), we estimate the functional Tγ [v] (defined in (6)) with

v = ϕ ◦ u as follows:

Tγ [ϕ(u)] ≤ −
∫ umax

0

∣

∣

∣

∣

dϕ

dt

∣

∣

∣

∣

2

�(t) dt+ 2

∫ umax

0

γ(Kt)
dϕ

dt
dt.

Since �(t) > 0 for all 0 ≤ t ≤ umax (by our assumptions on a reference function),
we can rewrite the last equation as

Tγ [v] ≤
∫ umax

0

�(t)

[

2
dϕ

dt

γ(Kt)

�(t)
−
∣

∣

∣

∣

dϕ

dt

∣

∣

∣

∣

2
]

dt

=

∫ umax

0

�(t)

[

−
(

dϕ

dt
− γ(Kt)

�(t)

)2

+

(

γ(Kt)

�(t)

)2
]

dt

≤
∫ umax

0

γ2(Kt)

�(t)
dt.(15)

Considering the non-negative function ϕ0(t) =
∫ t

0
γ(Ks)
�(s) ds, we have dϕ0/dt =

γ(Kt)/�(t), and the equality is attained in the last inequality of (15), while the
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first inequality turns into equality for a suitable choice of reference functions u such
that γ(K ∩ {|∇u| = 0}) = 0; therefore,

Tmod
γ (K;u) = sup

ϕ
Tγ [ϕ(u)] = Tγ [ϕ0(u)] =

∫ umax

0

γ2(Kt)

�(t)
dt,

which completes the proof. �

As a corollary, we deduce, using the fact u(x) − t is in the class of reference
functions on Kt when u is a reference function on K, and also the fact that �(t) as
well as the level sets are the same for u(x)− t and u(x) on [t, umax]:

Corollary 3.3. The functional Tmod
γ (Kt;u(x) − t) is the Gaussian modified tor-

sional rigidity of a level set Kt with respect to a function u(x)− t, and it is given

by

Tmod
γ (Kt;u(x)− t) =

∫ umax

t

γ2(Ks)

�(s)
ds.

4. The Kohler-Jobin-style symmetrization in the Gauss space, and

the proof of Theorem 1.1

Let K be a domain in R
n. Let u ∈ W 1,2

0 (K) be a non-negative function. In this
section, we define the analogue of the Kohler-Jobin symmetrization in the Gauss
space. The general idea is to correspond the level sets of u to half-spaces whose
torsional rigidity is the same as the modified torsional rigidity of the level sets of
u. Now, these half-spaces are level sets of rearrangement function u† which will
be defined a bit later, but composed with a specific function. Let us describe the
details below.

In view of Corollary 3.3, define the distribution function of the modified torsional
rigidity of K with respect to u by

(16) D(t) = Tmod
γ (Kt;u(x)− t) =

∫ umax

t

γ2(Ks)

�(s)
ds.

By Corollary 3.3,

(17) (D−1)′(τ ) =
1

D′(D−1(τ ))
= − �(D−1(τ ))

γ2(KD−1(τ))
.

Note thatD(t) is well-defined since �(t) > 0 by our definition of the class of reference
functions. Note also that D is differentiable, since it is defined as an antiderivative.

Next, recall from Subsection 2.3 the notation Hs = {x1 ≥ s} and

T (s) = Tγ(Hs).

Let K† be the half-space of the form {x1 ≥ s} such that

t0 := Tmod
γ (K;u) = Tγ(K

†).

We shall define the Ehrhrard-Kohler-Jobin rearrangement of u to be the non-
negative function u† ∈ W 1,2

0 (K†), non-decreasing in x1, and constant in xi for
i 
= 1, given by

u†(x) = f ◦ T (x1),
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where f : R → R is the (non-increasing) function given by

(18)

⎧

⎨

⎩

f ′(τ ) =
(D−1)′(τ)γ(K

D−1(τ))

γ(H
T−1(τ))

,

f(t0) = 0.

In other words, u† = f(τ ) on the boundary of the right half-space whose torsional
rigidity is τ (as the modified torsional rigidity of the corresponding level set), and
so we have, for all τ ≥ 0,

(19) Tγ(KD−1(τ)) ≥ Tmod
γ (KD−1(τ);u−D−1(τ )) = Tγ(HT−1(τ)).

Just to clarify, the last identity is a tautology τ = τ , and the first inequality follows
from (9). In view of (19) together with Lemma 2.6 (the Gaussian analogue of
Saint-Venant theorem), we conclude that

(20) γ(KD−1(τ)) ≥ γ(HT−1(τ)).

Note also that the condition f(t0) = 0 means that u† = 0 on the boundary of K†,
just as intended.

We are ready to prove

Theorem 4.1. The function u† has the following properties:

(1)
∫

K
|∇u|2 dγ =

∫

K† |∇u†|2 dγ;
(2)

∫

K
u dγ =

∫

K† u
† dγ;

(3) For any convex non-decreasing function F : R+ → R
+ such that F (0) = 0,

we have
∫

K

F (u) dγ ≤
∫

K†

F (u†) dγ.

Proof. (1) By the co-area formula (1), combined with the definition (7) of the
function �(s), we have

(21)

∫

K

|∇u|2dγ =

∫ umax

0

�(s) ds.

Applying change of variables τ = D(s), with the function D defined in (16), we
write

(22)

umax
∫

0

�(s) ds = −
t0
∫

0

(D−1)′(τ )·�◦D−1(τ )dτ =

t0
∫

0

(

(D−1)′(τ )
)2

γ(KD−1(τ))
2dτ,

where in the last passage we used (17). Combining (21) and (22), we get

(23)

∫

K

|∇u|2dγ =

∫ t0

0

(

(D−1)′(τ )
)2

γ(KD−1(τ))
2dτ.

Next, for any τ ∈ R, in view of the definition of u†, we have
∫

{x1=T−1(τ)}

|∇u†|dγ∂H
T−1(τ)

=
1√
2π

e−
T−1(τ)2

2 f ′(τ )T ′(T−1(τ ))(24)

= −f ′(τ )γ(HT−1(τ))
2,

where in the last passage we used the fact that, by Lemma 2.8, T ′(s) =

−
√
2πe

s2

2 γ(Hs)
2.
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Thus we write, by the change of variables s = f(τ ), and again by the co-area
formula:

∫

K†

|∇u†|2dγ =

∫ u†
max

0

∫

{u†=s}
|∇u†|dγ∂{u†=s}ds =(25)

−
∫ t0

0

f ′(τ )

∫

{u†=f(τ)}
|∇u†|dγ∂{u†=f(τ)}dτ =

∫ t0

0

f ′(τ )2γ(HT−1(τ))
2dτ,

where in the last passage we used (24) together with the fact that u†(x) = f(τ )
whenever x1 = T−1(τ ). Finally, by (23), (25) and (18), we conclude (1).

(2) We write the layer-cake representation and apply the change of variables
τ = D(t) and τ = f−1(t):

∫

K

u dγ =

∫ umax

0

γ({u ≥ t}) dt = −
∫ t0

0

γ(KD−1(τ))(D
−1)′(τ ) dτ =

−
∫ t0

0

γ(HT−1(τ))f
′(τ ) dτ =

∫

K†

u† dγ,

where in the last passage we used the definition of f and u† (18).
(3) Similarly to (2), we use the layer cake formula together with the additional

change of variables s = F−1(t) and write

∫

K

F (u) dγ =

F (umax)
∫

F (0)

γ({F (u) ≥ t}) dt = −
t0
∫

0

F ′(D−1(τ ))γ(KD−1(τ))(D
−1)′(τ ) dτ

and

∫

K†

F (u†) dγ =

F (u†
max)

∫

F (0)

γ({F (u†) ≥ t})dt = −
t0
∫

0

F ′(f(τ ))γ(KT−1(τ))f
′(τ )dτ.

In view of the fact that F is convex, and therefore F ′ is non-decreasing, and in view
of (18), in order to conclude (3), we are only left to show that for all τ ∈ [0, t0],

(26) D−1(τ ) ≤ f(τ ).

Note that by (18) and (20), in view of the fact that bothD and f are non-increasing,
we have

−(D−1)′(τ ) ≤ −f ′(τ ).

We conclude that

D−1(τ ) = −
∫ t0

τ

(D−1)′(τ )dτ ≤ −
∫ t0

τ

f ′(τ )dτ = f(τ ),

and (26) follows. �

Remark 4.2. Note that there is not much room in this construction, and one re-
ally has to be very precise when constructing the symmetrization. Indeed, if, say,
∫

K
|∇u|2dγ >

∫

K† |∇u†|2dγ (rather than equals), but
∫

K
udγ =

∫

K† u
†dγ, then

Tmod
γ (K;u) < Tγ(K

†), in view of the definition of the modified torsional rigidity
(8) as well as Proposition 2.4.

As a corollary, using F (t) = t2, we immediately get
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Corollary 4.3. For any non-negative u ∈ W 1,2
0 (K), the Rayleigh quotient does not

increase under the †−symmetrization. In other words,
∫

K
|∇u|2dγ

∫

K
u2dγ

≥
∫

K† |∇u†|2dγ
∫

K†(u†)2dγ
.

This immediately implies

Corollary 4.4. For any domain K, taking K† to be the †-rearrangement of K with

respect to the first Dirichlet eigenfunction of L, we have Λγ(K) ≥ Λγ(K
†).

Proof. We use Corollary 4.3 with the function u which minimizes the Rayleigh
quotient (i.e. with the first Dirichlet eigenfunction of L). Note that it is indeed
non-negative: considering |u| instead of u decreases the Rayleigh quotient. We see
that

Λγ(K) =

∫

K
|∇u|2dγ

∫

K
u2dγ

≥
∫

K† |∇u†|2dγ
∫

K†(u†)2dγ
≥ Λγ(K

†).

�

Finally, we are ready to outline the

Proof of Theorem 1.1. By the definition of the †−rearrangement and the modified
torsional rigidity, Tγ(K) ≥ Tγ(K;u) = Tγ(K

†), where u is taken to be the first
Dirichlet eigenfunction of L on K. Next, by Corollary 4.4, Λγ(K) ≥ Λγ(K

†).
Therefore, we have shown that for any open domain K there exists a half-space

K† such that simultaneously, Λγ(K) ≥ Λγ(K
†) and Tγ(K) ≥ Tγ(K

†).
Consider H to be the half-space such that Tγ(K) = Tγ(H). Then, by Lemma

2.5, K† ⊂ H, and thus by Lemma 2.11, Λγ(K
†) ≥ Λγ(H). Hence Λγ(K) ≥ Λγ(H).

This finishes the proof. �

Remark 4.5. Note that a more general result also follows from Theorem 4.1: given a
convex function F : R+ → R, define ΛF

γ (K) to be the minimal value of the following
energy:

ΛF
γ (K) = inf

u∈W
1,2
0 (K)

∫

K
|∇u|2dγ

∫

K
F (u)dγ

.

For a domain K, let K̃ be the half-space with the same Gaussian torsional rigidity
as K. Then ΛF

γ (K) ≥ ΛF
γ (K̃).
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[18] Ülo Lumiste and Jaak Peetre (eds.), Edgar Krahn, 1894–1961, IOS Press, Amsterdam; a
copublication with the Estonian Mathematical Society, Tartu, 1994. A centenary volume.
MR1298188

[19] Elliott H. Lieb and Michael Loss, Analysis, 2nd ed., Graduate Studies in Mathematics, vol. 14,
American Mathematical Society, Providence, RI, 2001, DOI 10.1090/gsm/014. MR1817225

[20] G. V. Livshyts, On a conjectural symmetric version of Ehrhard’s inequality, Trans. Amer.
Math. Soc. (to appear), arXiv:2103.11433, 2021.
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