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ON A CONJECTURAL SYMMETRIC VERSION OF

EHRHARD’S INEQUALITY

GALYNA V. LIVSHYTS

Abstract. We formulate a plausible conjecture for the optimal Ehrhard-type
inequality for convex symmetric sets with respect to the Gaussian measure.

Namely, letting Jk−1(s) =
∫ s

0 tk−1e−
t2

2 dt and ck−1 = Jk−1(+∞), we conjec-
ture that the function F : [0, 1] → R, given by

F (a) =
n
∑

k=1

1a∈Ek
· (βkJ

−1
k−1(ck−1a) + αk)

(with an appropriate choice of a decomposition [0, 1] = ∪iEi and coefficients
αi, βi) satisfies, for all symmetric convex sets K and L, and any λ ∈ [0, 1],

F (γ(λK + (1− λ)L)) ≥ λF (γ(K)) + (1− λ)F (γ(L)) .

We explain that this conjecture is “the most optimistic possible”, and is equiv-
alent to the fact that for any symmetric convex set K, its Gaussian concav-

ity power ps(K, γ) is greater than or equal to ps(RBk
2 × Rn−k, γ), for some

k ∈ {1, . . . , n}. We call the sets RBk
2 × Rn−k round k-cylinders; they also

appear as the conjectured Gaussian isoperimetric minimizers for symmetric
sets, see Heilman [Amer. J. Math. 143 (2021), pp. 53–94].

In this manuscript, we make progress towards this question, and show that
for any symmetric convex set K in Rn,

ps(K, γ) ≥ sup
F∈L2(K,γ)∩Lip(K):

∫
F=1

(

2TF
γ (K)− V ar(F )

)

+
1

n− EX2
,

where TF
γ (K) is the F−torsional rigidity of K with respect to the Gaussian

measure. Moreover, the equality holds if and only if K = RBk
2 × Rn−k for

some R > 0 and k = 1, . . . , n. As a consequence, we get

ps(K, γ) ≥ Q(E|X|2,E‖X‖4K ,E‖X‖2K , r(K)),

where Q is a certain rational function of degree 2, the expectation is taken
with respect to the restriction of the Gaussian measure onto K, ‖ · ‖K is the
Minkowski functional of K, and r(K) is the in-radius of K. The result follows
via a combination of some novel estimates, the L2 method (previously studied
by several authors, notably Kolesnikov and Milman [J. Geom. Anal. 27 (2017),
pp. 1680–1702; Amer. J. Math. 140 (2018), pp. 1147–1185; Geometric aspects

of functional analysis, Springer, Cham, 2017; Mem. Amer. Math. Soc. 277
(2022), v+78 pp.], Kolesnikov and the author [Adv. Math. 384 (2021), 23 pp.],
Hosle, Kolesnikov, and the author [J. Geom. Anal. 31 (2021), pp. 5799–5836],
Colesanti [Commun. Contemp. Math. 10 (2008), pp. 765–772], Colesanti, the
author, and Marsiglietti [J. Funct. Anal. 273 (2017), pp. 1120–1139], Eskenazis
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5028 GALYNA V. LIVSHYTS

and Moschidis [J. Funct. Anal. 280 (2021), 19 pp.]), and the analysis of the
Gaussian torsional rigidity.

As an auxiliary result on the way to the equality case characterization, we

characterize the equality cases in the “convex set version” of the Brascamp-
Lieb inequality, and moreover, obtain a quantitative stability version in the
case of the standard Gaussian measure; this may be of independent inter-
est. All the equality case characterizations rely on the careful analysis of the
smooth case, the stability versions via trace theory, and local approximation
arguments.

In addition, we provide a non-sharp estimate for a function F whose com-
position with γ(K) is concave in the Minkowski sense for all symmetric convex
sets.
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1. Introduction

Consider the standard Gaussian measure γ on the n-dimensional Euclidean space

R
n, that is, the measure with density dγ(x) = 1√

2π
n e−

|x|2

2 . We shall use notation

Φ(x) =
1√
2π

∫ x

−∞
e−

s2

2 ds,

for the cumulative distribution function (cdf from now on) of the 1-dimensional
Gaussian measure.

One of the beautiful and useful geometric properties of the Gaussian measure is
the Ehrhard inequality [37], [38], extended by Borell [16] to general sets: for a pair
of closed Borel-measurable sets K and L and for λ ∈ [0, 1],

(1) Φ−1 (γ(λK + (1− λ)L)) ≥ λΦ−1 (γ(K)) + (1− λ)Φ−1 (γ(L)) .

See also Bobkov [10] for a celebrated related inequality, as well as Lata�la [65], van
Handel [85], Shenfeld [47] (for the equality cases), Neeman, Paouris [80], Ivanisvili
[54], Paouris, Valettas [82] for alternative proofs, generalizations, applications, and
further discussions.

The Gaussian isoperimetric inequality, proved by Borell [14] and Sudakov-Tsirel-
son [86], states that for every a ∈ [0, 1], the half-space Ha with γ(Ha) = a has the
smallest Gaussian perimeter among all measurable sets in R

n of Gaussian measure
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SYMMETRIC VERSION OF EHRHARD’S INEQUALITY 5029

a. It is well-known that the Ehrhard inequality implies the Gaussian isoperimetric
inequality (see e.g. Lata�la [66] or Section 3.3).

The analogue of the isoperimetric problem for the Gaussian measure in the case
of symmetric sets was asked by Barthe [3] and O’Donnelll [81], conjectured by
Morgan and studied by Heilman [50]: it is believed that for every a ∈ [0, 1] there
is k ∈ {1, . . . , n} such that for every Borel-measurable set K with γ(K) = a, one
has either γ+(∂K) ≥ γ+(∂Ck(a)) or γ+(∂K) ≥ γ+(∂Ck(1 − a)), where Ck(a) =
RBk

2 ×R
n−k is a round k-cylinder such that γ(Ck(a)) = a. Here Bk

2 stands for the
k−dimensional Euclidean ball. See Heilman [50], [51] for more details, and partial
progress on this question. Barchiesi and Julin [5] showed that when γ(K) ∈ [α, 1]
for a sufficiently large α > 0, one has γ+(∂K) ≥ γ+(∂C1(a)); in other words,
the Gaussian perimeter is minimized on symmetric strips whenever the Gaussian
measure of a set is sufficiently large.

One might wonder what is an <optimal= function F : [0, 1] → R, for which the
inequality

(2) F (γ(λK + (1− λ)L)) ≥ λF (γ(K)) + (1− λ)F (γ(L))

holds for all symmetric convex sets K and L. One should be able to improve upon
F = Φ−1 since the Ehrhard inequality is never sharp for symmetric sets [47] unless
they coincide. An initial naive guess may be that F = ϕ−1 could work, where

ϕ(t) = 1√
2π

∫ t

−t
e−

s2

2 ds, – <the symmetric version= of the Gaussian cdf. However, it

was pointed to the author by Liran Rotem (after a discussion) a few years ago that
a numerical computation shows that this naive conjecture fails. Later, the author
has discussed this with several other experts and learned that others had also done
a similar simulation, reaching the same conclusion. In fact, one may notice that
F = ϕ−1 certainly fails (2) on the entire [0, 1], because if it didn’t, that would imply
that the strips are Gaussian isoperimetric minimizers among symmetric convex sets
of any measure (more details of this implication shall be discussed in Section 3),
and this is not the case.

A less naive attempt to put forward a conjecture for an F satisfying (2) could
be

(3) F (a) =
n
∑

k=1

1a∈Ik · (J−1
k−1(ck−1a) + ak),

where Ik is the sub-interval of [0, 1] where the surface area of the round k-cylinder
Ck(a) is minimal (over all choices of k). Here

Jk−1(R) =

∫ R

0

sk−1e−
s2

2 ds =

∫ R

0

gk−1(s)ds,

ck−1 = Jk−1(+∞), and ak are chosen in such a way that F is continuous (and then
automatically continuously differentiable, due to the properties of the special func-
tions involved). Note the geometric meaning of the function J−1

k−1(ck−1a): it is the

radius of the round k-cylinder of measure a, or in other words, γ
(

J−1
k−1(ck−1a)B

k
2×

R
n−k

)

= a. However, unfortunately, this function does not satisfy (2) for symmet-
ric convex sets, as shall be shown in Section 3.

On the bright side, one may explicitly conjecture <the optimal= plausible function
satisfying (2), which is somewhat similar to (3).
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5030 GALYNA V. LIVSHYTS

Conjecture 1. With the above notation for cp, gp, Jp, the function

F (a) =

∫ a

0

exp

(

∫ t

C0

min
k=1,...,n

(

ck−1(−k + 1 + J−1
k−1(ck−1s)

2)

gk ◦ J−1
k−1(ck−1s)

)

ds

)

dt

satisfies (2) for all symmetric convex sets. Here the choice of C0 ∈ (0, 1) is arbi-
trary.

Equivalently, there exists a collection of disjoint sets Ek ⊂ [0, 1], k = 1, . . . , n,
such that [0, 1] = ∪n

k=1Ek, and there exist coefficients αk, βk ∈ R, such that the
function

F (a) =
n
∑

k=1

1a∈Ek
· (βkJ

−1
k−1(ck−1a) + αk)

satisfies (2) for all symmetric convex sets, and is of class C2 and increasing.
Moreover, the equality in (2) occurs if and only if there exists a k ∈ {1, . . . , n}

such that K = Ck(a1) and L = Ck(a2), for some a1, a1 ∈ Ek.

The fact that the expressions above are equivalent shall be explained in Section 3.
We believe that Conjecture 1 is indeed plausible; we shall also explain in Section

3 that this conjecture is, in a sense, <the most optimistic possible=, and, of course,
is stronger than the Ehrhard inequality.

Remark 1.1. The sets Ek in Conjecture 1 are such that for a ∈ Ek, the function
(

log 1
sk(a)

)′
is minimal among all k, where we denote sk(a) = γ+(∂Ck(a)). It is

worth emphasizing that the sets Ek are not the same as the intervals Ik (which
were deûned so that for each a ∈ Ik, the function sk(a) is minimal, among all k).

We shall now move to discussing how we managed to guess Conjecture 1, and
state progress towards it. For a convex set K and a measure μ, we deûne

ps(K,μ) := lim sup
ε→0

{p : ∀L ∈ Ks, μ((1− ε)K + εL)p ≥ (1− ε)μ(K)p + εμ(L)p} .

Here Ks stands for the set of symmetric convex sets. We shall focus on the case
when μ is the standard Gaussian measure γ. We make the following

Conjecture 2. Pick a ∈ [0, 1] and suppose K is a symmetric convex set with
γ(K) = a. Then

ps(K, γ) ≥ min
k=1,...,n

ps(Ck(a), γ),

with equality if and only if K = Ck(a) for some (appropriate) k = 1, . . . , n (recall
that we use notation Ck(a) for round k-cylinders RBk

2 × R
n−k of measure a).

In Section 3, we shall see that

Proposition 1.2. Conjecture 1 and Conjecture 2 are equivalent.

In view of Proposition 1.2, it is of interest to study lower estimates for ps(K, γ).
The main result of this paper is the sharp estimate stated below.

For a convex domain K in R
n, and a Lipschitz function F : K → R, deûne the

F−Gaussian torsional rigidity by

TF
γ (K) = sup

v∈W 1,2(K,γ): v|∂K=0

(∫

Fv
)2

∫

|∇v|2 .

In Section 5 we discuss this object in more detail; it appears to be an important
tool, relevant for the questions which we study here.
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SYMMETRIC VERSION OF EHRHARD’S INEQUALITY 5031

Theorem A. For any symmetric convex set K in R
n,

ps(K, γ) ≥ sup
F∈L2(K,γ)∩Lip(K):

∫
F=1

(

2TF
γ (K)− V ar(F )

)

+
1

n− EX2
.

Moreover, the equality holds if and only if K = RBk
2 × R

n−k for some R > 0 and
k = 1, . . . , n.

Here E and V ar stand for the expectation and the variance with respect to the
restriction of the standard Gaussian measure onto K.

As a corollary, we will deduce (see Section 6 for the precise formulation):

Corollary 1.3. For any symmetric convex set K in R
n,

ps(K, γ) ≥ Q(E|X|2,E‖X‖4K ,E‖X‖2K , r(K)),

where Q is a certain rational function of degree 2, the expectation is taken with
respect to the restriction of the Gaussian measure onto K, and r(K) is the in-
radius of K (that is, the radius of the largest ball contained in K).

Moreover, the equality holds if and only if K = RBk
2 × R

n−k for some R > 0
and k = 1, . . . , n.

The key feature of Theorem A is the equality case characterization. To further
emphasize it, we outline separately the exact value of ps(K, γ) for the case when
K is a round k−cylinder.

Proposition 1.4 (Case of cylinders). When K = RBk
2 × R

n−k, with γ(K) = a,
for some a ∈ [0, 1], and for k = 1, . . . , n, we have

ps(K, γ) = 1−
ck−1a(k − 1− J−1

k−1(ck−1a)
2)

gk ◦ J−1
k−1(ck−1a)

.

There is nothing special in searching for F in the form F (a) = ap(a) for the
function F from (2), of course. In Section 3, we shall see some other equivalent
formulations of Conjecture 1.

Most of this manuscript is dedicated to proving Theorem A. In addition to sev-
eral novel estimates and ideas, our method is based on the reduction of the ques-
tion to inûnitesimal version, previously explored by Colesanti, Hug, Saoŕın-Gómez
[25], [26], [27], Livshyts, Marsiglietti [29], [30], and on the L2 method, studied by
Kolesnikov, Milman [57], [58], [59], [60] (these works include an important advance-
ment – the new proof of the Brunn-Minkowski inequality via the L2-method), L
[61], [62], Hosle [53], Milman [77]. Some of the estimates also involve optimiz-
ing quadratic inequalities, see a remarkable work of Eskenazis, Moschidis [39], or
Remark 2.2 from Hosle, Kolesnikov, L [53]. Another key component of the proof
involves the sharp lower estimate for the Gaussian torsional rigidity (more details
in Section 5). The equality case characterization is done via careful analysis of the
smooth case in several inequalities, several qualitative stability estimates obtained
via the trace inequalities for convex sets (see Subsection 2.4), and delicate approxi-
mation arguments. The stability version for the torsional energy lower bound from
Section 6 may be of independent interest.

In addition, one of the steps on the way to the equality case characterization
in Theorem A is the stability in the <convex set version= of the Brascamp-Lieb
inequality (Theorem 4.1 in [18]): this celebrated inequality states that for any
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5032 GALYNA V. LIVSHYTS

convex set K in R
n, any locally Lipschitz function f ∈ L2(Rn), and any strictly

convex C2 function V : Rn → R, letting dμ(x) = e−V (x)dx, we have

μ(K)

∫

K

f2dμ−
(∫

K

fdμ

)2

≤ μ(K)

∫

K

〈(∇2V )−1∇f,∇f〉dμ.

In Section 4, we will show

Theorem 1.5 (Equality case characterization in the <convex set version of= the
Brascamp-Lieb inequality, and the quantitative stability in the Gaussian case). We
state two results:

(1) Let μ be a log-concave measure on R
n with C2 positive density e−V , and

suppose ∇2V > 0. Then for any convex set K and any function f ∈
W 1,2(K) ∩ C1(K), we have, as per Brascamp and Lieb [18],

μ(K)

∫

K

f2dμ−
(
∫

K

fdμ

)2

≤ μ(K)

∫

K

〈(∇2V )−1∇f,∇f〉dμ.

Moreover, the equality occurs if one of the two things happens:
• f = C for some constant C ∈ R;
• there exists a rotation U such that

(a) UK = L × R
n−k for some k = 1, . . . , n and a k−dimensional

convex set L;
(b) f◦U = 〈∇V, θ〉+C, for some vector θ ∈ R

n−k and some constant
C ∈ R.

(2) Moreover, if μ = γ (the standard Gaussian measure), and a convex set K
contains rBn

2 , then assuming that for ε > 0,

γ(K)

∫

K

f2dγ −
(∫

K

fdγ

)2

≥ γ(K)

∫

K

〈(∇2V )−1∇f,∇f〉dγ − ε,

we conclude that there exists a vector θ ∈ R
n (possibly zero), which depends

only on K and f , such that

•
∫

∂K
〈θ, nx〉2dγ∂K ≤ (n+1)ε

r ;

• ‖f − 〈x, θ〉 − 1
γ(K)

∫

K
fdγ‖L1(K,γ) ≤

√

γ(K) (
√
nε+ 4

√
nε).

A related question was posed by Brandolini, Chiacchio, Henrot, Trombetti [8].
See Section 5 for the history and important past results in the case of the Gaussian
measure. Part (2) of Theorem 1.5 will be used directly in the proof of Theorem A.
The quantitative stability works especially well in the Gaussian case thanks to nicer
trace-type estimates for convex sets (see Subsection 2.4 and particularly Theorem
2.9). In Section 4 we will also deduce stability for general log-concave measures, but
it is weaker in general, comparing to the case of the standard Gaussian measure.

Next, we will show an estimate somewhat weaker than Conjecture 1.

Theorem 1.6. The function

F (a) =

∫ a

0

exp

(

∫ t

C0

(

ϕ−1(s)2

4e2n2s
+

1

ns− 1
cn−1

Jn+1 ◦ J−1
n−1(cn−1s)

− 1

s

)

ds

)

dt
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satisfies
F (γ(λK + (1− λ)L)) ≥ λF (γ(K)) + (1− λ)F (γ(L)) ,

for all convex symmetric sets K and L and every λ ∈ [0, 1].

As a corollary of Theorem 1.6 we will show Proposition 3.22 – a Gaussian version
of Minkowski’s ûrst inequality: for any pair of symmetric convex sets K and L,

γ(K + tL)′|t=0 ≥
(

1− EX2

n

)

γ(K)
1− 1

n−EX2 γ(L)
1

n−EX2 ,

where the expected value is taken with respect to the restriction of the Gaussian
measure γ onto K.

In Section 2 we discuss preliminaries from PDE, Sobolev space theory, rear-
rangements, asymptotic analysis, and other relevant topics; notably, in Subsection
2.4 we will derive useful trace inequalities for convex sets. In Section 3 we discuss
Conjecture 1, its isoperimetric implications and relation to the S-inequality [67],
connections to Conjecture 2, prove Proposition 1.4, survey results of Kolesnikov
and Milman [57] regarding the L2 estimates, and perform other preparations. In
Section 4 we prove Theorem 1.5 (the equality case characterization of the Brascamp-
Lieb inequality and the universal stability in the Gaussian case). In Section 5 we
discuss energy minimization for the standard Gaussian measure, explore various
bounds and properties of torsional rigidity. In Section 6 we prove Theorem A,
Corollary 1.3 as well as Theorem 1.6 and some of its consequences.

2. Preliminaries, and some new trace estimates for convex sets

2.1. The Brascamp-Lieb inequality. Given a measure μ on R
n and p > 0,

we shall consider Lp(μ,K), the space of functions g such that
∫

K
|g|pdμ < ∞.

Recall that the Brascamp-Lieb inequality says that for any locally Lipschitz function
f ∈ L2(μ,Rn) and any convex function V : Rn → R, we have

(4)

∫

Rn

f2dμ−
(
∫

Rn

fdμ

)2

≤
∫

Rn

〈(∇2V )−1∇f,∇f〉dμ,

where dμ(x) = e−V (x)dx. Note that the integral on the right hand side makes sense
in the almost everywhere sense. The function e−V is called log-concave when V is
convex. See Brascamp, Lieb [18], or e.g. Bobkov, Ledoux [12].

Recall that a set K is called convex if together with every pair of points it
contains the interval connecting them, and recall that the characteristic function of
a convex set is log-concave. As a consequence of (4), for any convex body K,

(5) μ(K)

∫

K

f2dμ−
(∫

K

fdμ

)2

≤ μ(K)

∫

K

〈(∇2V )−1∇f,∇f〉dμ.

In the case of the standard Gaussian measure γ, this becomes, for any convex set
K,

(6) γ(K)

∫

K

f2dγ −
(∫

K

fdγ

)2

≤ γ(K)

∫

K

|∇f |2dγ.

Furthermore, Cordero-Erasquin, Fradelizi and Maurey showed [31] that for sym-
metric convex sets and even f ,

(7) γ(K)

∫

K

f2dγ −
(∫

K

fdγ

)2

≤ 1

2
γ(K)

∫

K

|∇f |2dγ.
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5034 GALYNA V. LIVSHYTS

2.2. Symmetrizations and Ehrhard’s principle. Let us recall Ehrhard’s re-
arrangement [37], the Gaussian analogue of the radial rearrangement. For a mea-
surable set K, denote by HK (sometimes also denoted K∗) the left half-space of
the Gaussian measure equal to γ(K). Namely,

HK = {x ∈ R
n : x1 ≤ Φ−1(γ(K))},

where

Φ(t) =
1√
2π

∫ t

−∞
e−

s2

2 ds.

Next, for a measurable function u : Rn → R, consider its rearrangement u∗ to be
the function whose level sets are half-spaces, and have the same Gaussian measures
as the level sets of u. Namely, u∗(x) = t whenever Φ(x1) = γ({u ≤ t}). In other
words, for all t ∈ R,

{u∗ ≤ t} = H{u≤t}.

The Lebesgue analogue of Ehrhard’s symmetrization, called Schwartz (radial) re-
arrangement, is an indispensable tool in PDE, see, for instance Burchard [21], Lieb,
Loss [69], Kesavan [55], or Vázquez [88]; see also Carlen, Kerce [23] for a nice dis-
cussion related to Ehrhard’s symmetrization; see also Bogachev [13].

Let us recall Ehrhard’s principle, which follows from the Gaussian isoperimetric
inequality (for the proof, see, e.g. (1.11) in Carlen, Kerce [23] or Ehrhard [37].) It
is the Gaussian analogue of the Polya-Szegö principle [83].

Lemma 2.1 (Ehrhard’s principle). Let K be a Borel measurable set in R
n and let

HK be the left half-space of the same Gaussian measure as K. Let u : K → R be a
locally Lipschitz function and let u∗ be its Ehrhard symmetral. Then for any convex
increasing function ϕ : R+ → R

+ we have
∫

K

ϕ(|∇u|)dγ ≥
∫

HK

ϕ(|∇u∗|)dγ.

Remark 2.2. The case when ϕ(t) = |t| is particularly straight-forward, so we outline
it for the reader’s convenience. By the co-area formula,

∫

K

|∇u|dγ =

∫

R

γ+(∂{u < t})dt.

By the Gaussian isoperimetric inequality [86], [14],

γ+(∂{u < t})dt ≥ γ+(∂{u∗ < t})dt,
and thus,

∫

K
|∇u|dγ is greater than or equal to

∫

K
|∇u∗|dγ. The general statement

also follows from this idea, but with a cleverer use of convexity, see [23].

2.3. Some background from Sobolev space theory. Consider an absolutely
continuous measure μ on R

n with a locally-Lipschitz density e−V (x). We shall
mostly consider the case when μ is log-concave, and V is a twice-differentiable
convex function. We call V a potential of μ. By Cp(Ω) denote the space of p

times differentiable functions on a domain Ω, whose p-th partial derivatives are
continuous. By Lip(K) denote the class of locally Lipschitz functions on K.

Given a convex set K in R
n, for a point x ∈ ∂K, we denote by nx the outward

unit normal at x; the vector-ûeld nx is uniquely deûned almost everywhere on
∂K. We say that K is of class C2 if its boundary is locally twice differentiable;
in this case, nx is well-deûned for all x ∈ ∂K. For a C2 convex set, consider the
second fundamental form of K to be the matrix II = dnx

dx (with a <plus= because
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the normal is outer) acting on the tangent space at x. The Gauss curvature at x

is det(II) and the mean curvature is tr(II). Given a measure μ with potential V ,
deûne the μ−associated mean curvature

Hμ = tr(II)− 〈∇V, nx〉.
We say that K is strictly convex if II is non-singular everywhere on K. We say
that K is uniformly strictly convex if det(II) > c > 0 for some c > 0.

Associated with μ, consider the operator L : C2(Rn) → L2(μ,Rn),

Lu = Δu− 〈∇u,∇V 〉.
The operator Lu satisûes the following integration by parts identity whenever it
makes sense (as follows immediately from the classical Divergence theorem):

∫

K

vLu dμ = −
∫

K

〈∇v,∇u〉dμ+

∫

∂K

v〈∇u, nx〉dμ∂K .

Here by μ∂K we mean the measure e−V (x)dHn−1(x), where Hn−1 is the (n − 1)-
dimensional Hausdorff measure. The term 〈∇u, nx〉 is called the normal derivative
of u.

Fix a function u ∈ L1(μ,K). We say that wi is a weak i-the partial derivative of
u, and use notation wi =

∂u
∂xi

, if for every v ∈ C1(K) with v|∂K = 0, we have the
following integration by parts identity

∫

K

vwidμ = −
∫

K

u
∂(ve−V )

∂xi
dx.

Recall that the trace operator is a continuous linear operator

TR : W 1,2(K,μ) → L2(∂K, μ)

such that for every u ∈ C1(K), continuous up to the boundary, we have

TR(u) = u|∂K .

We shall use informal notation
∫

∂K
udμ to mean

∫

∂K
TR(u)dμ. Similarly, we use

notation
∫

∂K
〈∇u, nx〉dμ to mean

∫

∂K
〈TR(∇u), nx〉dμ, where TR(∇u) is the vector

formed by the trace functions of the weak ûrst partial derivatives of u. We shall
also use notation ∇, Δ and so on, to denote the appropriate quantities in the sense
of weak derivatives.

Deûne the Sobolev space W 1,2(K,μ) to be the space of L2(K,μ) functions whose
all weak partial derivatives are in L2(K,μ). We shall also consider the space

W
1,2
0 (K,μ) = W 1,2(K,μ) ∩ {w : TR(w) = 0}.

These spaces we consider equipped with the Sobolev norm

‖u‖W 1,2(K,μ) =

√

√

√

√c1‖u‖2L2(K,μ) + c2

n
∑

i=1

‖ ∂u

∂xi
‖2L2(K,μ).

Lastly, let us recall a few basic facts about Poincaré-type inequalities. For any
bounded Lipschitz domain K and any ûnite absolutely-continuous measure μ, there
exists a constant Cpoin(K,μ), which we call the Poincaré constant, such that for
every F ∈ W 1,2(K,μ) we have

(8) V ar(F ) ≤ C2
poin(K,μ)E|∇F |2.
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Here and below, whenever K and μ are ûxed, we use notation

V ar(F ) =
1

μ(K)

∫

K

F 2dμ−
(

1

μ(K)

∫

K

Fdμ

)2

,

and

EF =
1

μ(K)

∫

K

Fdμ.

Similarly, for any bounded Lipschitz domainK and any ûnite absolutely-continuous
measure μ, there exists a constant CD(K,μ), which we call the Dirichlet-Poincaré

(or Sobolev) constant, such that for every F ∈ W
1,2
0 (K,μ) we have

(9) EF 2 ≤ C2
D(K,μ)E|∇F |2.

We refer to (8) as the Poincaré inequality, and to (9) as the Dirichlet-Poincaré or
Sobolev inequality.

Similarly, one has

(10) CD(K, γ) < ∞

for any Lipschitz domain K, see [23].
Moreover, for any log-concave probability measure supported on the entire space,

and a convex set K (possibly unbounded), we have

(11) Cpoin(K,μ) < ∞;

this fact is outlined in [74].

2.4. Trace theory and convexity. Recall that the diameter of a convex body is
the radius of the smallest ball which contains it. Next, the in-radius is the radius
of the largest ball that is contained in the body.

Let us recall Gagliardo’s trace theorem [42] (see also Grisvard [46, Theorem
1.5.10] or Ding [36]); we will rely on this result heavily throughout the paper.
Recall that a domain K ⊂ R

n is called Lipschitz if its boundary is locally a graph
of a Lipschitz function.

Theorem 2.3 (Gagliardo’s trace theorem). Let K be a Lipschitz domain. Let
g ∈ W 1,2(K,λ), where λ stands for the Lebesgue measure. Then

∫

∂K

g2(x)dHn−1(x) ≤ C

∫

K

(g2(x) + |∇g|2)dx,

where C depends only on K.
Here, as agreed, we use the notation which omits the trace operator, even though

the integration is understood in the sense of the trace operator.

When K is convex, C depends only on the ratio of the in-radius and the diameter
of K. We shall outline a simple proof of this fact.

Theorem 2.4 (Explicit trace theorem for convex sets). Let K be a convex domain
with an in-radius r > 0 and the diameter D. Let g ∈ W 1,2(K). Then

∫

∂K

g2dHn−1 ≤ 1

r

∫

K

(n+D)g2 +D|∇g|2dx.
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Proof. Suppose without loss of generality that the center of the ball inscribed into
K is at the origin. Then 〈x, nx〉 ≥ r, and we write, using a trick similar to the one
that was used in Hosle, Kolesnikov, L [53], which in turn was inspired by the tricks
in Kolesnikov, Milman [60]:

∫

∂K

g2dHn−1 ≤ 1

r

∫

∂K

〈xg2, nx〉dHn−1 =
1

r

∫

K

div(xg2)dx,

where in the last passage we integrated by parts. We write, for any t > 0,

div(xg2) = ng2 + 2g〈∇g, x〉 ≤ (n+ t)g2 +
1

t
〈∇g, x〉2.

Combining the above with the fact that the diameter of K is D, we have
∫

∂K

g2dHn−1 ≤ 1

r

∫

K

(n+ t)g2 +
D2

t
|∇g|2dx.

Selecting (arbitrarily) t = D, we get the result. �

Remark 2.5. In some particular situation one may prefer to select another value of
t, but in general, we are not seeking tight trace estimates.

Remark 2.6. More generally, one may obtain estimates for
∫

∂K
|g|pdHn−1, for other

values of p > 0.

As an immediate corollary, we get

Theorem 2.7 (Trace theorem for measures). Let K be a bounded Lipschitz domain.
Let g ∈ W 1,2(K,μ), for a probability measure μ whose density is bounded and
strictly positive on any compact set. Then

∫

∂K

g2dμ∂K ≤ C1

∫

K

(g2 + |∇g|2)dμ,

where C depends only on K and μ. If K is convex, the constant C depends only
on the diameter and the in-radius of K, the dimension n, and μ.

Proof. Indeed, by Theorem 2.4, we may let C1 = n+D
r

maxx∈∂KF (x)
minx∈KF (x) , where F is the

density of μ; the expression is ûnite by our assumptions. �

Remark 2.8. Of course, one may adapt the proof of Theorem 2.4 to any measure μ

with density e−V , and get that for any convex body K containing the ball y0+rBn
2 ,

and any g ∈ W 1,2(K),
∫

∂K

g2dμ∂K ≤ 1

r

∫

K

ng2+2g〈∇g, x− y0〉− g2〈x− y0,∇V 〉dμ ≤ C

∫

K

g2+ |∇g|2dμ.

However, even in the case of log-concave probability measures, the constant will in
general depend on the diameter, the in-radius of K, and μ. Assuming, say, that μ
is even, and K is symmetric, we get

∫

∂K

g2dμ∂K ≤ 1

r

∫

K

(n+ x2)g2 + |∇g|2dμ.

But still, even if μ is isotropic, this is difficult to estimate in general for an un-
bounded convex set, unless we know some further information about the growth of
our function g.
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In some particular cases, however, the dependance may be nicer; in Theorem 2.9
we shall outline one such important case.

Federer [41] introduced a notion of a reach of a domain K to be

reach(K) = inf
y∈Rn

sup{r > 0 : rBn
2 + y ⊂ UK},

where UK is the set of points in R
n such that the distance from them toK is attained

at a unique point. A version of Gagliardo’s theorem for the Gaussian measure
was obtained by Harrington, Raich [48], in which the boundedness assumption is
replaced by the assumption that ∂K is C2 and has positive reach.

Here, we show that in the case when K is convex and contains the origin, and
γ is the standard Gaussian measure, the constant in the trace theorem does not
depend on the diameter, and the estimate is valid for unbounded sets. This fact
will be helpful in Section 5, and leads to part (2) of Theorem 1.5.

Theorem 2.9 (Gaussian trace theorem for convex sets containing the origin). Let
K be a convex domain such that rBn

2 ⊂ K, for some r > 0. Let g ∈ W 1,2(K, γ),
where γ is the Gaussian measure. Then

∫

∂K

g2dγ∂K ≤ 1

r

∫

K

(ng2 + |∇g|2)dγ.

Proof. Again, we use the estimate 〈x, nx〉 ≥ r, incorporate the trick similar to the
ones from [53], [60], and integrate by parts, to get

∫

∂K

g2dγ∂K ≤ 1

r

∫

∂K

〈g2x, nx〉dγ∂K =
1

r

∫

K

(div(g2x)− g2x2)dγ.

Note that

div(g2x) = ng2 + 2g〈∇g, x〉 ≤ ng2 + |∇g|2 + g2x2.

Combining the above yields the result. �

2.5. Crash course on classical existence theorems with emphasis on our

specific needs. In this subsection, we formulate several existence results. Al-
though they are classical and well known, we sketch the proofs in the Appendix,
since for us, the speciûcs of the assumptions will matter, as we will be dealing with
some delicate approximation arguments, and with unbounded domains.

We say that u ∈ W 1,2(K,μ) is a weak solution of the Poisson system with
Neumann boundary condition, if

{

Lu = F on K,

〈∇u, nx〉 = f on ∂K,

whenever the identity
∫

K

〈∇v,∇u〉dμ =

∫

K

vF dμ+

∫

∂K

vfdμ∂K

holds for every v ∈ W 1,2(K,μ) (here the boundary integral is understood in the
sense of the trace operator).

We say that u ∈ W 1,2(K,μ) is a weak solution of the Poisson system with
Dirichlet boundary condition, if

{

Lu = F on K,

u = f on ∂K,
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whenever the identity
∫

K

〈∇v,∇u〉dμ =

∫

K

vF dμ

holds for every v ∈ W
1,2
0 (K,μ), and TR(u) = f .

Theorem 2.10 (Neumann boundary condition). Let K be a bounded Lipschitz
domain and let μ be an absolutely-continuous probability measure with a locally-
Lipschitz density. Let F ∈ L2(K,μ) ∩ Lip(K) and f ∈ L2(μ, ∂K), such that

∫

K

Fdμ =

∫

∂K

fdμ∂K .

Then there exists a unique function u ∈ W 1,2(K,μ) which is a solution of
{

Lu = F on K,

〈∇u, nx〉 = f on ∂K.

Furthermore,

(a) if μ is the standard Gaussian measure and K is convex, then the bounded-
ness assumption is not required;

(b) if f = 0, μ is a log-concave measure supported on the whole space, and K

is a convex set, then the boundedness assumption is not required.

Moreover, if ∂K is C2 and f ∈ C1(∂K), then u ∈ C2(int(K)) ∩ C1(K̄).

We refer the reader to the Appendix for the proof. In a similar fashion, one may
show the following existence result (see Appendix for the proof).

Theorem 2.11 (The L+ Id operator, Neumann boundary condition). Let K be a
bounded convex domain. Let γ be the standard Gaussian measure. Let F ∈ L2(K, γ)
and f ∈ L2(∂K, γ). Then for any s ≤ 1, there exists a function u ∈ W 1,2(K, γ)
which is a solution of

{

Lu+ su = F on K,

〈∇u, nx〉 = f on ∂K.

In case, additionally, K is symmetric and F and f are even, then the solution
exists whenever s ≤ 2.

Moreover, if ∂K is C2 and f ∈ C1(∂K), then u ∈ C2(int(K)) ∩ C1(K̄).

Lastly, we state existence and uniqueness results for the Dirichlet boundary
condition, which will be relevant for us in Section 5 and onwards. The proof appears
in the Appendix.

Theorem 2.12 (Dirichlet boundary condition). Let K be a bounded Lipschitz
domain and let μ be an absolutely-continuous probability measure with a locally-
Lipschitz density. Let F ∈ L2(K,μ) and f ∈ TR(W 1,2(K,μ)∩C2(K)). Then there
exists a unique function u ∈ W 1,2(K,μ) which is a solution of

{

Lu = F on K,

u = f on ∂K.

Furthermore, in the case f = 0 and the Gaussian measure γ, the domain K may
be unbounded.

Moreover, if ∂K is C2 and f ∈ C2(∂K), then u ∈ C2(int(K)) ∩ C1(K̄).
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2.6. Preliminaries from asymptotic analysis. We outline the following result
which is well known to experts.

Lemma 2.13. Let μ be any rotation-invariant probability measure with an abso-
lutely continuous density. Then

• For any q > 0, and any convex body K containing the origin,
∫

K

|x|qdμ(x) ≥
∫

B(K)

|x|qdμ(x),

• For any q < 0, and any convex body K containing the origin,
∫

K

|x|qdμ(x) ≤
∫

B(K)

|x|qdμ(x),

where B(K) is the Euclidean ball centered at the origin such that μ(B(K)) = μ(K).

Proof. Let dμ(x) = e−ϕ(|x|), for some convex function ϕ. Suppose μ(K) = μ(RBn
2 ).

We write, by polar coordinates,
∫

K

|x|qdμ(x)−
∫

RBn
2

|x|qdμ(x) =

∫

Sn−1

(

∫ ‖θ‖−1
K

0

tn+q−1e−ϕ(t)dt−
∫ R

0

tn+q−1e−ϕ(t)dt

)

dθ ≥

Rq

∫

Sn−1

(

∫ ‖θ‖−1
K

0

tn−1e−ϕ(t)dt−
∫ R

0

tn−1e−ϕ(t)dt

)

dθ = 0,

since μ(K) = μ(RBn
2 ). The second assertion follows in an analogous manner. �

In the case p = 2, recall the notation

Jk(R) =

∫ R

0

tke−
t2

2 dt

and

gk(t) = tke−
t2

2 .

We shall need the following

Lemma 2.14. For every R > 0, and any integer n ≥ 1, we have

Jn+3(R) = (n+ 2)Jn+1(R)− gn+2(R).

Proof. We integrate by parts

Jk(R) =

∫ R

0

tke−
t2

2 dt = − 1

k + 1
Rk+1e−

R2

2 +
1

k + 1

∫ R

0

tk+2e−
R2

2 ,

and arrive to the conclusion, letting k = n+ 1. �

We shall also need

Lemma 2.15. Fix θ ∈ S
n−1. Let K be a convex set in R

n such that it is either
barycentered, or for each y ∈ θ⊥, the interval K ∩ (y + span(θ)) contains y. Then

1

γ(K)

∫

K

〈x, θ〉2dγ(x) ≤ 1.

Moreover, the equality is attained if and only if K ∈ Cyln.
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Proof. If K is barycentered, the inequality follows from the Brascamp-Leib inequal-
ity (5).

Suppose for each y ∈ θ⊥, the interval K ∩ (y+span(θ)) contains y. Consider the
operator T t

θ of dilation by a factor of t in the direction θ. Then, by our assumption,
for any t ≥ 1 we have γ(T t

θK) ≥ γ(K), and therefore,

d

dt
γ(T t

θK)|t=1 ≥ 0.

We claim that this amounts to the statement of the Lemma. Consider without loss
of generality θ = e1. Since detT t

e1 = t, we have

γ(T t
e1(K)) =

1√
2π

n

∫

T t
e1

(K)

e−
y2

2 dy =
1√
2π

n

∫

K

e−
(x+(t−1)x1)2

2 tdx,

and thus
d

dt
γ(T t

e1K)|t=1 =

∫

K

(1− x2
1)dγ ≥ 0.

The inequality follows. For the <moreover= part, note that the function γ(T t
θK) is

strictly increasing in t unless K ∈ Cyln. �

3. The concavity coefficient, isoperimetry and the related discussion

3.1. The concavity coefficient of a convex set. Fix a convex set K in R
n

with C2 boundary, and consider a twice-differentiable function ϕ : S
n−1 → R.

Let g : ∂K → R be given by g(x) = ϕ(nx). Recall that the support function
hK : Sn−1 → R of a convex set K is the function

hK(u) = sup
x∈K

〈x, u〉.

Consider a collection of convex sets {Kg
t }t∈[0,ε] with support functions

ht(u) := hKg
t
(u) = hK(u) + tϕ(u).

Note that the system K
g
t is well-deûned for any strictly-convex set K, for a suf-

ûciently small ε > 0. In the case that K is not strictly convex, the system K
g
t

may still be well deûned for many <admissible= functions g. For instance, it is well
deûned for ε ∈ [0, 1] and any function g of the form g(x) = ϕ(nx), where

ϕ(u) = hL(u)− hK(u),

for any convex set L, since in this case, Kg
t = (1− t)K + tL, which is a convex set

for all t ∈ [0, 1].
One may show Lemma 3.1, previously discussed in Colesanti [25], Livshyts, Mar-

siglietti [29], Kolesnikov [61], Milman [56], and other related works.

Lemma 3.1. Let μ be a probability measure on R
n. Fix convex sets K and L

with C2 boundary, and denote Kt = (1− t)K+ tL. The twice-differentiable strictly
increasing function F : [0, 1] → R satisfies

(12) F ((1− t)μ(K) + tμ(L)) ≥ (1− t)F (μ(K)) + tF (μ(L))

for all t ∈ [0, 1], if and only if for any a ∈ [0, 1], letting ta be such that μ(Kta) = a,

(13)
F ′′(a)

F ′(a)
≤ − M ′′

a (0)

M ′
a(0)

2
,

where Ma(s) = μ(Kta+s).
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Proof. In the case when K and L have C2 boundary, Ma is twice differentiable
for all a ∈ [0, 1]. The inequality (12) amounts to the concavity of the function
F (μ(Kt)) on [0, 1], which is equivalent to the fact that F (μ(Kt))|′′t ≤ 0. The latter
amounts to (13). �

For a convex set K, we say that a function g : ∂K → R is admissible if there
exists an ε > 0 (possibly depending on g) such that Kg

ε is a well-deûned convex set,
and the function Mg(t) = μ(Kg

t ) is continuously twice differentiable at t = 0. We
use notation Adm(K) for the set of such admissible g.

Motivated by Lemma 3.1, and following the notation of Kolesnikov and Milman
[56], we denote, for a C2−smooth convex set K and a measure μ,

Gμ(K) := inf
g∈C2(Sn−1)∩Adm(K)

(

− μ(Kg
t )|′′t=0

(μ(Kg
t )|′t=0)

2

)

.

One may note that Gμ(K) is continuous on the set of convex sets, and thus for a
non C2 set K, we may deûne Gμ(K) by approximation. We shall call Gμ(K) a
concavity coefficient of K.

Further, ûx a class F of convex sets which is closed under Minkowski interpo-
lations, and for each K ∈ F restrict the admissible class of functions Adm(K) to
those which interpolate within the class F . Consider a function Gμ,F : [0, 1] → R

given by

Gμ,F (a) = inf
K∈F :μ(K)=a

Gμ(K).

We shall especially focus our attention on the particular case when F is the class
of symmetric convex sets, and g : Sn−1 → R are even functions. We denote

Gs
μ(K) := inf

g∈C2(Sn−1)∩Adm(K): g(u)=g(−u)

(

− μ(Kg
t )|′′t=0

(μ(Kg
t )|′t=0)

2

)

,

and

Gs
μ(a) = inf

K∈Ks:μ(K)=a
Gs

μ(K),

where Ks stands for the collection of all symmetric convex sets in R
n.

As an immediate corollary of Lemma 3.1 and an approximation argument, we
get Proposition 3.2, which has appeared in various forms in [25], [29], [30], [57],
[58], [59], [60], and others.

Proposition 3.2. Fix a class F of convex sets K which is closed under Minkowski
interpolations. Let μ be a log-concave measure on R

n. Suppose F : [0, 1] → R is a
strictly increasing continuously twice differentiable function. Then the inequality

F (μ ((1− t)K + tL)) ≥ (1− t)F (μ(K)) + tF (μ(L))

holds for all t ∈ [0, 1] and every pair K,L ∈ F , if and only if for every a ∈ [0, 1],

F ′′(a)

F ′(a)
≤ Gμ,F (a).

Remark 3.3. Letting F (a) = log a in Proposition 3.2 we see that

Gμ,F (a) ≥ −1

a

for any class F of convex sets, whenever μ is log-concave.
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In other words, Proposition 3.2 implies that <the optimal= function F which
satisûes (2) for some class F of convex sets is given by

F (a) =

∫ a

0

exp

(∫ t

c0

Gμ,F (s)ds

)

dt.

Here, the choice of the constant c0 ∈ (0, 1) is arbitrary; we must select c0 > 0 so
that the corresponding integral converges. Note that the function given above is
necessarily twice differentiable and strictly increasing.

3.2. Concavity powers. Recall that for a log-concave measure μ and a ∈ [0, 1]
we let p(μ, a) be the largest real number such that for all convex sets K and L with
μ(K) ≥ a and μ(L) ≥ a, and every λ ∈ [0, 1] one has

μ(λK + (1− λ)L)p(μ,a) ≥ λμ(K)p(μ,a) + (1− λ)μ(L)p(μ,a).

Analogously, we deûne ps(μ, a) as the largest number such that for all convex
symmetric sets K and L with μ(K) ≥ a and μ(L) ≥ a, and every λ ∈ [0, 1]
one has

μ(λK + (1− λ)L)ps(μ,a) ≥ λμ(K)ps(μ,a) + (1− λ)μ(L)ps(μ,a).

Further, for a convex set K we deûne

ps(K,μ) = lim sup
ε→0

{p : ∀L ∈ Ks, μ((1− ε)K + εL)p ≥ (1− ε)μ(K)p + εμ(L)p} .

By log-concavity, we get

Lemma 3.4.

ps(a, μ) = inf
K:μ(K)≥a

ps(K,μ).

Proof. Note that for any pair of symmetric convex sets K and L,

(14) μ(λK + (1− λ)L)p ≥ λμ(K)p + (1− λ)μ(L)p,

with p = infλ ps(Kλ, μ), where we use notation Kλ = λK + (1− λ)L.
In case μ(L) ≥ a and μ(L) ≥ a, we have

μ(λK + (1− λ)L) ≥ μ(K)λμ(L)1−λ ≥ a.

Additionally, a convex combination of convex symmetric sets is a convex symmetric
set. In other words, the class of convex symmetric sets with measure exceeding
a ∈ [0, 1] is closed under Minkowski interpolation. Therefore, by (14), the Lemma
follows. �

Remark 3.5. The assumption of log-concavity of μ in Lemma 3.4 could be replaced
with the assumption of quasi-concavity, that is,

μ ((1− t)K + tL) ≥ min(μ(K), μ(L)).

Lastly, we notice the relation between the concavity powers and the concavity
coefficient, which follows immediately from Proposition 3.2:

Lemma 3.6. For a convex symmetric set K,

Gs
μ(K) =

ps(K,μ)− 1

μ(K)
.

Consequently, for any a ∈ [0, 1],

Gs
μ(a) =

ps(μ, a)− 1

a
.
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We note also

Proposition 3.7. Let

F (a) =

∫ a

0

exp

(
∫ s

c0

−1 + ps(μ, t)

t
dt

)

ds =

∫ a

0

exp

(
∫ s

c0

Gs
μ(t)dt

)

ds,

for an arbitrary c0 ∈ (0, 1). Then for any pair of symmetric convex sets K,L in
R

n,

F (μ(λK + (1− λ)L)) ≥ λF (γ(K)) + (1− λ)F (γ(L)).

Proof. By Proposition 3.2, the function F (a) which satisûes

F ′′(a)

F ′(a)
=

ps(μ, a)− 1

a
= Gs

μ(a)

will also satisfy the conclusion. Solving the elementary ODE, we note that the
function in the statement of the proposition does satisfy this equation. �

3.3. Analyzing Conjecture 1 and its isoperimetric implications. We shall
introduce some Notation.

• Φ(t) = 1√
2π

∫ t

−∞ e−
s2

2 ds, t ∈ [0,∞];

• gp(t) = tpe−
t2

2 , t ∈ [0,∞];

• Jp(R) =
∫ R

0
gp(t)dt, R ∈ [0,∞];

• cp = Jp(+∞);

• Rk(a) = J−1
k−1(ck−1a), a ∈ [0, 1];

• ϕ(t) = 2Φ(t)− 1 = R−1
1 (t) = 1√

2π

∫ t

−t
e−

s2

2 ds, t ∈ [0,∞];

• sk(a) = c−1
k−1gk−1 ◦Rk(a), a ∈ [0, 1];

• ϕk(a) =
ck−1(Rk(a)

2−k+1)
gk◦Rk(a)

, a ∈ [0, 1].

We consider also the convex set

Ck(a) = Rk(a)B
k
2 × R

n−k ⊂ R
n,

which we call round k-cylinder. The geometric meaning of the function Rk(a) is
the radius of the round k-cylinder Ck(a) of measure a, i.e. γ(Rk(a)B

n
2 ×R

n−k) = a.
Also, note that sk(a) = γ+(∂Ck(a)). We notice the following relations:

(15) R′
k(a) =

ck−1

gk−1 ◦Rk(a)
=

1

sk(a)
,

and

(16) ϕk(a) =

(

log
1

sk(a)

)′
.

By (15) and (16), and the change of variables x = Rk(s), followed by the change
of variables y = Rk(t), the function

F (a) =

∫ a

0

exp

(∫ t

C0

min
k=1,...,n

ϕk(s)ds

)

dt

=

∫ a

0

exp

(

∫ t

C0

min
k=1,...,n

(

ck−1(−k + 1 + J−1
k−1(ck−1s)

2)

gk ◦ J−1
k−1(ck−1s)

)

ds

)

dt(17)
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from Conjecture 1 rewrites as

F (a) =

n
∑

k=1

1a∈Ek
· (βkRk(a) + αk),

for some disjoint sets Ek ⊂ [0, 1], such that [0, 1] = ∪n
k=1Ek, and some coeffi-

cients αk, βk ∈ R. Namely, Ek ⊂ [0, 1] is chosen to be the set where ϕk(a) =
minj=1,...,n ϕj(a).

We shall also need the following

Lemma 3.8 (<The strip wins eventually=). There exists a constant α1 ∈ [0, 1] such
that for every a ≥ α1, one has

ϕ1(a) = min
k=1,...,n

ϕk(a).

Proof. For a ∈ [0, 1], we shall analyze d
dkϕk(a), where k ∈ (0, n]. Note that nothing

is stopping us from considering k in the interval, rather than just taking integer
values. The Lemma will follow if we show that there exists a constant α1 ∈ [0, 1]
such that for every a ≥ α1, one has d

dkϕk(a) ≥ 0 for all k ∈ (1, n].
Indeed, letting

Ik−1(R) =

∫ ∞

0

tk−1e−
t2

2 log t dt,

we note that
d

dk
Rk(a) =

ac′k−1

Ik−1 ◦Rk(a)
,

and hence
d

dk
ϕk(a) =

(

ck−1
R2

k(a)− k + 1

gk ◦Rk(a)

)′

k

= c′k−1

R2
k(a)− k + 1

gk ◦Rk(a)
+ ck−1

2Rk(a)

gk ◦Rk(a)
·

ac′k−1

Ik−1 ◦Rk(a)
− ck−1

1

gk ◦Rk(a)

−ck−1
R2

k(a)− k + 1

gk ◦Rk(a)
·
(

− logRk(a) +

(

Rk(a)−
k − 1

Rk(a)

)

ac′k−1

Ik−1 ◦Rk(a)

)

.

Note that

c′k−1 =

∫ ∞

0

tk−1e−
t2

2 log t dt,

and Ik−1(R) →R→∞ c′k−1. Therefore, there exists an α0 ∈ [0, 1] such that for any

a ≥ α0, and any k ∈ [1, n], we have
c′k−1

Ik−1◦Rk(a)
≥ 0, and thus multiplying by this

factor does not change the sign of the above expression. Denote R = Rk(a). The
inequality d

dkϕk(a) ≥ 0 holds whenever

(R2 − k + 1)Ik−1(R)

ck−1
− Ik−1(R)

c′k−1

+ 2aR

−Ik−1(R)

c′k−1

(R2 − k + 1) logR+ aR

(

R − k − 1

R

)2

≥ 0.

In other words, when a ≥ α0 and k ∈ (1, n], and R = Rk(a), there are ci(k) ∈
(An, Bn], i ∈ {1, . . . , 5}, where the interval (An, Bn] depends only on the dimension,
such that the inequality d

dkϕk(a) ≥ 0 is equivalent to

aR3 + c1(k)R
2 logR+ c2(k)R

2 + c3(k)R+ c4(k) logR + c5(k) ≥ 0.
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Let R0 be the smallest value of R which makes the above expression non-negative
for all k ∈ (1, n], provided that a ≥ α0. Let α1 ≥ α0 be such a number in [0, 1] that
R1(a) ≥ R0; then Rk(a) ≥ R0 for all k ≥ 1. We conclude that for all a ∈ [α1, 1]
and all k ∈ (1, n] one has d

dkϕk(a) ≥ 0. This implies the Lemma. �

Here are a few pictures to illustrate Lemma 3.8.

The graphs of the functions ϕ1, ϕ2, s1, s2:

The situation with ϕ1 and ϕ2 at ûrst:

Licensed to Georgia Inst of Tech. Prepared on Thu Apr 10 14:48:36 EDT 2025 for download from IP 143.215.16.81.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



SYMMETRIC VERSION OF EHRHARD’S INEQUALITY 5047

The situation with ϕ1 and ϕ2 eventually:

The graph of ϕ1 − ϕ2:

The Ehrhard inequality implies the Gaussian isoperimetric inequality of Borell
[14] and Sudakov-Tsirelson [86], which states that for every a ∈ [0, 1], among all
measurable sets in R

n of Gaussian measure a, a half-space has the smallest Gaussian
perimeter. Indeed, here is the argument that one may also ûnd in Lata�la [66]: for
every Borel-measurable set K, and any λ ∈ [0, 1],

γ+(∂K) = lim inf
ε→0

γ(K + εBn
2 )− γ(K)

ε

≥ lim inf
ε→0

Φ
(

(1− λ)Φ−1(γ( K
1−λ)) + λΦ−1(γ( ε

λB
n
2 ))

)

− γ(K)

ε

= Φ′(Φ−1(γ(K))) · lim
t→∞

Φ−1(γ(tK))

t
=

1√
2π

e−
Φ−1(³(K))2

2 = γ+(∂HK),

where HK , as before, is the half-space of Gaussian measure γ(K). We used here
that

lim
t→∞

Φ−1(γ(tK))

t
= 1,
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which follows from the facts that

Φ(t) = 1− e−
(t+o(t))2

2 ;

γ(tBn
2 ) = 1− e−

(t+o(t))2

2 ,

where o(t) is something that tends to inûnity strictly slower than t.
In a similar fashion, we show that Conjecture 1 implies the sharp isoperimetric

statement for symmetric convex sets of sufficiently large Gaussian measure. This
fact is, actually, known unconditionally, and was shown by Barchiesi and Julin [5];
we state Proposition 3.9 just for completeness.

Proposition 3.9. Suppose Conjecture 1 holds, at least for some interval a ∈ [c′, 1].
Then there exists a constant α ∈ [0.94, 1] such that for any a ≥ α, and any sym-
metric convex set K with γ(K) = a, one has γ+(∂K) ≥ γ+(∂C1(a)), where C1(a)
is a symmetric strip of measure a.

Proof. Let α1∈ [0, 1] be such that for every a≥α1, we have ϕ1(a)=mink=1,...,n ϕk(a)
(it exists by Lemma 3.8, and the numerical computation shows that it exceeds 0.94).
Let us pick C0 = α1 in the deûnition of F (17). Let α = max(c′, α1). By (15) and
(16), we have, for all a ≥ α, that

F ′(a) =
s1(C0)

s1(a)
.

Further, we have, for a sufficiently large t ∈ R,

F (γ(tBn
2 )) =

ϕ−1(γ(tBn
2 ))

2s1(C0)
.

Note also that

lim
t→∞

ϕ−1(γ(tK))

2t
= 1,

which follows from the facts that

ϕ(t) = 1− 2e−
(t+o(t))2

2 ;

γ(tBn
2 ) = 1− e−

(t+o(t))2

2 .

To summarize, we conclude that for a ≥ α,

1

F ′(a)
lim
t→∞

F (γ(tBn
2 ))

t
= s1(a) = γ+(∂C1(a)).

Suppose that Conjecture 1 holds, at least for some interval [c′, 1]. Then for every
convex symmetric set K with γ(K) = a ∈ [α, 1], we have

γ+(∂K) = lim inf
ε→0

γ(K + εBn
2 )− γ(K)

ε

≥ lim inf
ε→0

F−1
(

(1− λ)F (γ( K
1−λ)) + λF (γ( ε

λB
n
2 ))

)

− γ(K)

ε

=
1

F ′(a)
· lim
t→∞

F (γ(tK))

t
= γ+(∂CK(a)),

and the proposition follows. �
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Remark 3.10. One may not adapt the argument of Proposition 3.9 to obtain that
Conjecture 1 implies the Gaussian isoperimetry for symmetric convex sets on the
entire [0, 1]. The fundamental reason for this is that the equality in Conjecture 1
holds only for pairs of cylinders whose measures belong to certain intervals, and one
may not let t tend to inûnity, as in the proof of Proposition 3.9, and hope to have
any sharp estimate. But one might hope that some local argument should help
deduce the Gaussian isoperimetry for symmetric convex sets from Conjecture 1.

Remark 3.11 (One-dimensional case). We would like to add that Conjecture 1 holds
in dimension 1, and is, in fact, always an equality. Indeed, when n = 1, we simply
have F = ϕ−1. For any pair of symmetric intervals Ia and Ib of Gaussian measures
a and b respectively, we write Ia = [−ϕ−1(a), ϕ−1(a)] and Ib = [−ϕ−1(b), ϕ−1(b)].
Then

F (γ(λIa + (1− λ)Ib)) = F ◦ ϕ(λϕ−1(a) + (1− λ)ϕ−1(b))

= λϕ−1(a) + (1− λ)ϕ−1(b) = λF (γ(Ia)) + (1− λ)F (γ(Ib)).

3.4. The concavity powers of round k-cylinders. In this subsection, we shall
prove Proposition 1.4. It partly follows from the inequality part of our main result
Corollary 1.3, whose proof we defer until Section 6. Note that the equality case
characterization in Corollary 1.3 follows, in part, from Proposition 1.4, but there
is no vicious cycle. First, we outline

Lemma 3.12.

ps
(

RBk
2 × R

n−k, γ
)

≤ 1− Jk−1(R)

gk(R)

(

k − 1−R2
)

.

Proof. From the deûnition of ps we deduce that ps
(

RBk
2 × R

n−k
)

is smaller than

the smallest non-negative number p such that the function F (t) = γ(tBk
2 ×R

n−k)p

is concave at t = R. Note that F (t) = Cn,k,pJ
p
k−1(t). Taking the second derivative

of this function, we deduce the bound. �

Next, Lemma 2.14 yields immediately

Lemma 3.13. When K = RBk
2 × R

n−k, for k = 1, . . . , n, we have

1− Jk−1(R)

gk(R)

(

k − 1−R2
)

=
EY 2 − EY 4 + (EY 2)2 + k

(k − EY 2)2
,

where Y =
∑k

i=1 Xi, and the expectation is with respect to the Gaussian measure
restricted onto K.

Proof of Proposition 1.4. The inequality of Corollary 1.3 (or Theorem A) shows
that

ps(K, γ) ≥ EY 2 − EY 4 + (EY 2)2 + k

(k − EY 2)2
,

where Y =
∑k

i=1 Xi (as before). By Lemma 3.13, we get the lower bound

ps(K, γ) ≥ 1− Jk−1(R)

gk(R)

(

k − 1−R2
)

,

which matches the corresponding upper bound from Lemma 3.12. �
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3.5. The equivalence of Conjectures 1 and 2. Finally, we outline

Proof of Proposition 1.2 (The equivalence of Conjectures 1 and 2). Suppose ûrst
that Conjecture 1 holds. Then, by Proposition 3.2,

Gs
γ(a) ≥ min

k=1,...,n

ck−1(Rk(a)
2 − k + 1)

gk ◦Rk(a)
, a ∈ [0, 1],

which is equivalent, by Lemma 3.6 and Proposition 1.4, to the fact that

ps(γ, a) ≥ min
k=1,...,n

(

ack−1(Rk(a)
2 − k + 1)

gk ◦Rk(a)
+ 1

)

= min
k=1,...,n

ps(Ck(a), γ).

Therefore, Conjecture 2 holds. The converse implication follows in exact same
manner. �

We are now ûnally ready to comment as to why the following function cannot
satisfy (2) for all symmetric convex sets:

(18) F (a) =

n
∑

k=1

1a∈Ik · (J−1
k−1(ck−1a) + ak),

where Ik is the sub-interval of [0, 1] where the surface area of the round k-cylinder
Ck(a) is minimal (over all choices of k), where ak are chosen in such a way that F
is continuous. Indeed, if this function was to satisfy (2) for all symmetric convex
sets, then, by Proposition 3.2 and Lemma 3.6, we would have

ps(γ, a) ≥
n
∑

k=1

1a∈Ikps(Ck(a), γ).

However, by deûnition of ps(γ, a),

ps(γ, a) ≤ min
k=1,...,n

ps(Ck(a), γ).

The two inequalities above are, in fact, incompatible: one may check using Mathe-
matica (see the ûgures above) that for some a ∈ [0, 1], the strict inequality holds

n
∑

k=1

1a∈Ikps(Ck(a), γ) > min
k=1,...,

ps(Ck(a), γ).

In other words, unfortunately, the intervals where ps(Ck(a), γ) are minimal are not
the same as the intervals where sk(a) are minimal.

3.6. Estimates via the L2-method. In this section we survey the method of
obtaining convexity inequalities, previously studied by Kolesnikov and Milman [57],
[58], [63], [56], [60], as well as Livshyts [61], Hosle [53], and others.

Consider a log-concave measure μ on R
n with an even twice-differentiable density

e−V . Consider also the associated operator

Lu = Δu− 〈∇u,∇V 〉.
We recall the notation Hμ = tr(II)−〈∇V, nx〉. The following Bochner-type identity
was obtained by Kolesnikov and Milman. It is a particular case of Theorem 1.1
in [57] (note that Ricμ = ∇2V in our case). This is a generalization of a classical
result of R.C. Reilly.
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Proposition 3.14 (Kolesnikov-Milman). Let μ be a log-concave measure on R
n

with density e−V , for some C2 convex function V . Let u ∈ C2(K) and 〈∇u, nx〉 ∈
C1(∂K). Then

∫

K

(Lu)2dμ =

∫

K

(

‖∇2u‖2 + 〈∇2V∇u,∇u〉
)

dμ

(19)

+

∫

∂K

(Hμ〈∇u, nx〉2−2〈∇∂Ku,∇∂K〈∇u, nx〉〉+〈II∇∂Ku,∇∂Ku〉) dμ∂K(x).

Next, we shall use the following identities, building up on the work of Kolesnikov
and Milman [57], as well as [29], [61].

Proposition 3.15. Let K be a strictly convex body in R
n with C2−smooth bound-

ary. Consider a family of convex bodies Kt, with support functions ht(y) = hK(y)+
ϕ(y), for a fixed 1-homogeneous function ϕ ∈ C2(Rn). Let u ∈ C2(K) ∩W 1,2(K)
be such that 〈∇u, nx〉 = ϕ(nx), for all x ∈ ∂K. Let M(t) = μ(Kt). Then

M ′(0) =

∫

∂K

fdμ∂K =

∫

K

Ludμ;

M ′′(0) =

∫

∂K

Hμf
2 − 〈II−1∇∂Kf,∇∂Kf〉 dμ∂K

=

∫

K

(Lu)2 − ‖∇2u‖2 − 〈∇2V∇u,∇u〉dμ−Q(u),

where

Q(u) =

∫

∂K

〈(II)−1∇∂K〈∇u, nx〉, ∇∂K〈∇u, nx〉〉

−2〈∇∂Ku,∇∂K〈∇u, nx〉〉+ 〈II∇∂Ku,∇∂Ku〉 dμ∂K(x) ≥ 0.

Propositions 3.2 and 3.15 yield

Proposition 3.16. Let F be a class of convex sets closed under Minkowski inter-
polation. Let F : [0, 1] → R be a strictly increasing twice differentiable function
such that for any a ∈ [0, 1], for any C2-smooth K ∈ F with μ(K) ≥ a, for every
f ∈ C1(∂K) ∩ Adm(K) there exists a u ∈ C2(K) ∩ W 1,2(K) with 〈∇u, nx〉 = f ,
and such that,

F ′′(a)

F ′(a)
≤

∫

−(Lu)2 + ‖∇2u‖2 + 〈∇2V∇u,∇u〉+Q(u)
(∫

Lu
)2 .

Then for any pair of sets K,L ∈ F , one has

F (μ(λK + (1− λ)L)) ≥ λF (γ(K)) + (1− λ)F (γ(L)).

3.7. Connections to the Lata�la-Oleszkiewicz S-inequality and a new re-

lated question. Summarizing the previous sub-sections, we point out that

Gs
γ(Ck(a)) = ϕk(a),

and Conjecture 1 is equivalent to showing that for every symmetric convex set K
with γ(K) = a,

Gs
γ(K) ≥ min

k=1,...,n
ϕk(a).
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In other words, in view of Propositions 3.15 and 3.2, Conjecture 1 states that for
every strictly-smooth symmetric convex K with γ(K) = a, and for every even
C2−smooth function f : ∂K → R, we have

(20)

∫

∂K

Hγf
2 − 〈II−1∇∂Kf,∇∂Kf〉 dγ∂K ≤ − min

k=1,...,n
ϕk(a)

(∫

∂K

fdγ∂K

)2

.

We obtain

Proposition 3.17. Conjecture 1 entails that for every strictly-convex symmetric
C2-smooth body K with γ(K) = a,

∫

∂K

tr(II)dγ∂K +

∫

K

x2dγ ≤ na− min
k=1,...,n

ϕk(a)γ
+(∂K)2,

and the equality is attained if and only if K = RBk
2 × R

n−k for some k = 1, . . . , n
and R > 0.

Proof. We plug f = 1 into (20), and recall that Hγ = tr(II) − 〈x, nx〉. It remains
to integrate by parts

∫

∂K

〈x, nx〉dγ∂K = nγ(K)−
∫

K

x2dγ.

�

Remark 3.18. We recall also the geometric meaning
∫

∂K

〈x, nx〉dγ∂K = γ(tK)′t=1,

as may be veriûed directly.

Recall that the celebrated Lata�la-Oleszkiewicz S-inequality [67] states that for
any convex symmetric set K in R

n and any t ≥ 1, γ(tK) ≥ γ(tSK), where SK

is the symmetric strip such that γ(K) = γ(SK). Equivalently, in view of Remark
3.18,

∫

K
x2dγ ≤

∫

SK
x2dγ.

As a consequence of Propositions 3.9 and 3.17, we get

Proposition 3.19. There exists an α ∈ [0, 1] such that for every a ∈ [α, 1], the
validity of Conjecture 1 implies the S-inequality for all symmetric convex sets K

with γ(K) = a.

Proof. Suppose Conjecture 1 holds. By Proposition 3.9, there exists α ∈ [0, 1] such
that for every a ∈ [α, 1], and every symmetric convex set K with γ(K) = a, one
has

(21) γ+(∂K) ≥ γ+(∂SK).

Next, note that for all a ∈ [α, 1], we have ϕ1(a) = mink=1,...,n ϕk(a), and also note
that ϕ1(a) ≥ 0 on this sub-interval (recall Lemma 3.8 and the ûrst ûgure depicting
the graphs of the functions ϕ1 and ϕ2). Therefore, combining (21) with Proposition
3.17, we have

∫

∂K

tr(II)dγ∂K +

∫

K

x2dγ ≤ na− ϕ1(a)γ
+(∂K)2 ≤ na− ϕ1(a)γ

+(∂SK)2.
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It remains to use the convexity of K and to say that tr(II) ≥ 0, to deduce the
inequality

∫

K

x2dγ ≤ na− ϕ1(a)γ
+(∂SK)2.

In case K is a symmetric strip, the equality, in fact, occurs in the inequality above,
and we get

∫

K

x2dγ ≤
∫

SK

x2dγ,

concluding the proof. �

Remark 3.20. In a similar fashion, one may notice that the inûnitesimal version of
the Ehrhard inequality, derived by Kolesnikov and Milman [59], which states that

∫

∂K

Hγf
2 − 〈II−1∇∂Kf,∇∂Kf〉 dγ∂K ≤ −η(a)

(∫

∂K

fdγ∂K

)2

,

where

η(a) =
√
2πaΦ−1(a)e

Φ−1(a)2

2 ,

implies, for all convex sets K with γ(K) ≥ 0.5, that
∫

K

x2dγ ≤
∫

HK

x2dγ,

where HK is the half-space such that γ(K) = γ(HK). See Corollary 1.2 in [59] for
a similar discussion.

Next, we would like to discuss another implication of Proposition 3.17.

Proposition 3.21. Suppose Conjecture 1 holds in R
2, and suppose, further, the

symmetric Gaussian isoperimetric conjecture of Morgan-Heilman [50] holds in R
2.

Then there exists an interval [α, β] ⊂ [0, 1] such that for any a ∈ [α, β], and any
symmetric convex set K with γ(K) = a, we have

∫

∂K

tr(II)dγ∂K ≤
∫

∂BK

tr(II)dγ∂BK
,

where BK is the centered Euclidean ball of Gaussian measure a.

Proof. Let [α, β] be such an interval where 0 ≤ ϕ2(a) ≤ ϕ1(a), and also s2(a) ≤
s1(a) (see the ûrst ûgure above to see that [0.5, 0.9] ⊂ [α, β]). From Proposition
3.17 combined with Lemma 2.13, we see that

∫

∂K

tr(II)dγ∂K ≤ −
∫

BK

x2dγ + na− ϕ2(a)γ
+(∂K)2.

Since we assumed also that the symmetric Gaussian isoperimetric conjecture of
Morgan-Heilman [50] holds in R

2, we note that γ+(∂K) ≥ γ+(∂BK) (in view of
the assumption that a is such that s2(a) ≤ s1(a)), and thus

∫

∂K

tr(II)dγ∂K ≤ −
∫

BK

x2dγ + na− ϕ2(a)γ
+(∂BK)2.

When K = BK , the equality is attained, and therefore the Proposition follows.
�
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Proposition 3.21 motivates us to ask

Question 1. Let K be a symmetric convex set in R
n. Let BK be the centered

Euclidean ball with γ(BK) = γ(K). Is it true that
∫

∂K

tr(II)dγ∂K ≤
∫

∂BK

tr(II)dγ∂BK
?

3.8. Inequalities of the type of Minkowski’s first. As an application of our es-
timates, we show the following analogue of Minkowski’s ûrst inequality (see Schnei-
der [84]). For Lebesgue measure | · | it states that

V1(K,L) ≥ |K|n−1
n |L| 1

n ,

where

V1(K,L) =
1

n
lim
ε→0

|K + εL| − |K|
ε

.

Recall also the Gaussian deûnition [71]:

γ1(K,L) = lim
ε→0

γ(K + εL)− γ(K)

ε
= γ(K + tL)′t=1.

We show

Proposition 3.22 (Minkowski’s ûrst inequality for symmetric sets in Gauss space).
For any pair of symmetric convex sets K and L,

γ1(K,L) ≥
(

1− EX2

n

)

γ(K)
1− 1

n−EX2 γ(L)
1

n−EX2 ,

where the expected value is taken with respect to the restriction of the Gaussian
measure γ onto K.

Proof. For any symmetric convex L we have

γ1(K,L) = lim
ε→0

γ((1− ε)K + εL)− γ((1− ε)K)

ε

≥ lim
ε→0

((1− ε)γ(K)p + εγ(L)p)
1
p − γ((1− ε)K)

ε
,

with p = 1
n−EX2 . The above equals

γ(K)

(

−1

p
+

1

p

(

γ(L)

γ(K)

)p

+
γ1(K,K)

γ(K)

)

.

One may note that

γ1(K,K) =

∫

∂K

〈x, nx〉dγ∂K = γ(K)
(

n− EX2
)

=
γ(K)

p
.

The proposition follows. �

We outline the partial case of Proposition 3.22 which corresponds to the Gauss-
ian surface area γ+(∂K). By a homogeneity argument, we get Corollary 3.23 of
Proposition 3.22.
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Corollary 3.23. For a symmetric convex set K,

γ+(∂K) ≥ (n− EX2)γ(K)
1− 1

n−EX2 inf
R>0

γ(RBn
2 )

1
n−EX2

R
≥ (n− EX2)γ(K)

R(K)
,

where the expected value is taken with respect to the restriction of the Gaussian
measure γ onto K, and R(K) is the radius of the ball which has the same Gaussian
measure as K.

Remark 3.24. Note that when K = RBn
2 , then the second (weaker) inequality is

exactly an equality.

4. Equality cases in the Brascamp-Lieb inequality: Proof of

Theorem 1.5

In this subsection, we characterize the equality cases of the Brascamp-Leib in-
equality restricted to a convex set (5), that is

μ(K)

∫

K

f2dμ−
(∫

K

fdμ

)2

≤ μ(K)

∫

K

〈(∇2V )−1∇f,∇f〉dμ.

This equality case characterization will be used in the proof of our main result,
Theorem A, and also is of independent interest.

In the case when μ is Gaussian, this inequality becomes the Poincaré inequality;
in the Gaussian case, it has been known since the nineteenth century, and has many
proofs, see Chafäı and Lehec [24] for a survey. The general case, however, is more
delicate.

In the case of the Gaussian measure, the question about the equality cases in this
inequality was raised in Remark 1.1 by Brandolini, Chiacchio, Henrot, Trombetti
[8]; a partial progress was made by Brandolini, Chiacchio, Krejčǐŕık, Trombetti
[9]. Furthermore, related inequalities and their equality cases (under smoothness
assumptions) were studied by Cheng and Zhou [34], and De Philippis and Figalli
[35]. Courtade and Fathi [33] obtained a stability version in a related inequality. See
Chafäı and Lehec [24], where these questions are surveyed, and it is shown in Lemma

3.1 that a measure with density e−
x2

2 −W , where W is a convex function, only gives

equality in (5) taken with V = x2

2 , in case the density of μ has a Gaussian factor in
some direction. The argument relies on the application of Caffarelli’s contraction
theorem [22]. In particular, this implies the ûrst part of Proposition 4.1 in the
partial case when μ is the standard Gaussian measure. Furthermore, this result in
the Gaussian case was also obtained by Beck, Jerison [6], in relation to studying an
interesting related inequality.

The crucial question here is the shape of the set K for which (5) turns into an
equality. For the reader’s beneût, we start with the equality case characterization
in the Brascamp-Lieb inequality for smooth sets; in subsequent statements, the
equality cases will be characterized in full, leading to the proof of Theorem 1.5.
The approximation argument in the non-smooth case is what presents most of the
difficulties, and requires a careful treatment, especially in the non-Gaussian case.
In the Gaussian case, we shall establish the quantitative stability estimate, stated
in part (2) of Theorem 1.5.

Proposition 4.1 (Equality cases in the Brascamp-Lieb inequality – smooth case).
Let μ be a log-concave measure on R

n with C2 density e−V supported on the whole
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R
n, and suppose ∇2V > 0. Then for any convex set K with C2 boundary and any

function f ∈ W 1,2(K) ∩ C1(K) we have

μ(K)

∫

K

f2dμ−
(∫

K

fdμ

)2

≤ μ(K)

∫

K

〈(∇2V )−1∇f,∇f〉dμ.

Moreover, the equality occurs either if one of the two things happens:

• f = C for some constant C ∈ R;
• there exists a rotation U such that

(a) UK = L× R
n−k for some k = 1, . . . , n and a k−dimensional set L;

(b) f ◦ U = 〈∇V, θ〉 + C, for some vector θ ∈ R
n−k and some constant

C ∈ R;

Proof. We shall analyze <Hörmander’s proof with the boundary= of the Brascamp-
Lieb inequality, discovered by Kolesnikov and Milman [59]. See also Hörmander
[52], or Cordero-Erasquin and Klartag [32] for an exposition of the <boundary-
free= argument, which is simpler, but is not illuminating in terms of the equality
cases.

Without loss of generality we may assume that
∫

f = 0 (otherwise we may pass
to the function f −

∫

f). Consider the operator Lu = Δu − 〈∇u,∇V 〉. Consider
an arbitrary function u ∈ W 2,2(K) such that Lu = f . Using integration by parts
and Proposition 3.14, we write:

∫

K

f2dμ = 2

∫

K

fLudμ−
∫

K

(Lu)2dμ

= −2

∫

K

〈∇f,∇u〉dμ+ 2

∫

∂K

f〈∇u, nx〉dμ∂K(22)

−
∫

K

(

‖∇2u‖2 + 〈∇2V∇u,∇u〉
)

dμ

−
∫

∂K

(Hμ〈∇u, nx〉2 − 2〈∇∂Ku,∇∂K〈∇u, nx〉〉

+ 〈II∇∂Ku,∇∂Ku〉) dμ∂K(x).

We assume that 〈∇u, nx〉 = 0 : indeed, since
∫

f = 0, one may solve the equation
Lu = f with the zero Neumann boundary condition, as per the <moreover= and
<furthermore (b)= parts of Theorem 2.10. Then (22) becomes, after regrouping,

∫

K

f2dμ = −
∫

K

(

2〈∇f,∇u〉+ 〈∇2V∇u,∇u〉
)

dμ−
∫

K

‖∇2u‖2dμ

−
∫

∂K

〈II∇∂Ku,∇∂Ku〉 dμ∂K(x).

(23)

In order to prove (5), we combine (23) with the inequalities
∫

K

(

2〈∇f,∇u〉+ 〈∇2V∇u,∇u〉
)

dμ ≥ −
∫

K

〈(∇2V )−1∇f,∇f〉dμ;(24)

∫

K

‖∇2u‖2dμ ≥ 0;(25)

∫

∂K

〈II∇∂Ku,∇∂Ku〉) dμ∂K ≥ 0.(26)

For the last inequality, convexity of K was used.
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Suppose now that the equality holds. Then the equality must hold also in (24),
(25) and (26). Suppose f is not a constant function. The equality in (25) holds
whenever u is a linear function, i.e., for some vector θ ∈ R

n and c ∈ R, u = −〈x, θ〉+
c and therefore f = −L〈x, θ〉 = 〈∇V, θ〉. Moreover, since 〈∇u, nx〉 = 0, the convex
set K is such that all of its normal vectors belong to some (n − 1)−dimensional
subspace (unless θ = 0, in which case f = 0). This means that K is a cylinder
parallel to θ.

We note that f = 〈∇V, θ〉 implies ∇f = ∇2V θ, and therefore the equality in
(24) also holds.

Lastly, note that ∇∂Ku = −θ, and thus when K is a cylinder parallel to θ, the
second fundamental form at θ is zero everywhere, and therefore

∫

∂K

〈II∇∂Ku,∇∂Ku〉 dμ∂K =

∫

∂K

〈IIθ, θ〉 dμ∂K = 0,

meaning that the equality holds also in (26). �

Remark 4.2. In fact, the equality in (26) holds if and only if K is a cylinder,
provided that the boundary of K is C3, and e−V is supported on the entire R

n.
Indeed, if for some vector θ ∈ R

n \ {0}, we have that for every x ∈ ∂K, the vector
θx (the projection of θ onto Tx, the tangent space of K at x) satisûes 〈IIθx, θx〉 = 0,
then this means that

∂K = {x ∈ ∂K : 〈nx, θ〉 = 0} ∪ {x ∈ ∂K : GK(x) = 0},
where GK(x) = det II(x) is the Gauss curvature of K at x. Note that everywhere
on the set A = {x ∈ ∂K : 〈nx, θ〉 = 0}, the Gauss curvature is also zero, since
II = dnx = 0. Since the boundary of K is C3, the Gauss curvature is continuous.
Thus for all points on ∂K, the Gauss curvature is zero. A boundary of a convex set
is a regular complete surface, and therefore, by the result of Pogorelov Hartman-
Nirenberg [49] and Massey [76], K is a cylinder.

For k = (k1, . . . , kn), where ki ∈ Z, let Bk =
∏n

i=1[ki, ki +1]. We shall make use
of the decomposition R

n = ∪k∈ZnBk.
We shall show

Proposition 4.3 (Stability in the Brascamp-Lieb inequality – smooth case). Let
μ be a probability log-concave measure on R

n with C2 density e−V supported on the
whole R

n, and suppose ∇2V > 0. Fix ε > 0. Consider a convex set K with C2

boundary and a function f ∈ W 1,2(K) ∩ C1(K) such that

μ(K)

∫

K

f2dμ−
(∫

K

fdμ

)2

≥ μ(K)

∫

K

〈(∇2V )−1∇f,∇f〉dμ− ε.

Then there exists a vector θ ∈ R
n (possibly zero), which depends only on K and f ,

such that

• If K is bounded, we have

(27)

∫

∂K

〈θ, nx〉2dμ∂K ≤ C1(K,V )ε,

where C1(K,V ) > 0 depends only on V and on the in-radius and the diam-
eter of K; and

(28) ‖f − 〈∇V, θ〉 − 1

μ(K)

∫

K

fdμ‖L1(K,μ) ≤ c(ε),
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where

c(ε) ≤
√

μ(K)

⎛

⎝

√

C2
poin(K,μ) + 1

2
nε+ 4

√

ε

∫

|∇V |2dμ|K

⎞

⎠ .

Furthermore, for the standard Gaussian measure, we have

c(ε) ≤
√

γ(K)
(√

nε+ 4
√
nε

)

(regardless of K); if, additionally to μ = γ, we have rBn
2 ⊂ K, then we

have also

C1(K,V ) ≤ n+ 1

r
.

• If K is not necessarily bounded, then for each k ∈ Z
n, we have

∫

∂K∩Bk

〈θ, nx〉2dμ∂K(x) ≤ C1(k)ε,

for some C1(k) which only depends on k, μ and K.
• In addition, for each k ∈ Z

n,

(29) ‖f − 〈∇V, θ〉 − 1

μ(K ∩Bk)

∫

K∩Bk

fdμ‖L1(K,μ) ≤ ck(ε),

where

ck(ε) ≤
√

μ(K ∩Bk)

⎛

⎝

√

C2
poin(K ∩Bk, μ) + 1

2
nε+ 4

√

ε

∫

|∇V |2dμ|K∩Bk

⎞

⎠ .

Proof. Similarly to Proposition 4.1, without loss of generality we may assume that
∫

f = 0 and consider the function u ∈ W 2,2(K) ∩ C2(K) such that Lu = f and
〈∇u, nx〉 = 0 on ∂K. Recall (23):

∫

K

f2dμ = −
∫

K

(

2〈∇f,∇u〉+ 〈∇2V∇u,∇u〉
)

dμ−
∫

K

‖∇2u‖2dμ

−
∫

∂K

〈II∇∂Ku,∇∂Ku〉 dμ∂K(x).(30)

Combining (30) with
∫

K

(

2〈∇f,∇u〉+ 〈∇2V∇u,∇u〉
)

dμ ≥ −
∫

K

〈(∇2V )−1∇f,∇f〉dμ,

and an application of convexity of K
∫

∂K

〈II∇∂Ku,∇∂Ku〉 dμ∂K ≥ 0,

we get

(31)

∫

K

f2dμ ≤
∫

K

〈(∇2V )−1∇f,∇f〉dμ−
∫

K

‖∇2u‖2dμ.

Under the assumption of the Proposition, this yields

(32)

∫

K

‖∇2u‖2dμ ≤ ε.

Therefore, there exists a vector θ ∈ R
n such that

u = −〈x, θ〉+ v
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with
∫

K
∇vdμ = 0 and

∫

K
‖∇2v‖2dμ ≤ ε. By the Poincaré inequality (8), this

implies that
∫

K
|∇v|2dμ ≤ C2

poin(K,μ)ε. Note also that

〈∇v, nx〉 = 〈∇u, nx〉+ 〈θ, nx〉 = 〈θ, nx〉.
First, to show (29), we note that f −〈∇V, θ〉 = Lu+L〈x, θ〉 = Lv, and write, using
(Δu)2 ≤ n‖∇2u‖2, for every α > 0

‖f − 〈∇V, θ〉‖L1(K,μ) =

∫

K

|Lv|dμ =

∫

K

|Δv − 〈∇v,∇V 〉|dμ

≤
√

μ(K)

(
√

n

∫

K

‖∇2v‖2dμ+
α

2

√

∫

K

|∇v|2dμ+
1

2α

√

∫

K

|∇V |2dμ
)

≤
√

μ(K)

⎛

⎝

√

C2
poin(K,μ) + 1

2
nε+ 4

√

εE|∇V |2
⎞

⎠ ,

where in the last passage we optimized in α. The conclusion follows ifK is bounded.
If K is not bounded, we consider K ∩Bk instead, and the corresponding conclusion
follows in the same manner.

Recall that in the Gaussian case, C2
poin(K,μ) ≤ 1, and the <furthermore= esti-

mate on c(ε) follows.

Next, to show (27) for a bounded setK, we apply the Trace Theorem 2.3 to all the
partial derivatives of v, sum it up, and use the facts that

∫

K
|∇v|2dμ ≤ C2

poin(K,μ)ε

and
∫

K
‖∇v‖2dμ ≤ ε :

∫

∂K

|〈∇v, nx〉|2dμ∂K ≤
∫

∂K

|∇v|2dμ∂K

≤ C ′
∫

K

(|∇v|2 + ‖∇v‖2)dμ ≤ C ′ · (C2
poin(K,μ) + 1) · ε,

where C ′ only depends on the in-radius and the diameter of K, and on V . The
inequality (27) follows if we remember that 〈θ, nx〉 = 〈∇v, nx〉.

Lastly, in the case when K is not bounded, given k = (k1, . . . , kn), let Mk =
∂K ∩Bk. Applying the Trace Theorem 2.3 on Mk, we get

∫

Mk

〈θ, nx〉2dμ∂K =

∫

Mk

〈∇v, nx〉2dμ∂K

≤ C1(k)

∫

K∩Bk

|∇v|2 + ‖∇2v‖2dγ ≤ C1(k)(1 + C2
poin(K,μ))ε.

To get the <furthermore= estimate on C1(K,V ) in the Gaussian case, apply
Theorem 2.9 in place of Theorem 2.3. �

Finally, we are ready to prove Theorem 1.5.

Proof of Theorem 1.5. We shall focus on showing part (1), since part (2) follows
from the Gaussian estimates in Proposition 4.3. Suppose K and f give equality in
this inequality. For a large enough R > 0, let KR = K ∩ RBn

2 . For an arbitrary
δ > 0, consider a convex set KR

δ with C2 boundary, such that 1
2K

R ⊂ KR
δ ⊂ KR,

such that μ(K \KR
δ ) ≤ δ, and such that dTV (γ|∂KR , γ|∂KR

´
) ≤ δ (where dTV stands

for the total variation distance). This is possible to do, for example, by selecting
KR

δ very close to KR in the Hausdorff distance. Indeed, the relation between the
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measures follows in a straight-forward manner, while the total variation estimate
follows since Lebesgue surface area measures converge weakly when bodies converge
in Hausdorff distance (see Schneider [84]), and hence the same holds for the surface
area measures of bounded convex sets with respect to μ, in view of our assumptions.

Since μ(K \KR
δ ) ≤ δ and K gives an equality in the Brascamp-Lieb inequality,

we see that there exists an ε(δ) > 0, possibly depending on δ, V and f , such that

μ(KR
δ )

∫

KR
´

f2dμ−
(

∫

KR
´

fdμ

)2

≥ μ(KR
δ )

∫

KR
´

〈(∇2V )−1∇f,∇f〉dμ− ε(δ),

such that ε(δ) →δ→0 0. By Proposition 4.3, denoting Cδ,R = 1
μ(KR

´
)

∫

KR
´

fdμ, there

exists a θδ,R ∈ R
n (possibly zero, which depends only on KR

δ and f), such that, for
each k ∈ Z

n,

(33) ‖f − 〈∇V, θδ,R〉 − Cδ,R‖L1(KR
´
∩Bk,μ) ≤ c1(δ, k),

with c1(δ, k) depending only on k, μ and possibly K, but not on R. Fix k ∈
Z
n; in the following paragraph, all the parameters may depend on it. Note that

Cδ,R →R→∞ C = 1
μ(K∩Bk)

∫

K∩Bk
fdμ. By (33), there exists an r > 0, possibly

depending on K, f and V , such that θδ ∈ rBn
2 whenever ε(δ) ∈ (0, 1). Therefore,

there exists a vector θ, such that θδ,R →δ→0,R→∞ θ, where the convergence is
understood in the sense of sub-sequences. Letting δ → 0, we arrive to the conclusion
(b) of the theorem.

Next, we recall that there exists a function v = vδ,R on KR
δ with

∫

KR
´

∇vdγ = 0

and
∫

KR
´

‖∇2v‖2dμ ≤ ε(δ), and such that 〈∇v, nx〉 = 〈θε,R, nx〉 on ∂KR
δ . For

k = (k1, . . . , kn), where ki ∈ Z, let M
δ,R
k = ∂KR

δ ∩ Bk, and Mk = ∂K ∩ Bk.
Note that provided that δ is chosen small enough, and R is chosen large enough
(depending on k), the set Kδ

R ∩ Bk is close to K ∩ Bk in Hausdorff distance by
c(δ, k), and the constant from the trace Theorem 2.3 for Kδ

R ∩ Bk is the same, up
to a factor of 2, as that of K ∩Bk, which in turn depends only on K, V and k, but
not on δ or R. We get, using the Trace Theorem 2.3,

∫

M´,R

k

〈θδ,R, nx〉2dμ∂K =

∫

M´,R

k

〈∇v, nx〉2dμ∂K

≤ C(k)

∫

KR
´
∩Bk

|∇v|2 + ‖∇2v‖2dμ ≤ C(k)

∫

KR
´

|∇v|2 + ‖∇2v‖2dμ

C(k)(1 + C2
poin(K,μ))ε,

where in the last passage we used the fact that Cpoin(K
R
δ , μ) ≤ Cpoin(K,μ) and

γ(KR
δ ) ≥ c0 > 0, for some ûxed constant c0 > 0 that does not depend on δ, R, or k.

Finally, for each ûxed k, we let δ → 0 and R → ∞, thereby insuring that ε(δ) → 0,
and we therefore get that 〈θ, nx〉 = 0, with θ chosen above. In the last step we used

also that the surface measure on M
δ,R
k tends to Mk weakly by construction.

Combining the assertion for all k ∈ Z
n, we arrive to the conclusion of Theo-

rem 1.5. �

Remark 4.4. Note that in the Gaussian case, we have a stability estimate which
works for unbounded sets, regardless of their diameter. Thus in the Gaussian
case, the approximation argument is easier, and does not require considering the
intersection with Bk.
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5. On the Gaussian torsional rigidity

In this section, the measure γ is ûxed to be the standard Gaussian on R
n, and

for a convex set K we ûx the notation
∫

:=
1

γ(K)

∫

K

dγ.

5.1. Torsional rigidity: General discussion. For a convex domain K in R
n

and a function F ∈ L2(K) ∩ C(K̄), deûne the F−Gaussian torsional rigidity by

TF
γ (K) := sup

v∈W 1,2(K,γ): v|∂K=0

(∫

Fv
)2

∫

|∇v|2 ,

where the derivatives are understood in the weak sense, and the boundary value is
understood in the sense of the trace operator, as per our convention.

In the case of Lebesgue measure and F = 1, this object has been studied heavily,
see e.g. Pólya, Szegö [83]. A rich theory involving isoperimetric inequalities related
to the Lebesgue torsional rigidity has been developed in the past couple of centuries,
see, for instance, Kohler-Jobin [64], Brasco [19], Colesanti, Fimiani [28]. In this
section, we will see that the extension of this object to the Gaussian setting also
has a variety of nice properties. We shall later require most of them for the proof
of our main result Corollary 1.3, as well as Theorem 1.6.

The following classical Lemma holds, in fact, in the most abstract setting, and
for an arbitrary measure, but for simplicity, we state it for the Gaussian measure
on R

n.

Lemma 5.1. Let K be a convex set and F ∈ L2(K, γ) ∩ Lip(K). Then

sup
v

(∫

Fv
)2

∫

|∇v|2 = inf
u

∫

|∇u|2,

where the infimum runs over all W 1,2(K, γ) functions u : K → R with Lu = F ,
and the supremum runs over all W 1,2(K, γ) functions v : K → R which vanish on
∂K.

Proof. Let u : K → R be such that Lu = F . On one hand, note that for any
v ∈ W

1,2
0 (K, γ), and any t ∈ R,

∫

|∇u− t∇v|2 ≥ 0,

and thus
∫

|∇u|2 ≥ −2t

∫

〈∇u,∇v〉 − t2
∫

|∇v|2 = 2t

∫

Fv − t2
∫

|∇v|2.

Optimizing in t, we get
∫

|∇u|2 ≥
(∫

Fv
)2

∫

|∇v|2 .

In the case when Lv = F , the right hand side above equals
∫

|∇v|2, and therefore

inf
u

∫

|∇u|2 =

∫

|∇v0|2 =
(
∫

Fv0)
2

∫

|∇v0|2
,
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where v0 ∈ W
1,2
0 (K, γ) is the unique function with Lv0 = F and vanishing on the

boundary (see Theorem 2.12). The inequality above also yields that

(
∫

Fv0)
2

∫

|∇v0|2
≥ (

∫

Fv)2
∫

|∇v|2 ,

for any function v vanishing on the boundary. Taking the supremum in the inequal-
ity above completes the proof. �

We shall need a stability estimate for Lemma 5.1. Below we shall use notation

V arγ|∂K
(w) =

1

γ+(∂K)

∫

∂K

w2dγ|∂K −
(

1

γ+(∂K)

∫

∂K

wdγ|∂K
)2

.

If the boundary variance V arγ|∂K
(w) of a function w is small, then it is somewhat

close to taking a constant value on the boundary of K. With this in mind, the
following statement is a natural stability version for Lemma 5.1:

Proposition 5.2. Let K be a C2 convex set in R
n of Gaussian measure a ∈ (0, 1),

such that rBn
2 ⊂ K. Fix F ∈ W 1,2(K, γ)∩Lip(K), and let u ∈ W 1,2(K, γ)∩C2(K)

be such that Lu = F . Suppose that

1

γ(K)

∫

K

|∇u|2dγ ≤ TF
γ (K) + ε.

Then

V arγ|∂K
(u) ≤ C(K)ε,

where C(K) =
√
2π n+1

r ae
Φ−1(a)2

2 .

Proof. Let u0 be the unique function such that Lu0 = F and u0|∂K = 0 (see
Theorem 2.12). Consider a function v = u−u0. Then Lv = 0, by our assumptions.
Thus, integrating by parts (strictly speaking, by the deûnition of the weak solution),
we get

∫

〈∇v,∇u0〉 = −
∫

u0Lv +
1

γ(K)

∫

∂K

u0〈∇v, nx〉dγ∂K = 0.

Therefore,
∫

|∇u|2 =

∫

|∇u0 −∇v|2 =

∫

|∇u0|2 +
∫

|∇v|2 = TF
γ (K) +

∫

|∇v|2.

By our assumptions, we therefore have

(34)

∫

|∇v|2 ≤ ε.

Next, by the Gaussian trace Theorem 2.9, for any constant c0 ∈ R, we have
∫

∂K

(v − c0)
2dγ|∂K ≤ 1

r

∫

K

(n(v − c0)
2 + |∇v|2)dγ(x).

Letting c0 = 1
γ(K)

∫

K
vdγ, applying the Poincaré inequality (6) to v− c0, and using

(34), we see that the above is bounded from above by γ(K) (n+1)ε
r .

Note also that for any c0 ∈ R,

V arγ|∂K
(u) ≤ 1

γ+(∂K)

∫

∂K

(v − c0)
2dγ|∂K .
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We conclude that

(35) V arγ|∂K
(u) ≤ n+ 1

r

γ(K)

γ+(∂K)
ε.

It remains to note that by the Gaussian isoperimetric inequality [14], [86],

γ(K)

γ+(∂K)
≤

√
2πγ(K)e

Φ−1(³(K))2

2 .

�

Next, we show the continuity property of the torsional rigidity.

Proposition 5.3. Suppose K and L are bounded convex domains in R
n, such that

γ(K�L) ≤ ε. Let F ∈ L2(K ∪ L, γ) ∩ C(K ∪ L). Then

|TF
γ (K)− TF

γ (L)| ≤ c(ε) →ε→0 0,

where C(ε) depends only on K and L, and F .

Proof. Note ûrst that it is enough to show that for any convex domains A and B

such that A ⊂ B and γ(B \A) ≤ ε, we have |TF (A)− TF (B)| ≤ c(ε).
Indeed, applying this fact with A = K and B = K ∩L, we would get |TF

γ (K)−
TF
γ (K ∩ L)| ≤ c(ε), and then, similarly, we could get |TF (L)− TF (K ∩ L)| ≤ c(ε),

which would together yield |TF
γ (K)− TF

γ (L)| ≤ 2c(ε).
Next, by the deûnition of torsional rigidity, if A ⊂ B, we have

TF (A) ≤ γ(B)

γ(A)
TF (B) = (1 + C1ε)TF (B).

Therefore, it suffices to focus on the case when A ⊂ B, γ(B \A) ≤ ε, and to show
that TF (B)−TF (A) ≤ c(ε). Let u be the function on A with u|∂A = 0 and Lu = F ,
and v be the function on B with v|∂B = 0 and Lv = F . Our aim is to show that

1

γ(B)

∫

B

|∇v|2dγ − 1

γ(A)

∫

A

|∇u|2dγ ≤ c(ε).

In view of our assumption that γ(B \A) ≤ ε, it suffices to show

(36)

∫

B

|∇v|2dγ −
∫

A

|∇u|2dγ =

∫

B\A
|∇v|2dγ +

∫

A

(|∇v|2 − |∇u|2)dγ ≤ c(ε).

Firstly, ∇v ∈ L2(B), and therefore, by the Dominated Convergence Theorem,
∫

B\A
|∇v|2dγ ≤ c′(ε) →ε→0 0.

Next, integrating by parts, and using u|∂A = 0, as well as Lu = Lv = F , we see

(37)

∫

A

(|∇v|2 − |∇u|2)dγ =

∫

∂A

v〈∇(v − u), nx〉dγ|∂K .

By the boundary regularity estimate Theorem 14.2 from Gilbarg, Trudinger [45],
since A is convex, we have that |∇u| is bounded on Ā, and also |∇v| is bounded on
B̄, and the bounds depend only on n and supA |u| (as well as supB |v|). Thus

(38)

∫

∂A

v〈∇v, nx〉dγ|∂K ≤ C2

∫

∂A

v2dγ|∂K ≤ c(ε).
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By the trace Theorem 2.3, applied with K = B \ A, using compactness, we see
that

∫

∂A

v2dγ|∂K ≤ C ′
∫

B\A
(v2 + |∇v|2)dγ ≤ c1(ε),

where in the last passage we used that γ(B \ A) ≤ ε, and by the dominated con-
vergence theorem. Thus (36) follows. �

Corollary 5.4. For any convex body K, any continuous F : K → R, and any ε > 0
there exists a convex body Kε ⊂ K with C2 boundary, such that Kε is ε−close to K

in Hausdorff distance, and |TF
γ (K)−TF

γ (Kε)| ≤ c(ε), for some c(ε) →ε→0 0, which
depends only on K.

Proof. We select Kε to be a C2 δ-approximation of K from inside in Hausdorff
distance, where δ < ε is chosen sufficiently small so that |TF

γ (K) − TF
γ (L)| ≤ ε,

which is possible to do by Proposition 5.3. The crucial observation here is that
the constant C from Proposition 5.3 is uniformly bounded once δ is chosen small
enough.

Indeed, it only depends on the in-radius ofKε (which is the same as that ofK, up
to a factor of 2), and on the supremum of the solution uε of the equation Luε = F

on Kε with the Dirichlet boundary condition (as per Theorem 2.9 and Theorem
14.2 from [45]). Letting v = u − uε, where u is the solution of Lu = F on K with
the Dirichlet boundary condition, we see that Lv = 0 and |v|∂Kε

| ≤ C(ε) → 0, by
continuity of v. This yields that |vε| < C(ε) on Kε, by the maximum principle.
Thus indeed |vε| < C ′ on Kε, with C ′ that only depends on K (and not Kε). We
conclude that the constant C from Proposition 5.3 is uniformly bounded once δ is
chosen small enough, and the corollary follows. �

Lastly, we shall need

Lemma 5.5. For any convex set K with non-empty interior, any continuous F :
K → R, and any ε > 0, there exists an R > 0 such that

|TF
γ (K)− TF

γ (K ∩RBn
2 )| ≤ ε.

Proof. Firstly, we note that

TF (K ∩RBn
2 ) ≤

γ(K)

γ(K ∩RBn
2 )

TF
γ (K),

and select R1 to be large enough so that the above yields

TF
γ (K ∩R1B

n
2 )− TF

γ (K) ≤ ε.

Next, let v : K → R be the solution of Lv = F and v|∂K = 0 and vR : K → R be
the solution of LvR = F and v|∂KR = 0. Suppose R > R2 for some R2 > 0. Then

γ(K)
(

TF
γ (K)− TF

γ (K ∩RBn
2 )
)

≤
∫

K\R2Bn
2

|∇v|2dγ +

∫

K∩R2Bn
2

|∇v|2 − |∇vR|2dγ.

Select R2 to be large enough so that
∫

K\R2Bn
2
|∇v|2dγ ≤ ε.
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Finally, integrating by parts, we see
∫

K∩R2Bn
2

|∇v|2 − |∇vR|2dγ

=

∫

∂K∩R2Bn
2

〈∇v −∇vR, nx〉(v + vR)dγ|∂K

+

∫

K∩R2S
n−1

〈∇v −∇vR, nx〉(v + vR)dγ|RSn−1 .

Since v and vR take value 0 on ∂K∩RBn
2 , and in view of the boundary regularity es-

timate Theorem 14.2 from Gilbarg, Trudinger [45] (which yields that 〈∇v−∇vR, nx〉
is bounded almost everywhere on ∂K ∩R2B

n
2 ), we get that

∫

∂K∩R2Bn
2

〈∇v −∇vR, nx〉(v + vR)dγ|∂K = 0.

Lastly, we write
∫

K∩R2S
n−1

〈∇v −∇vR, nx〉(v + vR)dγ|RSn−1

≤ 10

√

∫

K∩R2S
n−1

|∇v|2 + |∇vR|2 ·
√

∫

K∩R2S
n−1

v2 + v2R,

which can be made arbitrarily small in view of the fact that v, vR, |∇v|, |∇vR| are
all square integrable on K, provided that R2 is selected appropriately. Letting
R = max(R1, R2) ûnishes the proof. �

5.2. Isoperimetric inequalities for the Gaussian torsional rigidity. First,
let us consider the case F = 1 and use notation Tγ(K) = T 1

γ (K). We notice an
isoperimetric inequality for Tγ , analogous to the Saint-Venant theorem (see, e.g.
Pólya-Szegö [83] for the Lebesgue version):

Proposition 5.6 (Gaussian version of the Saint-Venant inequality). Fix a ∈ [0, 1]
and let K be a convex set with γ(K) = a. Then

Tγ(K) ≤ Tγ(Ha),

where Ha is the half-space of Gaussian measure a.

Proof. Let v0 vanish on the boundary of K, Lv0 = 1, and let v∗0 be its Ehrhard
symmetrization v∗0 : Ha → R. By the deûnition of the Ehrhard symmetrization, v∗0
also vanishes on the boundary of Ha, and

∫

v∗0 =
∫

v0. By Lemma 2.1 (the Ehrhard
principle),

∫

Ha

|∇v∗0 |2dγ ≤
∫

K

|∇v0|2dγ.

Thus, in view of Lemma 5.1,

Tγ(K) =

(∫

K
v0dγ

)2

∫

K
|∇v0|2dγ

≤

(

∫

Ha
v∗0dγ

)2

∫

Ha
|∇v∗0 |2dγ

≤ Tγ(Ha).

�

In the Appendix, we shall discuss a generalization of Proposition 5.6.
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5.3. Some lower bounds for torsional rigidity. In this subsection, we present
several lower bounds for Gaussian torsional rigidity, and several of them will be
important for us in Section 6, and will be directly used in the proof of the main
results. Recall the notation:

ϕ(x) =
1√
2π

∫ x

−x

e−
s2

2 ds

and

Jn−1(R) =

∫ R

0

tn−1e−
t2

2 dt,

and also cn−1 = Jn−1(∞). We start by noticing

Lemma 5.7. Let K be a convex symmetric set in R
n and suppose γ(K) ≥ a. Then

the in-radius of K, denoted r(K), satisfies

r(K) ≥ 0.5ϕ−1(a).

Proof. Indeed, suppose not. Consider the smallest symmetric strip S containing
K. Then S also does not contain 0.5ϕ−1(a)Bn

2 , and thus has width smaller than
ϕ−1(a). But then the Gaussian measure of S is smaller than a, arriving to a
contradiction. �

As an immediate consequence, we get

Lemma 5.8. Let K be convex symmetric set with γ(K) ≥ a, for a ∈ [0, 1]. Then

Tγ(K) ≥ Jn−1(0.4ϕ
−1(a))

acn−1
Tγ(0.4ϕ

−1(a)Bn
2 ).

Proof. By Lemma 5.7, K contains a centered ball 0.5ϕ−1(a)Bn
2 . The lemma thus

follows by considering the function v on K with Lv = 1 on 0.4ϕ−1(a)Bn
2 , and

vanishing on K \ 0.5ϕ−1(a)Bn
2 (which exists by Theorem 2.12), and the deûnition

of torsional rigidity. �

We shall make use of the following bound:

Lemma 5.9. Let K be convex symmetric body with γ(K) = a, for a ∈ [0, 1]. Then

Tγ(K) ≥ ϕ−1(a)2

4e2n2
.

Furthermore,

Tγ(K) ≥ ϕ−1(a)2

4a2
sup

t∈[0,1]

γ(tBa)
2(1− t)2,

where Ba is the centered Euclidean ball of measure a.

Proof. Let v : K → R be given by v(x) = 1 − ‖x‖K . It vanishes on the boundary
of K, and thus

Tγ(K) ≥ (
∫

v)2
∫

|∇v|2 =
(1− E‖X‖K)2
∫

|∇‖x‖K |2 .

Note that ∇‖x‖K ∈ ∂Ko, and Ko ⊂ 1
r(K)B

n
2 . Thus

|∇‖x‖K | ≤ 1

r(K)
≤ 2

ϕ−1(a)
,
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where in the last passage we used Lemma 5.7. In addition, note that for any
t ∈ [0, 1],

1− E‖X‖K ≥ γ(tK)(1− t)

γ(K)
≥ tn(1− t),

where in the last passage we used a rough lower bound of tn for γ(tK)
γ(K) , which follows

as γ is ray-decreasing. Plugging t = n−1
n , the statement follows from the estimates

above.
To get the second bound, we use Lemma 2.13 in place of the bound γ(tK) ≥

tnγ(K), which implies that for any t ∈ [0, 1], one has γ(tK) ≥ γ(tBa), where Ba is
the centered ball of measure a. �

In analogy with Lemma 5.9, we get the following fact, which will be crucial in
the next section:

Lemma 5.10. For any F ∈ L2(K),

TF
γ (K) ≥ r(K)2

(

E
[

F (1− ‖X‖2K)
])2

4E‖X‖2K
,

where r(K) is the in-radius of K. Furthermore, if K = RBk
2 × R

n−k is a round

k-cylinder, and F (x) = k−
∑k

i=1 x
2
i , then we have an equality in the estimate above.

Proof. We use Lemma 5.1 to argue that for any v ∈ W 1,2(K) with v|∂K = 0, one
has

TF
γ (K) ≥

(∫

Fv
)2

∫

|∇v|2 .

We plug v = 1− ‖x‖2K to get the bound

(39) TF
γ (K) ≥

(∫

F (1− ‖x‖2K)
)2

4
∫

‖x‖2K |∇‖x‖K |2 .

It remains to recall that ∇‖x‖K ∈ ∂Ko, and Ko ⊂ 1
r(K)B

n
2 , and therefore

|∇‖x‖K | ≤ 1

r(K)
.

When K = RBk
2 × R

n−k and F (x) = k −
∑k

i=1 x
2
i , we have c · F = L(1 − ‖x‖2K),

and thus the equality holds in (39) by Lemma 5.1. In addition, in this case we have
|∇‖x‖K | = 1

r(K) , and thus the equality must hold in the estimate of the Lemma. �

We conclude with some natural questions about the Gaussian torsional rigidity.

Question 2.

(1) Over all convex sets of measure a ∈ [0, 1], which set minimizes Tγ(K)?
(2) Over all symmetric convex sets of measure a ∈ [0, 1], which set minimizes

Tγ(K)?
(3) Over all symmetric convex sets of measure a ∈ [0, 1], which set maximizes

Tγ(K)?
(4) Over all symmetric convex sets of measure a ∈ [0, 1], which set maximizes

(minimizes) Tn−x2

γ (K)?
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6. The Gaussian case, Theorems 1.3 and 1.6

In this section we discuss estimates in the case of the standard Gaussian measure
γ on R

n, with density
√
2π

−n
e−x2/2. We shall use the notation
∫

:=
1

γ(K)

∫

K

dγ(K),

where K is a convex set in R
n (in each instance it will be clear from the context

which convex set is considered.)
Most of this section is dedicated to proving Theorem A. Let us ûrst deduce

Corollary 1.3 from it; ûrst, we formulate the precise version of Corollary 1.3:

Corollary 6.1. For any symmetric convex set K in R
n,

ps(K, γ)

≥ sup
α∈R

0.5
(

E‖X‖2K
)−1

r(K)2
(

E(1−‖X‖2K) · (α−E‖X‖2K)
)2−E‖X‖4K+

(

E‖X‖2K
)2

(α− E‖X‖2K)2

+
1

n− EX2
.

Moreover, the equality holds if and only if K = RBk
2 × R

n−k for some R > 0 and
k = 1, . . . , n.

Remark 6.2. A direct computation reveals that the optimal choice of α in Theorem
6.1 is

α =
1 + 4r(K)2E‖X‖2K

(

E‖X‖2K − E‖X‖4K
)

2r(K)2E‖X‖2K(1− E‖X‖2K)
.

Proof of Corollary 6.1. Combining Theorem A and Lemma 5.10 applied with F =
α − ‖x‖2K , we arrive to the inequality in Corollary 6.1. The equality cases of
Theorem A show that only round k-cylinders can be the equality cases in Theorem
6.1. Proposition 1.4 gives an expression for ps(·, γ) for round k-cylinders, and a
direct computation shows that it coincides with the one given by Corollary 6.1.
Alternatively, one may use the fact that round k-cylinders are the equality cases
of Theorem A, and also are equality cases of Lemma 5.10 (in view of the fact that

F = k −∑k
i=1 x

2
i in this case), to conclude that they are, indeed, also the equality

cases of Corollary 6.1. �

6.1. The key estimate. We outline Proposition 6.3, which substantially improves
upon the estimate of Eskenazis and Moschidis [39]. For the reader’s convenience,
Proposition 6.3 is stated together with equality cases, even though so far, we assume
smoothness. We shall get rid of the smoothness assumption later on. Recall the
notation

∫

= 1
γ(K)

∫

K
dγ.

Proposition 6.3. For any symmetric convex set K in R
n with C2-smooth boundary

and any even u ∈ W 2,2(K) ∩ C2(intK),
∫

‖∇2u‖2 ≥
∫

|∇u|2 + (
∫

Lu)2

n− EX2
.

Moreover, the equality holds if and only if either

• u = C1x
2 + C2, for some C1, C2 ∈ R or
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• there exists a rotation R such that RK = L×R
n−k, for some k−dimensional

symmetric convex set L ⊂ R
k, and u(Rx) =

∑n
i=1 αix

2
i , for some real

numbers α1, . . . , αn, such that α1 = · · · = αn−k.

Proof. Let u = v + tx
2

2 , for some t ∈ R. Then

(40) ‖∇2u‖2 = ‖∇2v‖2 + 2tΔv + t2n = ‖∇2v‖2 + 2tLv + 2t〈∇v, x〉+ t2n.

Note also that

(41) Lv = Lu− tL
x2

2
= Lu− t(n− x2).

Using that K is symmetric and u is even, and consequently
∫

∇v = 0, and applying

the Gaussian Poincaré inequality (6) to each of the ∂v
∂xi

, i = 1, . . . , n we get

(42)

∫

‖∇2v‖2 ≥
∫

|∇v|2.

Combining (40), (41), (42), and the fact that ∇u = ∇v + tx, we get
∫

‖∇2u‖2 ≥
∫

|∇v|2 + 2t〈∇v, x〉+ t2n+ 2tLu− 2t2(n− x2)

=

∫

|∇u|2 + 2tLu+ t2(x2 − n).

(43)

Plugging the optimal t =
∫
Lu

n−
∫
x2 yields

∫

‖∇2u‖2 ≥
∫

|∇u|2 + (
∫

Lu)2

n− EX2
,

arriving to the inequality of the Proposition.
In order to characterize the equality cases, suppose that the equality occurs.

Then the equality occurs in (42), which means that the equality occurs in the
Brascamp-Lieb inequality (4) for every ∂v

∂xi
. By Proposition 4.1, either K is ar-

bitrary and v is an affine function (which means, in view of symmetry, that v is
a constant function), or K is a cylinder, and there exists a collection of vectors
θ1, . . . , θn ∈ R

n (some of which may be zero), and constants c1, . . . , cn ∈ R, such
that ∂v

∂xi
= 〈x, θi〉+ ci, and {tθi : t ∈ R} ⊂ K. Let us discuss this case by case.

Case 1. v = C, for some constant C ∈ R. Then u = C1x
2+C2, for some C1, C2 ∈ R,

while K is arbitrary.

Case 2. Suppose v = C+ 〈x, θ〉, for some non-zero vector θ. Then u = C+ 〈x, θ〉+
C1x

2, which can only be an even function if θ = 0, bringing us back to the ûrst
case.

Case 3. Suppose K is a cylinder, and ∂v
∂xi

= 〈x, θi〉+ ci, and {tθi : t ∈ R} ⊂ K, for

all i = 1, . . . , n. Thus, since v is even, we have v = 〈Ax, x〉+C, where A is an n×n

matrix such that AT ei = θi, and therefore span(AT ei) ⊂ K. Therefore, there exists
a rotation R such that RK = L×R

n−k, for some k−dimensional symmetric convex
set L ⊂ R

k, and v(Rx) =
∑n

i=n−k+1 βix
2
i , for some real numbers βi. Recalling the

relation between u and v, and since x2 = |Rx|2, we have u(Rx) =
∑n

i=1 αix
2
i , for

some real numbers α1, . . . , αn, such that α1 = · · · = αn−k.

�

Licensed to Georgia Inst of Tech. Prepared on Thu Apr 10 14:48:36 EDT 2025 for download from IP 143.215.16.81.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



5070 GALYNA V. LIVSHYTS

6.2. Proof of the inequality of Theorem A. For the inequality part, we may
assume, without loss of generality, that K is C2-smooth. By Proposition 3.16, it is
enough to show that for any f ∈ C1(∂K) there exists a u ∈ C2(K)∩W 1,2(K) with
〈∇u, nx〉 = f(x) on x ∈ ∂K, and such that

1

μ(K)

∫

‖∇2u‖2 + |∇u|2 ≥ ps(K, γ)

(∫

Lu

)2

+ V ar(Lu),

with ps(K, γ) satisfying the estimate of the Theorem. By Theorem 2.10, one may
choose u to be the solution of Lu = F on K, for some F ∈ L2(K, γ) ∩ Lip(K),
and 〈∇u, nx〉 = f(x) on x ∈ ∂K, where

∫

F = 1
γ(K)

∫

∂K
fdγ|∂K . In the case when

∫

∂K
fdγ|∂K = 0, we simply take F = 0, and thus the desired conclusion holds for

an arbitrary value of ps(K, γ). Therefore, by homogeneity, we have

ps(K, γ) ≥ sup
F∈L2(K,γ)∩Lip(K):

∫
F �=0

inf
u:Lu=F

∫

‖∇2u‖2 + |∇u|2 − V ar(F )

(
∫

F )2
.

Thus, as a corollary of Proposition 6.3, we get that for a C2−smooth convex set
K, and for any F ∈ L2(K, γ) ∩ Lip(K) with

∫

F �= 0,

ps(K, γ) ≥ inf
u∈C2(intK)∩W 2,2(K,γ):Lu=F

2
∫

|∇u|2 − V ar(F )

(
∫

F )2
+

1

n− EX2
.

By Lemma 5.1, for any u with Lu = F , we have
∫

|∇u|2 ≥ TF
γ (K).

Without loss of generality, by homogeneity, we may restrict ourselves to the case
∫

F = 1. Thus the inequality of the theorem follows.

In what follows, we shall characterize the equality cases for Theorem A. Before
we proceed with the formal argument, we outline a sketch of the equality case
characterization in the smooth case, for the reader’s convenience.

Remark 6.4 (Equality case characterization in the smooth case). In order to char-
acterize the equality cases among smooth convex sets, we notice that, ûrstly, u (as
deûned in Subsection 6.2) must satisfy

(44)

∫

|∇u|2 = TF
γ (K),

and, secondly, the equality must occur in Proposition 6.3. (We note also that
assuming sufficient smoothness about L as well as K allows us to use elliptic regu-
larity results, see e.g. Evans [40], which would ensure sufficient smoothness of u.)
By Lemma 5.1, and in view of Theorem 2.12, equation (44) is true when u is the
unique function satisfying Lu = F and taking a constant value on the boundary
of K. From the equality case characterization in Proposition 6.3, we get Cases 1
and 2.

Case 1. u = C1
x2

2 +C2. Then F = C1(n−x2), and therefore, K is a Euclidean ball:

indeed, the only situation in which the function u = C1
x2

2 + C2 takes a constant
value on the boundary of K is when K a Euclidean ball.
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Case 2. There exists a rotation R such thatRK = L×R
n−k, for some k−dimension-

al symmetric convex set L ⊂ R
k, and u(Rx) =

∑n
i=1 αix

2
i , for some real num-

bers α1, . . . , αn, such that α1 = · · · = αn−k. Then the function α
∑k

i=1 x
2
i +

∑n
i=n−k+1 αix

2
i takes constant values on the boundary of RK = L × R

n−k, and
this implies that the set L must be a k−dimensional Euclidean ball.

This shows that the only possible equality cases for Theorem 6.1 are round
k-cylinders. The fact that they are, in fact, equality cases is the statement of
Proposition 1.4, which we already shown.

6.3. Stability in the key estimate. We deduce immediately from the stability
result for the Gaussian case of the Brascamp-Lieb inequality Proposition 4.3:

Proposition 6.5. Fix ε > 0. Suppose that for a symmetric convex set K with
C2-smooth boundary and an even u ∈ W 2,2(K) ∩ C2(K), we have

∫

‖∇2u‖2 ≤
∫

|∇u|2 + (
∫

Lu)2

n− EX2
+ ε.

Then either

• ‖u− C1x
2 − C2‖L1(K,γ) ≤

√

γ(K) (
√
nε+ 4

√
nε), for some C1, C2 ∈ R or

• there exists a rotation R such that

‖u(Rx)−
n
∑

i=1

αix
2
i − C0‖L1(K,γ) ≤

√

γ(K)
(√

nε+ 4
√
nε

)

,

for some real numbers α1, . . . , αn, such that α1 = · · · = αn−k, and simul-
taneously, there exists a vector θ ∈ R

n−k such that
∫

∂K

〈θ, nx〉2dγ∂K ≤ (n+ 1)ε

r
,

where r is the in-radius of K.

Proof. Indeed, by the assumption, we deduce that a near-equality must occur in
(42), and the conclusion follows immediately from Proposition 4.3 (the stability in
the Brascamp-Lieb inequality). �

In what follows, we outline an approximation argument, to get the equality cases
in the class of arbitrary convex sets.

6.4. Proof of the equality cases in Theorem A. Suppose the equality occurs in
Theorem A for some convex set K. Namely, suppose that for some F ∈ L2(K, γ)∩
Lip(K) with

∫

F = 1,

ps(K, γ) = 2TF
γ (K)− V ar(F ) +

1

n− EX2
.

As before, for a large R > 0, let KR = K ∩RBn
2 . For an arbitrary δ > 0, consider

a convex set KR
δ with C2 boundary, such that 1

2K
R ⊂ KR

δ ⊂ KR, such that KR
δ

is δ-close to KR in Hausdorff distance, and such that γ(K \ KR
δ ) ≤ δ. Note that

our assumption implies that dTV (γ|∂KR , γ|∂KR
´
) ≤ δ: indeed, this follows from the

corresponding comparison in the Lebesgue case, which is outlined in Schneider [84].
Then, using Proposition 5.4 and Lemma 5.5, one may select the sequence of R

and δ in such a way that the torsional rigidity TF
γ (KR

δ ) converges to the torsional
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rigidity TF
γ (K). Using also the continuity of ps(K, γ) (which follows from the

deûnition), and the continuity of V ar(F ) and EX2, we get

(45) ps(K
R
δ , γ) ≤ 2TF

γ (K)− V ar(F ) +
1

n− EX2
+ ε,

for some ε > 0 that depends only on δ and R. Recall that by Proposition 3.16,
there exists a uε ∈ W 2,2(KR

δ ) ∩ C2(intKR
δ ) with Luε = F on KR

δ such that

(46) ps(K
R
δ , γ) ≥

∫

‖∇2uε‖2 + |∇uε|2 − V ar(F ).

Using Lemma 5.1, we see that
∫

‖∇2uε‖2 + |∇uε|2 ≤ 2

∫

|∇uε|2 +
1

n− EX2
+ ε.

By Proposition 6.5, either

‖uε − C ′
εx

2 − Cε‖L1(KR
´
,γ) ≤ c(ε),

for c(ε) → 0 such that c(ε) only depends on ε and n, or there exists a rotation U ε

(which may depend on ε), such that

‖uε(U
εx)−

n
∑

i=1

αi(ε)x
2
i − C0(ε)‖L1(KR

´
,γ) ≤ c(ε).

Here αi(ε) stand for some real numbers α1(ε), . . . , αn(ε), where α1(ε) = · · · =
αn−k(ε); simultaneously, there exists a vector θε ∈ R

n−k such that
∫

∂KR
´

〈θε, nx〉2dγ∂KR
´
≤ c′′(ε),

with c′′(ε) →ε→0 0, depending only on n and the in-radius of KR
δ , which in turn is

bounded from below regardless of the values of δ and R by our construction.
Recall that dTV (γ|∂KR , γ|∂KR

´
) ≤ δ. We let ε → 0 (while considering appropriate

subsequences), to conclude that KR
δ converges to K, θε → θ, and therefore, uε

converges weakly to a function u ∈ W 2,2(K, γ), such that either u(x) = αx2

2 + C,
or u(x) = 〈Ax, x〉+C, for some positive-deûnite matrix A. Furthermore, whenever
θ ∈ Ker(A), we have 〈θ, nx〉 = 0 for almost all x ∈ ∂K. Therefore, K has to be a
cylinder.

It remains to conclude that K is a <round= k−cylinder. Indeed, by Proposition
6.3,

ps(K
R
δ , γ) ≥ 2

∫

|∇uε|2 − V ar(F ) +
1

n− EX2
.

Thus by (45),

(47)

∫

Kε

|∇uε|2 ≤ TF
γ (Kε) +

ε

2
.

By Proposition 5.2, (47) yields that

V arγ|∂K
(uε) ≤ c(ε),

where c(ε) →ε→0 and depends only on n and r (which are ûxed). Since

dTV (γ|∂KR , γ|∂KR
´
) ≤ δ,
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we see, after letting δ → 0 and R → ∞, that there exists a C ∈ R such that

u|∂K = C. Recall that either u(x) = αx2

2 + C, or u(x) = 〈Ax, x〉 + C, for some
positive-deûnite matrix A; the fact that u|∂K = C thus implies that K is a round
k−cylinder.

Finally, the fact that all round k−cylinders do appear as equality cases for The-
orem A was shown in Proposition 1.4, and the proof is complete.

6.5. Some more corollaries of Theorem A and proof of Theorem 1.6. As
another corollary of Theorem A, we have

Corollary 6.6. For any symmetric convex set K in R
n,

ps(K, γ) ≥ sup
J⊂{1,...,n}

2T
#J−x2

J
γ (K)− EX4

J +
(

EX2
J

)2

(#J − EX2
J)

2
+

1

n− EX2
,

where XJ = Projspan(ej)j∈J
X.

Moreover, the equality holds if and only if K = RBk
2 × R

n−k for some R > 0
and k = 1, . . . , n.

Proof. We let F =
#J−x2

J

#J−
∫
x2
J

(as
∫

F �= 0 by Lemma 2.15), and use Theorem A. �

As another immediate corollary of Theorem A, obtained from it by letting F = 1,
we get

Corollary 6.7. For any symmetric convex set K in R
n,

ps(K, γ) ≥ 2Tγ(K) +
1

n− EX2
.

Remark 6.8. Theorem 2.11 allows us to deûne, for a strictly-convex smooth set K,
the Poincaré deficit

PD(K) = inf
v:Lv=−v

E|∇v|2 − Ev2

(Ev)2
+ 1,

where the expectation is with respect to the restriction of the Gaussian measure to
K. This quantity can be viewed as an alternative to torsional rigidity. Analogously,
we shall consider the <symmetric= Poincaré deûcit: for a symmetric strictly convex
set K in R

n, consider

PD2(K) = inf
v:Lv=−2v

E|∇v|2 − 2Ev2

(Ev)2
+ 2.

Our proof also yields, in fact,

ps(K, γ) ≥ 2PD2(K) +
1

n− EX2
.

Proof of Theorem 1.6. Finally, we proceed with the proof of Theorem 1.6. By
Lemma 3.4 and Corollary 6.7, it suffices to show that

inf
K:μ(K)≥a

(

2Tγ(K) +
1

n− EX2

)

≥ ϕ−1(a)2

4e2n2
+

1

n− 1
cn−1a

Jn+1 ◦ J−1
n−1(cn−1a)

.

By Lemma 2.13,

inf
K: γ(K)=a

1

γ(K)

∫

K

x2dγ(x) =
1

a

∫

Ba

x2dγ(x),
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where Ba is the Euclidean ball of Gaussian measure a. Integration by polar coor-
dinates shows that

1

a

∫

Ba

x2dγ(x) =
1

cn−1a
Jn+1 ◦ J−1

n−1(cn−1a).

Combining this with Lemma 5.9 (which provides a lower bound for Tγ(K)), we
arrive to the conclusion. �

Appendix A. A few additional proofs

Let us recall the Lax-Milgram Lemma (see e.g. Evans [40]).

Lemma A.1 (The Lax-Milgram Lemma). Let H be a Hilbert space with norm
‖ · ‖. Let Q be a symmetric bilinear form on H and l be a linear functional on H.
Suppose that

• Q is continuous, i.e. Q(f, g) ≤ C1‖f‖ · ‖g‖.
• Q is coercive, i.e. Q(f, f) ≥ C2‖f‖2.
• l is continuous, i.e. |l(f)| ≤ C3‖f‖.

Then there exists a unique h ∈ H such that for every f ∈ H we have Q(f, h) = l(f).

Proof of Theorem 2.10. Consider the bilinear form

Q(u, v) =

∫

K

〈∇u,∇v〉dμ,

and the linear functional

l(v) = −
∫

K

Fvdμ+

∫

∂K

fvdμ∂K .

By Cauchy’s inequality, Q(u, v) ≤ C‖u‖W 1,2(K,μ) · ‖u‖W 1,2(K,μ), therefore Q is

continuous. Without loss of generality, we may work in the space W 1,2(K,μ) ∩
{
∫

K
udμ = 0} (if we pick u+C in place of u, nothing changes). Then, by Poincaré

inequality (8), Q is coercive (where the coercivity constant depends on the Poincaré
constant). Lastly, we note that l is continuous by the Cauchy’s inequality and the
trace Theorem 2.3. The existence follows by the Lax-Milgram Lemma A.1.

The <moreover= part follows by the standard regularity estimates, see e.g. Evans
[40] or Kolesnikov, Milman [57].

The <furthermore (a)= part follows by using Theorem 2.9 in place of Theorem
2.3. The <furthermore (b)= part follows since one does not need to use Gagliardo’s
theorem if f = 0, and (11) guarantees that Q is coercive, without needing bound-
edness of the domain.

In order to show uniqueness, suppose by contradiction that there are two func-
tions u and v which satisfy the system, and consider h = u− v. Then Lh = 0 on K

and 〈∇h, nx〉 = 0 on ∂K which implies that
∫

K
|∇h|2dμ = 0, and thus h = const

in the sense of the space W 1,2, yielding that u = v, up to a constant addition. �
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Proof of Theorem 2.11. Consider the bilinear form

Q(u, v) =

∫

K

〈∇u,∇v〉 − suv dγ,

and the linear functional

l(v) = −
∫

K

Fvdγ +

∫

∂K

fvdγ|∂K .

As before, l is continuous by the Cauchy’s inequality and the Gagliardo’s Theorem
2.3. By Cauchy’s inequality, Q is continuous. Without loss of generality, we may
work in the space W 1,2(K,μ)∩{

∫

K
udμ = 0}: indeed, by switching F with F +C0,

where C0 is fully determined by F and f , we get that
∫

K
udγ = 0. Namely, for this

we select

C0 =

∫

∂K

fdγ −
∫

K

Fdγ.

Whenever K is not a cylinder (and, in particular, whenever K is bounded),
Cpoin(K, γ) < 1, as follows from Theorem 1.5 (the fact that Cpoin(K, γ) ≤ 1 we
already explained above, but here the strict inequality matters). Therefore, by (8),

Q(u, u) =

∫

K

|∇u|2 − su2 dγ ≥ (1− sC2
poin(K, γ))

∫

K

|∇u|2 dγ,

and thus Q is coercive, whenever s ≤ 1. The existence follows by the Lax-Milgram
Lemma A.1.

In the symmetric case, C2
poin(K, γ) < 1

2 , whenever K is bounded. Therefore,
the symmetric version follows in the same manner for any s ≤ 2. The <moreover=
part follows by the standard regularity estimates, see e.g. Evans [40] or Kolesnikov,
Milman [57]. �

Proof of Theorem 2.12. Let v0 ∈ TR(W 1,2(K,μ) ∩ C2(K)) be any function such
that TR(v0) = f . Then u is the desired solution if u = w+v0, and w is the solution
of the system

{

Lw = G on K,

w = 0 on ∂K,

with G = F − Lv0. Consider the bilinear form

Q(w, v) =

∫

K

〈∇w,∇v〉dμ

and the linear functional

l(v) = −
∫

K

Gvdμ,

both acting on the space W
1,2
0 (K). By the Dirichlet-Poincaré inequality (9), Q is

coercive. Both Q and l are continuous by the choice of our space. The existence
follows by the Lax-Milgram Lemma A.1. The <moreover= part follows by the
standard regularity estimates, see e.g. Evans [40] or Kolesnikov, Milman [57].

For the <furthermore= part, recall (10), i.e. that CD(K, γ) < ∞ for any Lipschitz
domain K such that K is not the whole space.

In order to show uniqueness, suppose by contradiction that there are two func-
tions u and v which satisfy the system, and consider h = u − v. Then Lh = 0 on
K and h|∂K = 0, which implies that

∫

K
|∇h|2dμ = 0, and thus h = 0 in the sense

of the space W 1,2, yielding that u = v. �
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Appendix B. The Gaussian analogue of Talenti’s inequality

Let us discuss a Gaussian analogue of Talenti’s inequality. For some background
on the usual (Lebesgue) Talenti’s inequality [87], see also books by Vázquez [88]
or Kesavan [55]. The following proposition was shown by Betta, Brock, Mercaldo,
Posteraro [7], as was discovered by the author after this manuscript was written.
We shall outline the proof for the reader’s convenience.

Proposition B.1 (Gaussian analogue of Talenti’s inequality). Let F ∈ L2(K, γ),
for some measurable set K in R

n, and suppose F ≥ 0. Let u : K → R be the
weak solution of the equation Lu = −F on K with the Dirichlet boundary condition
u|∂K = 0. Let HK = {x ∈ R

n : x1 ≤ Φ−1(γ(K))} (the half-space of the same
Gaussian measure as K), and let v on HK be given by Lv = −F ∗, with v|∂HK

= 0.
Then v ≥ u∗ everywhere on HK .

First, we formulate two lemmas.

Lemma B.2. Let u : K → R be the weak solution of the equation Lu = −F on K

with the Dirichlet boundary condition u|∂K = 0, with F ≥ 0. Then u ≥ 0.

Proof. This classical fact is a straight-forward consequence of the maximum prin-
ciple, and we outline this simple argument for the reader’s convenience, in the
case when u is the strong solution of class C2 (and the general case follows by
approximation). Suppose u(x) < 0 at some point x ∈ int(K). As u ∈ C2(K),
and since u|∂K = 0, there exists a point x0 ∈ int(K) which is a local minima for
u. Therefore, ∇2u(x0) > 0; additionally, ∇u(x0) = 0, and thus Lu|x0

= Δu|x0
.

However, Lu|x0
≤ 0 by our assumption that Lu = −F for F ≥ 0. In other words,

tr(∇2u)|x0
≤ 0, leading to the contradiction with the fact that ∇2u(x0) > 0. �

Next, we formulate the Gaussian analogue of the Hardy-Littlewood inequality.
The reader may ûnd the Lebesgue version, with an analogous proof, e.g. in Bur-
chard [21].

Lemma B.3 (Gaussian Hardy-Littlewood inequality). Let K be a measurable set
and suppose f, g : K → R are non-negative measurable functions in L2(γ,K). Then

∫

K

fgdγ(x) ≤
∫

HK

f∗g∗dγ(x).

Proof. We write
∫

K

fgdγ(x) =

∫

K

∫ ∞

0

∫ ∞

0

1{f(x)>t}1{g(x)>t}dtdsdγ(x) =

∫ ∞

0

∫ ∞

0

γ ({f > s} ∩ {g > t}) dsdt,

and similarly,
∫

HK

f∗g∗dγ(x) =

∫ ∞

0

∫ ∞

0

γ ({f∗ > s} ∩ {g∗ > t}) dsdt.

Thus it suffices to show that for any pair of measurable sets A and B,

γ(A ∩B) ≤ γ(HA ∩HB).
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Indeed, since HA and HB are hyperplanes, and one of them is contained in the
other, we have

γ(HA ∩HB) = min(γ(HA), γ(HB)) = min(γ(A), γ(B)) ≥ γ(A ∩B),

and the lemma follows. �

Proof of Proposition B.1. For every t ≥ 0, integrating by parts, and using the
assumption Lu = −F , we get

∫

{u>t}
|∇u|2dγ = −

∫

{u>t}
uLudγ +

∫

∂{u>t}
u〈∇u, nx〉dγ∂{u>t}

=

∫

{u>t}
uFdγ + t

∫

∂{u>t}
〈∇u, nx〉dγ∂{u>t} =

∫

{u>t}
uFdγ − t

∫

{u>t}
Fdγ.

Therefore,

d

dt

∫

{u>t}
|∇u|2dγ =

d

dt

(

∫

{u>t}
uFdγ − t

∫

{u>t}
Fdγ

)

= t

∫

∂{u>t}
Fdγ∂{u>t} −

∫

{u>t}
Fdγ − t

∫

∂{u>t}
Fdγ∂{u>t},

and we conclude that

(48)
d

dt

∫

{u>t}
|∇u|2dγ = −

∫

{u>t}
Fdγ.

Next, by Cauchy-Schwartz inequality, for every h > 0,
(

1

h

∫

u∈[t,t+h]

|∇u|dγ
)2

≤ 1

h

∫

u∈[t,t+h]

dγ · 1
h

∫

u∈[t,t+h]

|∇u|2dγ,

and thus

(49)

(

d

dt

∫

{u>t}
|∇u|dγ

)2

≤ −φ′
u(t) ·

d

dt

∫

{u>t}
|∇u|2dγ,

where

φu(t) = Pγ(u < t) = Pγ(u
∗ < t).

Here Pγ stands for the probability with respect to the Gaussian measure, and the
last equality follows from the properties of the Ehrhard rearrangement. Combining
(48) and (49), we get

(50)

(

d

dt

∫

{u>t}
|∇u|dγ

)2

≤ φ′
u(t) ·

∫

{u>t}
Fdγ.

Next, by the co-area formula,
∫

{u>t}
|∇u|dγ =

∫ ∞

t

γ+(∂{u > s})ds,

and therefore,

(51)
d

dt

∫

{u>t}
|∇u|dγ = −γ+(∂{u > t}).
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Combining (50) and (51), we get

(52) γ+(∂{u > t})2 ≤ φ′
u(t) ·

∫

{u>t}
Fdγ.

Next, by the Gaussian isoperimetric inequality [86], [14],

(53) γ+(∂{u > t}) ≥ γ+(∂{u∗ > t}) = 1√
2π

e−
Φ−1◦φu(t)2

2 .

Combining (52) and (53), we get

(54) eΦ
−1◦φu(t)

2

φ′
u(t) ≥

(

2π

∫

{u>t}
Fdγ

)−1

.

Next, using Lemma B.3 (the Gaussian Hardy-Littlewood inequality), with f = F

and g = 1{u>t}, we get

(55)

∫

{u>t}
Fdγ ≤

∫

{u∗>t}
F ∗dγ.

Combining (54) and (55), and using the fact that φu∗ = φu, we conclude

(56) eΦ
−1◦φu∗ (t)2φ′

u∗(t) ≥
(

2π

∫

{u∗>t}
F ∗dγ

)−1

.

Note that

φu∗(t) = Φ ◦ (u∗)−1(t),

and thus

φ′
u∗(t) =

1√
2π

e
(u∗)−1(t)2

2 ((u∗)−1)′t.

Let us also denote

g(x) =

∫ x

−∞
F ∗(se1)dγ(s).

Then (56) rewrites as

(57) e
(u∗)−1(t)2

2 ((u∗)−1)′t · g ◦ (u∗)−1(t) ≥ 1√
2π

.

Now, if K is a half-space and F = F ∗, then we have an equality in (49) (since
in that case, u = u∗ and |∇u| = const on {u = t}); we have an equality in the
isoperimetric inequality (53); lastly, we have an equality in (56). Therefore, we
have an equality in (57) in this case. In other words, recalling our assumptions on
v, we have

(58) e
v−1(t)2

2 (v−1)′t · g ◦ v−1(t) =
1√
2π

.

Let us denote by h such a function that

h′(x) = e
x2

2 g(x).

Combining (57) and (58), we see that for all t ≥ 0,

(59) (h ◦ (u∗)−1)′t ≥ (h ◦ v−1)′t.
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Note that by our Dirichlet boundary assumptions, (u∗)−1(0)=v−1(0)=Φ−1(γ(K)).
Combining this with (59), we get, for all t ≥ 0,

(60) h ◦ (u∗)−1 ≥ h ◦ v−1.

Since h′ ≥ 0, we see that h is a non-decreasing function, and therefore, (60) implies
that for all t ≥ 0,

(61) (u∗)−1(t) ≥ v−1(t),

and therefore, u∗ ≤ v. �

From Proposition B.1, we deduce the following isoperimetric fact, which is a
generalization of Proposition 5.6.

Corollary B.4. For any measurable K, and any square-integrable non-sign-chang-
ing F : K → R, we have TF

γ (K) ≤ TF∗

γ (HK).

Proof. Note that TF
γ (K) = T−F

γ (K), and without loss of generality, suppose that
F ≥ 0. By Lemma 5.1,

TF
γ (K) =

∫

K

|∇u|2dγ = −
∫

K

uFdγ;

TF∗

(HK) =

∫

HK

|∇v|2dγ = −
∫

HK

vF ∗dγ,

where Lu = F , u|∂K = 0, and Lv = F ∗, v|∂HK
= 0. By Lemma B.2 (applied with

−u rather than u), we get u ≤ 0 on K, and v ≤ 0 on HK . By Lemma B.3 (the
Gaussian Hardy-Littlewood inequality), applied with f = −u and g = F ,

−
∫

K

uFdγ ≤ −
∫

HK

u∗F ∗dγ.

By Theorem B.1, −u∗ ≤ −v point-wise, and thus, in view of all of the above,
TF
γ (K) ≤ TF∗

γ (HK). �

Appendix C. A remark about a more flexible estimate

As before, use the notation
∫

:=
1

γ(K)

∫

K

dγ(x),

where K is a symmetric convex body in R
n and γ is the standard Gaussian measure

on R
n. Let Cpoin be the Poincaré constant of the restriction of γ on K.

Lemma C.1. For any C2 even function u : K → R, and any λ ∈ [0, 1
C2

poin(γ,K)
]

we have
∫

‖∇2u‖2 + |∇u|2 ≥ (λ+ 1)TFλ
γ (K) +

(
∫

Lu)2

n− 3λ−1
λ+1 EX2

,

where the expectation is taken with respect to the restriction of the Gaussian measure
on K, and

Fλ = Lu− (n− x2)
λ− 1

λ+ 1

∫

Lu

n− 3λ−1
λ+1 EX2

.
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Proof. Let

u = v + t
x2

2
.

Then, since v is even,
∫

‖∇2u‖2 + |∇u|2 ≥
∫

‖∇2v‖2 + 2tΔv + t2n+ |∇v + tx|2

≥ λ

∫

‖∇v‖2 + 2tΔv + t2n+ |∇v + tx|2,

where in the last passage, the inequality is true for any λ ∈ [0, C−2
poin(γ,K)], because

of the Poincaré inequality. Next, we write, as before,

Δv = Lu− L
x2

2
+ 〈x,∇v〉,

and estimate the above by
∫

(λ+ 1)|∇v +
2λt

λ+ 1
x|2 + 2tLu+ t2(−n+

3λ− 1

λ+ 1
x2).

Lastly, we plug the optimal

t0 = −
∫

Lu

n− 3λ−1
λ+1 EX2

,

and get that
∫

‖∇2u‖2 + |∇u|2 ≥ (λ+ 1)

∫

|∇u+ t0
λ− 1

λ+ 1
x|2 + (

∫

Lu)2

n− 3λ−1
λ+1 EX2

.

It remains to note, by Lemma 5.1,
∫

|∇u+ t0
λ− 1

λ+ 1
x|2 ≥ TFλ

γ (K).

�
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ties, Commun. Contemp. Math. 10 (2008), no. 5, 765–772, DOI 10.1142/S0219199708002971.
MR2446898

[26] Andrea Colesanti, Daniel Hug, and Eugenia Saoŕın Gómez, A characterization of some mixed
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Inc., Boston, MA, 1994. MR1301332
[53] Johannes Hosle, Alexander V. Kolesnikov, and Galyna V. Livshyts, On the Lp-Brunn-

Minkowski and dimensional Brunn-Minkowski conjectures for log-concave measures, J.
Geom. Anal. 31 (2021), no. 6, 5799–5836, DOI 10.1007/s12220-020-00505-z. MR4267627

[54] Paata Ivanisvili, A boundary value problem and the Ehrhard inequality, Studia Math. 246
(2019), no. 3, 257–293, DOI 10.4064/sm170730-22-1. MR3883305

[55] S. Kesavan, Symmetrization & applications, Series in Analysis, vol. 3, World Scientific Pub-
lishing Co. Pte. Ltd., Hackensack, NJ, 2006, DOI 10.1142/9789812773937. MR2238193

[56] Alexander V. Kolesnikov and Emanuel Milman, Riemannian metrics on convex sets with
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Sci. Paris Sér. A-B 271 (1970), A650–A653. MR268812

[69] Elliott H. Lieb and Michael Loss, Analysis, 2nd ed., Graduate Studies in Mathematics, vol. 14,
American Mathematical Society, Providence, RI, 2001, DOI 10.1090/gsm/014. MR1817225

[70] Galyna Livshyts, Arnaud Marsiglietti, Piotr Nayar, and Artem Zvavitch, On the Brunn-
Minkowski inequality for general measures with applications to new isoperimetric-type in-
equalities, Trans. Amer. Math. Soc. 369 (2017), no. 12, 8725–8742, DOI 10.1090/tran/6928.
MR3710641

[71] Galyna V. Livshyts, An extension of Minkowski’s theorem and its applications to
questions about projections for measures, Adv. Math. 356 (2019), 106803, 40, DOI
10.1016/j.aim.2019.106803. MR4008520

[72] Galyna Livshyts, Maximal surface area of a convex set in Rn with respect to log concave
rotation invariant measures, Geometric aspects of functional analysis, Lecture Notes in
Math., vol. 2116, Springer, Cham, 2014, pp. 355–383, DOI 10.1007/978-3-319-09477-9 23.
MR3364697

[73] Galyna Livshyts, Maximal surface area of a convex set in Rn with respect to exponen-
tial rotation invariant measures, J. Math. Anal. Appl. 404 (2013), no. 2, 231–238, DOI
10.1016/j.jmaa.2013.03.014. MR3045169

[74] Galyna V. Livshyts, A universal bound in the dimensional Brunn-Minkowski inequality
for log-concave measures, Trans. Amer. Math. Soc. 376 (2023), no. 9, 6663–6680, DOI

10.1090/tran/8976. MR4630787
[75] L. A. Lyusternik, Die Brunn-Minkowskische Ungleichung für beliebige messbare Mengen, C.

R. Acad. Sci. URSS 8 (1935), 55–58.
[76] William S. Massey, Surfaces of Gaussian curvature zero in Euclidean 3-space, Tohoku Math.

J. (2) 14 (1962), 73–79, DOI 10.2748/tmj/1178244205. MR139088
[77] E. Milman, A sharp centro-affine isospectral inequality of Szegö-Weinberger type and the
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