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Key Points 13 

• We conduct 2.5D local hybrid simulations to study the formation of hot flow 14 

anomalies under various magnetic field geometries.  15 

• Foreshock ions from one side drive current on the other side of discontinuity, which 16 

determines hot flow anomaly profiles. 17 

• At quasi-perpendicular shocks, ions leak from the sheath and travel upstream along 18 

the discontinuity to jumpstart the formation process. 19 

Abstract 20 

Hot flow anomalies (HFAs) are ion kinetic phenomena that play an important role in 21 

geoeffects and particle acceleration. They form due to the currents driven by demagnetized 22 
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foreshock ions around a tangential discontinuity (TD). To understand the profile of such currents 23 

around a TD with foreshock ions on both sides, we use 2.5-D local hybrid simulations of TDs, 24 

interacting with a planar shock with various shock geometries. We find that the electric field 25 

direction relative to the TD plane provides information about how the foreshock ion-driven 26 

currents affect the magnetic field around the TD. For TDs embedded in the quasi-parallel shock 27 

on both sides, the foreshock ions from one side of TD can cross it determining the current profile 28 

on the other side. In contrast, for TDs embedded in the quasi-perpendicular shock, sheath-leaked 29 

ions enter the TD and determine the current profile. We find that the foreshock ULF waves can 30 

periodically modulate how foreshock ions interact with the TD and thus the current profile. 31 

Studying the effects of various magnetic field configurations allows us to build a more 32 

comprehensive model of HFA formation. 33 

 34 

1 Introduction 35 

 When the interplanetary magnetic field (IMF) is nearly parallel with the bow shock normal, 36 

also known as the quasi-parallel bow shock, incoming solar wind particles can become reflected 37 

at the bow shock and travel back upstream to populate a region known as the foreshock (e.g., 38 

Eastwood et al., 2005). At the foreshock, backstreaming ions, or foreshock ions, can interact with 39 

the solar wind ions and discontinuities to form transient kinetic phenomena known as foreshock 40 

transients (see review by Zhang et al., 2022). In spacecraft observations, these foreshock transients 41 

can exhibit greatly deflected plasma bulk flows and increased plasma pressures within a density 42 

and magnetic field strength-depleted core. One type of foreshock transients, hot flow anomalies 43 

(HFAs), is characterized by the presence of two density and magnetic field strength-enhanced 44 

boundaries (compressional boundaries or shocks) bounding the depleted core (e.g., Schwartz et 45 



al., 1985, 2018). Observed HFAs expand on two sides with spatial scales of 1-3 RE (e.g., Facskó 46 

et al., 2009). Because of their low-dynamic pressure cores, HFAs can deform the local bow shock 47 

surface and disturb the magnetosphere and ionosphere (e.g., Sibeck et al., 1999; Jacobsen et al., 48 

2009; Hartinger et al., 2013; Archer et al., 2014, 2015; Wang B. et al., 2020, 2021). In addition, 49 

HFAs can participate in the acceleration of particles at the bow shock (e.g., Wilson et al., 2016; 50 

Liu et al., 2016, 2017, 2018, 2019, 2020a; Turner et al., 2018; Omidi et al., 2021).  51 

 Understanding the detailed formation mechanism of HFAs is still an ongoing endeavor. In 52 

early hybrid simulations, tangential discontinuities (TDs) in the solar wind can cause the build-up 53 

and thermalization of backstreaming particles, as the TDs convect along the bow shock surface 54 

(Thomas et al., 1991; Lin, 1997, 2002; Omidi and Sibeck, 2007). Archer et al. (2015) and Liu et 55 

al. (2015) explain that when foreshock ions experience a sudden change in the magnetic field, a 56 

portion of their initial parallel speed is projected into the new perpendicular direction, increasing 57 

their thermal energy. Because there is a reduction of their parallel speeds, this leads to the local 58 

accumulation of foreshock ions because of mass flux conservation. The enhancement in the density 59 

and thermal energy leads to an increase in the thermal pressure that forms a low-density core 60 

bounded by compressional boundaries or shocks. However, this description still needs to be more 61 

accurate and quantitative. Thermal pressure is not applicable when the foreshock ion gyroperiods 62 

(of 10 to 20 seconds) are comparable to the formation time scales of HFAs, and the foreshock ion 63 

gyroradii (of the order of 1000 km) are larger than or comparable to the size of solar wind 64 

discontinuities. Therefore, properly describing the formation of HFAs involves treating foreshock 65 

ions as kinetic particles.  66 

An et al. (2020) using particle-in-cell simulations and Liu et al. (2020b) using spacecraft 67 

observations presented evidence for a plasma-physical formation model of foreshock transients 68 



involving the kinetic effects of ions. In their model, foreshock ions become demagnetized when 69 

they interact with a discontinuity. As the electrons remain magnetized, a Hall current is generated 70 

that changes the magnetic field of, and around, the discontinuity. These magnetic field variations 71 

induce an electric field that compels the cold plasma to undergo an E×B drift outward, away from 72 

the discontinuity, i.e., an expansion. This results in the characteristic depleted core and 73 

compressional boundaries or shocks. In the formation process, the foreshock ions performing a 74 

partial gyration against the induced electric field provide the energy required for the expansion of 75 

the structure.  76 

Previous studies using the injection of a fixed distribution of foreshock ions have revealed 77 

that the thickness of a TD determines whether one or two compressional boundaries form around 78 

a TD (Vu et al., 2022) and that the distribution and properties of the injected foreshock ions can 79 

also influence the formation and expansion of foreshock transients (Vu et al., 2023). These 80 

simulation results have established several analytical models (Liu et al., 2023a, 2023b, 2023c). 81 

However, these simulations and models only considered a simple geometry: TDs with quasi-82 

parallel conditions or an ion foreshock on only one side. In observations, HFAs are frequently 83 

embedded in the foreshock and occasionally in the quasi-perpendicular region on both sides (e.g., 84 

Zhang et al., 2010; Wang et al., 2013). The profile of a foreshock ion-driven current under these 85 

geometries remains to be determined; such an understanding is critical to establishing more 86 

advanced models. Thus, this paper aims to explore how the formation of HFAs varies under 87 

different magnetic field configurations and shock conditions through local hybrid simulations of a 88 

planar shock – the simulated shock is key to generate more realistic foreshock ion populations 89 

(rather than injecting fixed distributions from a simulation boundary). 90 



In this paper, we use 2.5-D local hybrid simulations of a planar shock to compare the 91 

formation differences of HFAs in different magnetic field configurations. We introduce the hybrid 92 

code and describe the initial simulation setup in Section 2. Section 3 presents the simulation results 93 

of HFAs formed under various magnetic field configurations. Section 4 discusses the importance 94 

and connection between the magnetic field configuration and the foreshock ion properties for the 95 

variation of HFA formations. In Section 5, we conclude and discuss our results. 96 

 97 

Figure 1 – Diagram showing the simulation setup with a solar wind ion injecting boundary 98 

on the left and a solar wind ion reflecting boundary on the right. A shock is formed ahead of the 99 

reflecting boundary, and foreshock ions are generated upstream of the shock. The Bottom and Top 100 

TDs change the out-of-the-plane By magnetic field direction across them. The Bottom TD is 101 



focused which generates HFAs, whereas the Top TD is examined in the accompanying paper (Vu 102 

et al. submitted to JGR).   103 

2 Method 104 

To model the interaction of a tangential discontinuity with a planar shock, we use a local 2.5-105 

D hybrid simulation code with kinetic ions and fluid electrons originally written by Swift (1995, 106 

1996), Delamere et al. (1999), and Delamere (2006, 2009) and modified from Vu et al. (2022, 107 

2023). The code assumes quasi-neutrality, is non-radiative, and has electrons represented as a 108 

massless and charge-neutralizing fluid. The ion particle motion for each cloud-in-cell 109 

macroparticle is determined by: 110 

d𝐯

dt
= 𝐄 + 𝐕 × 𝐁 − 𝜈(𝐮i − 𝐮e), 111 

where E is electric field in units of ion acceleration, B is magnetic field in units of gyrofrequency, 112 

 is the collision frequency between ions and electrons, V is fluid velocity, and ui and ue are the 113 

ion and electron bulk velocities. The electric field is calculated through a combination of the 114 

electron momentum equation and Ampere’s law,  115 

𝐄 =  −𝐮e × 𝐁 − 𝜈(𝐮e − 𝐮𝐢) =  − (𝐮i −  
𝛁×𝐁

𝛼𝑛
) × 𝐁 − 𝜈

𝛁×𝐁

𝛼𝑛
, 116 

where n is plasma density, 𝛼 = 𝜇0𝑞2 𝑚p⁄  and mp is the proton mass. The  parameter is used to 117 

scale the ion macro-particle densities to physical values. Faraday’s law is used to advance the 118 

magnetic fields. Particle and field equations include dissipation terms for the ion-electron 119 

collisions to reduce numerical instabilities. Particle updates use a predictor-corrector scheme, and 120 

the fields are updated in sub-cycles of fractional particle time steps using the leap-frog technique. 121 

The configuration of the simulation, depicted in Figure 1, is described below. 122 



 At the left boundary, we apply an open boundary condition, facilitating the continuous 123 

injection of a cold Maxwellian distribution for the solar wind ions with a bulk flow in the +x 124 

direction. On the right boundary, a reflecting boundary condition is implemented, resulting in the 125 

x component of ion particle velocities becoming negative, –x direction, with continuous electric 126 

field and magnetic field across the boundary. This reflective boundary facilitates the emergence of 127 

a shock, a sheath, and a foreshock. The upper and lower horizontal boundaries are set as periodic 128 

boundaries. 129 

 The initial field setup involves two horizontal TDs, the Bottom TD and the Top TD, with 130 

normals oriented in the z direction. The magnetic field profiles within the TDs follow Harris 131 

current sheet with slight ion density increases that balance the pressure. The Bottom and Top TDs 132 

encompass the magnetic field transition from Region 1 to Region 2 and from Region 2 back to 133 

Region 1, respectively. In Region 1 (Region 2), the magnetic fields are aligned tangentially to the 134 

TD plane, by nature, by initializing the magnetic field to the right in the +x direction and +y or -y 135 

direction (into or out of plane). The magnetic cone angle is defined here as the arctan(By/Bx), where 136 

Bx is set to be always positive, and thus By determines its sign. Because the shock normal is in the 137 

x direction and there is no Bz, the cone angle is the same as θBn (the angle between the magnetic 138 

field and the shock normal). The thickness of the magnetic field change, or of each TD, is about 139 

15 solar wind thermal ion gyroradii, within typical TD thickness range for HFAs (1000-3000 km; 140 

Zhao et al., 2017). We use a periodic boundary for the y direction (in and out of the page) to 141 

downgrade 3-D hybrid simulation code by setting 3 cells in the y direction. We set up a convecting 142 

vertical layer to make the shock develop uniformly in the two regions before the TDs intersect it 143 

by varying By across the layer (see descriptions in the supporting information). 144 



To understand the formation of HFAs, we set up simulations under various magnetic field 145 

configurations. We categorize the magnetic field setup into two situations in which the By values, 146 

or the cone angles, on the two sides of the TD, have either opposite signs or the same sign. When 147 

the cone angles have opposite signs, the convection electric field (in the simulation rest frame) 148 

points either towards or away from the TD on both sides. When they have the same sign, the 149 

convection electric field points toward the TD on only one side. The direction of the convection 150 

electric field relative to the TD normal is one well-known criterion of HFAs (e.g., Schwartz et al., 151 

2000). It is thus essential to examine the exact role of electric field direction in HFA formation.   152 

 We test the symmetric cases with the same By magnitude (but different signs) on the two 153 

sides of TDs. The symmetric cases involve magnetic field cone angles  of ±15° and ±60°, which 154 

cover the situations when a TD interacts with a quasi-parallel shock and a quasi-perpendicular 155 

shock. In these cases, the foreshock ion conditions are about the same on both sides of the TD, so 156 

we can focus on the role of magnetic field geometry. We also test the cases with the same By sign 157 

(but different magnitude) on the two sides of TDs. The asymmetric cases involve magnetic field 158 

cone angles  of +15°/+45° and +5°/+20°. (The case with transition from quasi-parallel shock to 159 

quasi-perpendicular shock across TDs has been examined by Vu et al. (2022; 2023).) All other 160 

simulation parameters are kept constant between every simulation run. The background magnetic 161 

field strength is 5.00 nT and the solar wind density is 5.00 cm−3, resulting in an Alfvénic speed VA 162 

of 48.95 km/s. The normalized solar wind ion bulk flow speed is 10 MA (Alfvén Mach number), 163 

and the ion plasma beta is 1.0. The simulation is initialized with a simulation box spanning 164 

902x3x600 cells where each cell has a length of an ion inertial length λi (same as solar wind thermal 165 

ion gyroradius) and 100 ion macroparticles per cell.  166 



3 Results 167 

3.1. Case 1 – -15° to +15° Cone Angle 168 

 169 



 170 

Figure 2 – 2-D simulation results for Case 1 where the cone angles vary from -15° (Region 1) to 171 

+15° (Region 2) and back to -15° (Region 1). Figure 2a shows the earlier time results at t=30ci
-1 172 

(where ci is ion gyrofrequency), and Figure 2b shows the later time results at t=42ci
-1 zooming 173 

in to the Bottom TD roughly corresponding to the black box in Figure 2a. Each figure shows a 174 

snapshot of (a) total densities, (b) foreshock ion densities, (c) total ion temperatures, (d)-(f) bulk 175 

flow components in x, y, and z direction, (g)-(i) magnetic field components in x, y, and z direction, 176 

(j) electric field component Ez, and (k)-(l) current density components Jx and Jy. For simplicity, 177 



foreshock ions are categorized by negative Vx (although sheath ions are partially included, we only 178 

consider the upstream region). The horizontal dashed lines represent the positions of the Bottom 179 

and Top TDs. 180 

 181 

We begin with a symmetric case where the TDs change the magnetic field cone angle from -182 

15° to +15° and back to -15° (without changing solar wind field strength). This cone angle 183 

configuration allows for the generation of foreshock ions that travel upstream from the quasi-184 

parallel planar shock. Figures 2 shows the plasma densities of the solar wind and the foreshock 185 

ions, the total ion temperature, total ion bulk flow components, magnetic field components, electric 186 

field z component, and current density x and y components. Figure 2a shows simulation results at 187 

an earlier time, and Figure 2b zooms in at the Bottom TD at a later time. In Figures 2a-e and 2a-f, 188 

Vy and Vz upstream of the shock exhibit temporal variation and spatial variation along the x 189 

direction associated with By and Bz variation (Figures 2a-h and 2a-i). Such variation convects 190 

downstream (see Movie M1 in the supporting information) suggesting disturbances from 191 

foreshock ULF waves.     192 

In this setup, the electric fields point toward the Bottom TD on both sides (Region 1 and 193 

Region 2) and away from the Top TD on both sides (Region 2 and Region 1) (Figure 2a-j). We 194 

see a tenuous, hot core forms at the Bottom TD (Figures 2a-a and 2a-c), which grows into an HFA 195 

elongated along the TD with small density, high temperature, flow deflection/deceleration, and 196 

small field strength (Figures 2b-a, 2b-c, 2b-d, 2b-g), bounded by two boundaries with enhanced 197 

density (Figure 2b-a). Vz shows divergence along z direction indicating expansion of the HFA 198 

(Figure 2b-f). At the Top TD, on the other hand, a small compressional boundary with enhanced 199 



density and field strength starts to form, which is examined in the accompanying paper (Vu et al., 200 

submitted to JGR). We next focus on the formation of the HFA.  201 



 202 



Figure 3 – 1-D cut for Case 1 for the Bottom TD at x=700 λi where the cone angle below the TD 203 

(Region 1) is -15° and above the TD (Region 2) is +15°, at t=42ci
-1 (same as Figure 2b). The 204 

panels show (a) total ion density; (b) solar wind (sw) ion density (solid lines, corresponding to left 205 

vertical axis) and foreshock ion (fs) density (dashed lines, corresponding to right vertical axis); (c) 206 

magnetic field in x and y direction; (d) the variation of the magnetic field (relative to the initial 207 

values); (e) the x component of perpendicular current density variation driven by the solar wind 208 

ions; (f) the x component of perpendicular current density variation driven by the foreshock ions; 209 

(g) the x component of total perpendicular current density variation (from the sum of foreshock 210 

ion and solar wind ion current and from ∇ × 𝑩); (h) the y component of perpendicular current 211 

density variation driven by the solar wind ions; (i) the y component of perpendicular current 212 

density variation driven by the foreshock ions; (j) the y component of total perpendicular current 213 

density variation. Blue and red indicate ions from Region 1 and Region 2, respectively. The vertical 214 

dashed line indicates the TD position. 215 

 216 

Figure 3 shows a vertical slice at x=700 λi at the Bottom TD at the same time as Figure 2b. 217 

Figure 3d shows that at the TD, there is negative dBx and bipolar dBy, which is responsible for the 218 

field strength depletion in the core. The negative dBx is caused by the bipolar Jy (Figure 3j) and 219 

the bipolar dBy is caused by the two negative Jx peaks (Figure 3g). To determine the origin of 220 

current density profiles, we separate ion populations into solar wind ions and foreshock ions based 221 

on sunward/anti-sunward Vx and whether they are from Region 1 (blue) or Region 2 (red). 222 

(Sunward/anti-sunward refers to negative/positive x direction given the context of HFAs in the 223 

dayside foreshock.) 224 



In the ion densities, the foreshock ions originating in Region 1 (dashed blue line) cross the 225 

TD centered at z=150 λi and travel up to z=200 λi in Region 2. Similarly, the foreshock ions 226 

originating in Region 2 (dashed red line) cross the TD and reach nearly z=100 λi in Region 1. The 227 

TD crossings of foreshock ions are influenced by their periodic velocity oscillation (possibly due 228 

to the foreshock ULF waves). For example, when foreshock ions initially gyrate towards the -y 229 

direction (out-of-plane direction), the foreshock ions from Region 1 (Region 2) cross the TD 230 

deeper (shallower) as their initial guiding centers are at larger +z positions than their initial 231 

positions.   232 

For each ion species (solar wind ions, foreshock ions, from Region 1, and from Region 2), 233 

we show their x component and y component of the perpendicular current densities in Figure 3. 234 

We see that the foreshock ions from above the TD (z>150, solid red line) generate a strong -Jy 235 

peak below the TD, and the foreshock ions from below the TD (z<150, solid blue line) generate a 236 

strong +Jy peak above the TD (Figure 3i). Such current direction is consistent with the partial 237 

gyration direction of foreshock ions as they gyrate across the TD. In contrast, the solar wind ions 238 

do not cross the TD and locally drive a current opposite to the foreshock ion-driven current (Figure 239 

3h). Summing the solar wind and foreshock ion contributions from both Regions, we see that the 240 

net current has a significant -Jy peak below the TD and a significant +Jy peak above the TD (Figure 241 

3j). As the net current direction is in the same sense as the foreshock ion-driven current, the 242 

foreshock ion-driven current tends to drive the field evolution and transfer energy to the magnetic 243 

field, whereas the solar wind ions resist it and gain energy as they move together with the field 244 

lines, consistent with models by An et al. (2020) and Liu et al. (2020b). This bipolar current profile 245 

is responsible for the Bx depletion within the HFA core and the enhancements on either side of the 246 

TD (Figures 3c and 3d). When the foreshock ions from region 1 (region 2) gyrate across the TD 247 



in +y (-y) direction, they drive the current in the +x direction on the initial side and -x direction on 248 

the other side (Figure 3f) due to their initial gyrovelocity projected to the local perpendicular 249 

direction with +Bx and ∓By (±By). (Although initial field-aligned velocity should contribute a 250 

sunward -x component, it likely plays a minor role here.) Such Jx profile causes the By magnitude 251 

depletion in the core and enhancements at the two boundaries. Altogether, the net effect of the 252 

foreshock-driven current profile is the decrease of the field strength at the TD and the increase on 253 

two sides.  254 

The gyrophase of foreshock ions also affects the current density profile. When the foreshock 255 

ions initially gyrate towards the -y direction, the current density in Region 2 (Region 1) becomes 256 

stronger (weaker). This causes meandering shape of the current density profile during early 257 

formation (see Movie M1 in the supporting information). No matter what gyrophase of foreshock 258 

ions is, the decreased field strength in the core region always favors more foreshock ions to cross 259 

the TD and be trapped within it, leading to further growth of the structure.  260 

In this run, the cone angle is symmetrical on two sides of the TD leading to similar foreshock 261 

ion conditions. We also test the case with cone angle changing from -15° to 40° shown in Figures 262 

S1 and S2 in the supporting information. The formation process and the current geometry are 263 

essentially the same as Case 1 except with slight asymmetry.  264 



3.2. Case 2 – -60° to +60° Cone Angle 265 

 266 



 267 

Figure 4 – 2-D plots for Case 2 with cone angle changing from -60° to +60° and back to -60°,  in 268 

the same format as Figure 2. Note that in Figure 4a-h, there is a vertical layer at x~800-850 λi that 269 

convects downstream. It is for the two TDs to intersect a uniform shock through setting up uniform 270 

cone angle right side of the layer by varying By.   271 

 272 

Next, we present a case where the cone angle changes from -60° to +60° and back to -60°. 273 

This makes both sides of the TDs have quasi-perpendicular shocks where the foreshock ions hardly 274 



travel upstream away from the shock surface (Figure 4a-b). Because there are no clear background 275 

foreshock ions, we would not expect the formation of a foreshock transient. However, our 276 

simulation shows otherwise. This can be seen at the Bottom TD, where there is a density depletion 277 

bounded by compressional boundaries earlier in the simulation (Figure 4a-a), which expands 278 

further upstream and along the planar shock surface to be a larger structure later in the simulation 279 

(Figure 4b-a). It eventually grows into a very large structure with significant density and field 280 

strength depletion (see Movie M2 in the supporting information). The ion density panels reveal a 281 

concentration of foreshock ions (or backstreaming ions in Figure 4b-b) within the heated core 282 

(Figure 4b-c). The core also exhibits a velocity deflection/deceleration (Figure 4b-d) and magnetic 283 

field depletion (Figure 4b-g). The Top TD, on the other hand, does not form any structures. We 284 

focus on the Bottom TD, where an HFA is formed without background foreshock ions. 285 

Figure 5 shows the 1-D profile at x=700 λi where the structure is more along the TD surface. 286 

The formation is likely related to the initial geometry of the TD. While the cone angle, or 𝜃𝐵𝑛, 287 

changes from -60° to +60°, there exists a spatial region within the TD that possesses a 0° cone 288 

angle, or 𝜃𝐵𝑛, i.e., the magnetic field is exactly parallel to the planar shock normal. This can be 289 

seen early on in Figure 4a-h by the white region in the magnitudes of By, designating a 0° cone 290 

angle. Thus, because of the parallel shock geometry and the area around it, sheath ions can easily 291 

travel upstream along the center of the TD at the connection point of the TD and the planar shock. 292 

These backstreaming ions can then create a current (Figures 5f, g, i, j) with profiles similar to Case 293 

1 (double -Jx peaks and bipolar Jy) that decreases the field strength inside the TD (Figures 5d) and 294 

widens this parallel shock region. This allows more ions from the sheath to travel into the TD or 295 

the proto core of the structure. This runaway process will cause the core to expand outward from 296 

the center of the TD continuously and thus form a significant HFA. 297 



 298 

Figure 5 – 1-D profile for Case 2 at x=700 λi at the same time as Figure 4b, in the same format as 299 

Figure 3.   300 



 301 

 302 

Figure 6 –Particle tracing for Case 1 and Case 2 at the Bottom TD. The formation of the HFA 303 

occurs in both cases. However, the formation of the HFA in Case 1 is facilitated by the ions from 304 

the background foreshock. In contrast, the formation of the HFA in Case 2 is facilitated by the 305 

leakage of ions directly from the sheath. The magenta-colored particles represent ions that 306 

originated below the TD centered at z=150 λi, and the green-colored particles represent ions that 307 

originated above the TD. 308 

 309 

To further examine the origin of the backstreaming ions in the core, we trace the ions within 310 

a certain spatial region at t = 45ci
-1 within the HFA core backward. Figure 6 shows a snapshot of 311 

the particle tracing results compared to Case 1 with a 15° cone angle. Movies of the ion tracing 312 

results can be found in the supporting information (Movies M3 and M4). Based on whether the 313 

ions directly enter the core from the sheath region or first reach the upstream background foreshock 314 

region and then enter the core, we can categorize their origin as either leaked ions or background 315 

foreshock ions, respectively. To categorize them, we track the ion macroparticles that cross the 316 

planar shock and enter the sheath. If these particles later turn back and leave the shock, we note 317 



their positions relative to the structure when they leave the shock surface. We classify the ion 318 

macroparticles as being “background” or “leak” if their z position is outside or inside of the 319 

structure when they leave the shock surface, respectively.  320 

Tracking the ion macroparticles as they leave the shock, we find that for the cone angle of 321 

15° in Case 1, the background foreshock ions account for 90% of the initial formation of the HFA. 322 

For the cone angle of 60° in Case 2, the leakage of ions into the TD accounts for more than 95% 323 

of the initial formation of the HFA. Furthermore, we find that in Case 1, there is a higher 324 

percentage of leaked ions within the core of the HFA than background ions at later times when the 325 

HFA structure is more mature and wider. In all, we find that in Case 1, the quasi-parallel case, the 326 

background foreshock ions are the major reason for the early formation of the HFA, whereas, in 327 

the quasi-perpendicular case, the leaked ions jumpstart the HFA formation process.  328 

3.3. Case 3 – +15° to +45° Cone Angle 329 

Next, we present a case where the cone angle has the same sign on two sides. Because of the 330 

different cone angle magnitudes, the foreshock ions show different properties on two sides. In this 331 

setup, the z component of the electric field, normal to the TDs, is directed towards the Bottom TD 332 

from above in Region 2 and towards the Top TD from above in Region 1 (Figure 7a-j). In other 333 

words, there is only one side of the TD which has an electric field pointing towards it. At the 334 

Bottom TD, an HFA forms. It is recognized by the development of a depleted, hot core region with 335 

flow deflection/deceleration bounded by two compressional boundaries (Figures 7b-a, 7b-c, 7b-d, 336 

7b-g). At the Top TD, a compressional boundary with enhanced density and field strength forms, 337 

which is examined in the accompanying paper (Vu et al., submitted to JGR). Although both TDs 338 

have electric fields pointing towards them on one side, only one TD forms an HFA. Comparison 339 

in their formation differences is discussed in the accompanying paper.  340 



 341 



 342 

Figure 7 – 2-D plots for Case 3 with cone angle changing from +15° to +45° and back to +15°, in 343 

the same format as Figure 2.  344 



 345 



Figure 8 – 1-D profile for Case 3 at x=700 λi at the same time as Figure 7b, in the same format as 346 

Figure 3.   347 

 348 

Figure 8 shows the 1-D cut through our simulation of an HFA at the same time as Figure 7b 349 

at x=700 λi. Figure 8b shows that although foreshock ions from Region 2 (above the TD, dashed 350 

red line) have similar background densities to those from Region 1 (below the TD, dashed blue 351 

line), the foreshock ions from Region 2 cross the TD (at z=150 λi) deeper into Region 1 (about 352 

z=100 λi) than the foreshock ions from Region 1 into Region 2 (about z=170 λi). This difference 353 

persists unlike Case 1, likely because the strong +By in Region 2 causes sunward ions (-Vx) to have 354 

motion preference towards -z direction.  355 

 By decomposing the current densities by solar wind or foreshock ion species, we see that 356 

the foreshock ions originating in Region 2 (red; above the TD at z>150 λi) generate a +Jx and –Jy 357 

mostly in Region 1 below the TD, and the foreshock ions originating in Region 1 (blue; below the 358 

TD at z<150 λi) generate a -Jx and +Jy slightly across the TD to Region 2 (Figures 8f and 8i). These 359 

two currents are mostly due to the initial gyration of foreshock ions from the two sides. If there is 360 

no TD and the foreshock ion properties are uniform, these two currents will cancel each other. 361 

Here, due to the field change across the TD and different foreshock ion properties in the two 362 

regions, the two currents peak at different locations resulting in a net bipolar perpendicular current 363 

in the x and y components. The solar wind ions have currents in opposite directions but cannot 364 

suppress or reverse this bipolar trend. The bipolar Jy decreases Bx in the core region while the 365 

bipolar Jx decreases By (Figure 8d). Such field variations create the early field profile of the HFA.  366 

Because foreshock ions are typically sunward, they usually exhibit a sunward current (Jx <0) 367 

(such as in Case 1), but in this case foreshock ions from Region 2 exhibit an anti-sunward current 368 



(Jx>0). When the foreshock ions in Region 2 gyrate across the TD (in -z direction), their local 369 

perpendicular velocity has a -y component (Figure 8i) due to +Bx (Figure 8c). Because of +By, the 370 

local perpendicular velocity needs to have +x component (Figure 8f). In this simulation case, the 371 

initial gyrovelocity contributes a larger anti-sunward component than the initial field-aligned 372 

velocity that typically contributes a sunward component. Whether the foreshock ion-driven current 373 

is sunward or anti-sunward leads to different implications of the convection electric field direction, 374 

which is discussed in Section 4. 375 



3.4. Case 4 – +5° to +20° Cone Angle 376 

 377 



 378 

Figure 9 – 2-D plots for Case 4 with cone angle changing from +5° to +20° and back to +5°, in 379 

the same format as Figure 2. 380 

 381 

In this case, the cone angle in Region 1 is +5°, and in Region 2 is +20°. Because of the very 382 

small cone angle in Region 1, there are strong foreshock ULF waves with amplitude dBy larger 383 

than the small background By. As a result, the foreshock ULF waves locally reverse the direction 384 

of By and Ez even during the very early time (see local blue By and red Ez in Figures 9a-h, 9b-h 385 



and 9a-j, 9b-j). Such variations can locally modify and ultimately control how foreshock ions 386 

interact with TDs. Without the field reversal, the formation process is similar to Case 3. Below we 387 

focus on the region where By is reversed.  388 

Figure 10 shows the 1-D profile cut through the region where By is reversed to be negative in 389 

Region 1 (Figure 10c), causing the convection electric field to point towards the Bottom TD on 390 

both sides. When the foreshock ions from Region 1 (Region 2) cross the TD, their initial 391 

gyrovelocity contributes to +y component (-y component) to the perpendicular velocity (Figure 392 

10i). Because of the reversed By, the contribution to the x component of perpendicular velocity 393 

reverses from positive to negative (negative to positive) (Figure 10f). Thus, the net current profile 394 

is a bipolar Jy (Figure 10j) and two -Jx peaks (Figure 10g). Such current configuration is consistent 395 

with Case 1 with background By set to be reversed.  396 

Possibly because a bipolar Jx configuration like in Case 3 is more efficient in decreasing By 397 

magnitude than the two -Jx peaks in Case 1 (their By variation weakens each other between them), 398 

the formed HFA core is narrower (Figure 9b-a at x~600-700 λi) at the ULF wave phases where By 399 

is reversed resulting in periodic variation in HFA shape along the x direction. This periodic 400 

variation propagates together with the ULF waves (see Movie M6 in the supporting information). 401 

In summary, due to their long wavelengths/periods, foreshock ULF waves with large amplitude 402 

can significantly modify the local background field seen by the foreshock ions, which periodically 403 

affects how foreshock ions interact with a discontinuity and the formed structure. This process 404 

could interrupt and possibly weaken the growth of the HFA.      405 



 406 

Figure 10 – 1-D profile for Case 4 at x=700 λi at the same time as Figure 9b, in the same format 407 

as Figure 3.   408 



4. Discussion 409 

Here, we summarize the formation conditions of HFAs. We also discuss the role of 410 

convection electric field direction as an indicator of HFA formation. When foreshock ions cross a 411 

TD to the other side (e.g., from Region 1 to Region 2), their velocity encounters an abrupt change 412 

of magnetic field direction, causing partial gyration in the local field and thus a current J. If J 413 

decreases the field strength at the TD, more foreshock ions can cross the TD and contribute to J 414 

favoring the formation and growth of an HFA, which depends on the J direction relative to the 415 

magnetic field geometry around the TD, as discussed below.  416 

(1) When the foreshock ion velocity perpendicular to the local field is mainly contributed by 417 

the initial sunward velocity, J is sunward (e.g., Figures 3f and 5f in Cases 1 and 2). Thus, 𝑱 × 𝑩 418 

direction is in the same sense as −𝑽𝒔𝒘 × 𝑩 direction, where 𝑉𝑠𝑤 is the solar wind velocity in the 419 

simulation (or spacecraft) rest frame. Because J decreases field strength on the side pointed by 420 

𝐽 × 𝐵 direction, the convection electric field direction becomes an indicator of HFA formation. 421 

For example, when the electric field points towards the TD in Region 2 and away from the TD in 422 

Region 1, the foreshock ions in Region 1 (Region 2) cross the TD and generate J in Region 2 423 

(Region 1) that decreases (increases) field strength at the TD, favoring (not favoring) the formation 424 

of an HFA. Therefore, whether an HFA forms depends on whether the foreshock ions in Region 1 425 

(Region 2) dominate the current. Similarly, when the electric field points towards the TD on both 426 

sides, the foreshock ions from both sides cross the TD and generate J that favors the formation of 427 

an HFA (e.g., Cases 1 and 2).   428 

(2) When the foreshock ion velocity perpendicular to the local field is mainly contributed by 429 

the initial gyrovelocity, the convection electric field direction can be an indicator of whether this 430 

perpendicular velocity is sunward. When the foreshock ions cross a TD along the normal direction 431 



𝒏̂, the x direction of Lorentz force, (𝑽̂𝒏 × 𝑩̂) ∙ 𝒙̂ = (−𝒙̂ × 𝑩̂) ∙ 𝑽̂𝒏, indicates the gyration tendency 432 

along x (where +x is anti-sunward in the simulation coordinate). If we define n as positive towards 433 

the TD, (−𝒙̂ × 𝑩̂) ∙ 𝑽̂𝒏  has the same (opposite) sign as (−𝑽̂𝒔𝒘 × 𝑩̂) ∙ 𝒏̂~(−𝒙̂ × 𝑩̂) ∙ 𝒏̂  before 434 

(after) the foreshock ions cross the TD center. For example, when the electric field points towards 435 

the TD in Region 2 and away from the TD in Region 1, the foreshock ions from Region 1 (Region 436 

2) tend to gyrate in the sunward (anti-sunward) direction around the TD. Thus, though the electric 437 

field points away from the TD in Region 1, the foreshock ions from Region 2 have 𝐽 × 𝐵 directed 438 

towards the TD in Region 1, whereas the foreshock ions from Region 1 have 𝐽 × 𝐵 directed 439 

towards the TD in Region 2 - same as the convection electric field direction. So, both currents 440 

from Region 1 and Region 2 tend to decrease the field strength at the TD (e.g., Figures 8f and 8i 441 

in Case 3).   442 

If the electric field points towards (away from) the TD on both sides, the Lorentz force 443 

direction of foreshock ion gyrovelocity is anti-sunward (sunward) before crossing the TD center 444 

and sunward (anti-sunward) after crossing the TD center. In this case, before the TD center, the 445 

generated J tends to increase (decrease) field strength at the TD; after the TD center, J tends to 446 

decrease (increase) field strength at the TD. Thus, whether an HFA can form depends on which 447 

part of J is stronger (before or after the TD center). Because the calculation of J requires subtracting 448 

the anti-sunward solar wind electron velocity, the sunward part of J is more likely to be stronger 449 

than the anti-sunward part of J. Thus, when the electric field points towards the TD on both sides, 450 

the sunward part of J after the TD dominates (e.g., Figure 3f in Case 1), which favors the formation 451 

of an HFA.     452 

The convection electric field direction is frame dependent. For example, in the solar wind rest 453 

frame, the electric field is zero, so the physical meaning of electric field direction becomes unclear. 454 



Because the solar wind speed is always anti-sunward, the convection electric field direction is an 455 

indicator of magnetic field geometry and how the foreshock ions interact with it. Whether the 456 

convection electric field points towards a TD is neither a sufficient nor a necessary condition for 457 

the HFA formation (as observed by Wang et al. (2013) and Liu et al. (2023b)) because it also relies 458 

on the foreshock ion properties, like whether the gyrovelocity or the field-aligned velocity 459 

dominates the current direction, whether the foreshock ions can cross the TD, and which side of 460 

foreshock ions provides stronger current. Nevertheless, the convection electric field direction is 461 

still a good indicator because when the convection electric field points away from the TD, more 462 

extreme requirements from foreshock ion properties are needed to generate an HFA. However, to 463 

accurately predict HFAs and forecast their geoeffectiveness efficiently, a more rigorous model, 464 

including both field geometry and foreshock ion properties, is required.  465 

In the above discussion, we only considered a stable background field. However, as shown in 466 

Case 4, foreshock ULF waves can have amplitudes large enough to modulate the background field 467 

and, thus, the foreshock ion current geometry. Without a stable environment for the structure to 468 

grow, the formed HFA could be relatively weak. Although strong foreshock ULF waves are likely 469 

unfavorable for HFAs, they are expected to drive more spontaneous foreshock transients, like 470 

foreshock cavitons, spontaneous HFAs, and SLAMS (see review by Zhang et al. (2022) and 471 

references therein).          472 

In this study, the role of various magnetic field geometries in HFA formation is examined. 473 

Many other parameters still need to be further investigated. (1) Statistical studies (e.g., Schwartz 474 

et al., 2000; Liu et al., 2021) showed that when TD planes are more along the bow shock normal, 475 

HFAs more likely occur. Hybrid simulations by Giacalone and Burgess (2010) also showed that 476 

HFAs are more significant when TD planes are more along the shock normal. One explanation is 477 



that such a TD geometry favors slow transit speed along the shock surface allowing sufficient time 478 

to interact with the foreshock ions. This, however, cannot explain the situation in the midtail 479 

foreshock where the bow shock surface is rather tilted (at GSE-X ~-30 - -50 RE). Thus, the exact 480 

role of TD inclination is still not fully clear. (2) A statistical study by Zhao et al. (2017) showed 481 

that moderately thin TDs favor the formation of HFAs. Foreshock ion-driven current model by 482 

Liu et al. (2023b) provided a quantitative relationship between the TD thickness and current 483 

strength. Although hybrid simulations by Vu et al. (2022) demonstrated how different TD 484 

thickness affects the current geometry, the parameter dependence on the TD thickness remains to 485 

be tested. (3) In the models and local simulations, a planar shock is used whereas the bow shock 486 

is curved. To role of shock curvature should be included, which is especially important for HFAs 487 

at different planetary bow shocks. For example, a curved bow shock can cause spatial variations 488 

of foreshock ion properties, and there is a finite ion foreshock spatial scale that limits the growth 489 

of HFAs. Additionally, HFAs have a more complicated 3-D shape at a bow shock than at a planar 490 

shock.  491 

Below we discuss the limitations of our 2-D simulation setup. (1) The field-aligned waves 492 

and structures at the shock ramp may not be properly modeled in 2-D simulations. As a result, the 493 

downstream ions could not be fully isotropized causing gyromotion to dominate (e.g., see periodic 494 

Vy and Vz downstream of the shock in Figures 2a-e and 2a-f). Therefore, the role of backstreaming 495 

gyrating ions could be over-emphasized. If there are more backstreaming field-aligned ions, the 496 

current will be more dominated by the sunward component. Additionally, the strong anisotropy 497 

may also drive more field fluctuations than reality (e.g., through cyclotron resonance with gyrating 498 

ions). (2) The foreshock ULF waves have not fully developed before the formation of HFAs starts, 499 

leading to unrealistic foreshock environment. As inferred from Case 4, if the foreshock ULF waves 500 



have fully developed, the formation of HFAs can be interrupted, weakened or even suppressed. 501 

Statistical study by Liu et al. (2022) shows that a very small θBn is not a favorable condition for 502 

HFAs possibly due to the strong wave activities. In the future, more realistic setup such as 3-D 503 

global hybrid simulations could be conducted to fully examine the HFA formation processes.  504 

In Case 2, we see the HFA formed in the quasi-perpendicular region can become more 505 

significant than Case 1 in the quasi-parallel region (see Movies M1 and M2 in the supporting 506 

information). One possible reason is the very large shear angle that favors large velocity projection 507 

and thus current strength (Vu et al., 2023). This is consistent with statistical studies (e.g., Schwartz 508 

et al., 2000; Zhao et al., 2017) that HFAs more likely occur at large shear angles. Another reason 509 

is that expansion into the pristine solar wind is easier than into the hot foreshock. Additionally, the 510 

sheath leakage could be over emphasized due to the simulation setup. HFAs embedded in the 511 

quasi-perpendicular region is only occasionally observed (e.g., Zhang et al., 2010; Wang et al., 512 

2013). It is probably because to have small θBn within a TD, the TD surface should be roughly 513 

along the shock normal. As the TD moves along the bow shock surface that is curved, the 514 

formation of such HFAs is rather limited.  515 

5. Conclusions  516 

Using local hybrid simulations, we examine the formation of HFAs under various magnetic 517 

field geometries across TDs embedded in the quasi-parallel region. When foreshock ions cross the 518 

TD to the other side, they perform a partial gyration where a portion of their initial motion gets 519 

projected into the local perpendicular direction. This generates a perpendicular current that 520 

changes the magnetic field around the TD. The convection electric field direction works as a proxy 521 

of whether the generated current increases or decreases the field strength at the TD. In our setups, 522 

the foreshock ions from one side of the TD cross the TD and account for the HFA compressional 523 



boundary formation on the other side of the TD. Foreshock ions from both sides contribute to 524 

forming a low-field strength core. There are also situations where the foreshock ions cannot cross 525 

the TD and the foreshock ions from two sides compete each other, examined in the accompanying 526 

paper (Vu et al., submitted to JGR).  527 

When the TD is embedded in the quasi-perpendicular region, a quasi-parallel region within 528 

the TD could occur filled with backstreaming ions. Under favorable magnetic field geometry, such 529 

ions can generate current that decreases field strength within the TD and widens the quasi-parallel 530 

region leading to more backstreaming ions. Eventually an HFA forms without background 531 

foreshock ions on two sides.  532 

When the TD is embedded in the quasi-parallel region with small θBn, there are foreshock 533 

ULF waves with large amplitudes. With sunward shock normal and nearly radial IMF, the large 534 

wave fluctuations in the transverse direction can easily modulate the background field geometry 535 

and the convection electric field direction. The wave periods in the shock rest frame are long 536 

enough for the foreshock ions to respond to such periodic background field variation. As a result, 537 

the foreshock ULF waves can periodically modulate and possibly weaken the HFA formation.  538 

In the previous models (Liu et al., 2023a, 2023b, 2023c), foreshock ions from only one side 539 

of TDs were considered for simplicity. Based on this study, these models can now be generalized 540 

to the situation when there are foreshock ions from both sides. For example, during the early 541 

formation stage, the current density profile could be the superposition of foreshock ion-driven 542 

current from two sides, determined by the initial foreshock ion properties on each side (e.g., 543 

gyrophase, density, etc.). During the late expansion stage, in addition to the energy transfer from 544 

the background foreshock ions on two sides, it is notable that the local magnetosheath leakage 545 

might also contribute to the formation and evolution process depending on the magnetic field 546 



geometry within HFAs relative to the bow shock. More modeling efforts and comparisons with 547 

simulations and observations are needed to advance our understanding in this area.      548 
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