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Abstract

Recent years have seen increasing awareness of the need to en-

gage young learners in computational thinking (CT). Integrating

digital storytelling, where students create short narratives, and CT

offers significant potential for promoting interdisciplinary learn-

ing for students; however, it is critical to provide both teachers

and students with automated support. A promising approach for

enabling support is to leverage advances in Large Language Mod-

els (LLMs), which have demonstrated considerable potential for

assessing both programming and natural language artifacts. In

this work, we investigate the capabilities of LLMs to automatically

assess student-created block-based programs developed using a

narrative-centered learning environment that engages upper ele-

mentary students (ages 9 to 11) in learning CT and physical science

through the creation of interactive science narratives. Using the

narrative programs created by 28 students, we explore the efficacy

of LLMs to assess the programs across two dimensions.

CCS Concepts

• Social and professional topics→ K-12 education; • Comput-

ing methodologies → Natural language processing.
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1 Introduction

InfuseCS is a narrative-centered learning environment designed

to support interdisciplinary learning for students, while promoting

mastery in digital storytelling, science, and computational thinking

[3]. InfuseCS features an overarching backstory about a group of

scientists stranded on a remote island. Students explore the island

while learning physical science concepts, then as a culminating

activity create an interactive narrative using the characters and

science concepts they have encountered. Building on lessons from

similar systems targeting this age-range [4], the narrative is created

using a custom block-based programming interface embedded in

the learning environment (Figure 1, left).

Figure 1: InfuseCS learning environment.

The story creation task produces block-based programs contain-

ing large amounts of natural language text, which has not been a

part of traditional automated programming assessment. To lever-

age large language models (LLMs) abilities to understand natural

language data, students’ programs were converted to a textual for-

mat and evaluated using Meta’s Llama 3. Prior work has shown

that LLMs can be effectively used for automated grading, including

essay assessments, [2]. The evaluations in this work align with our

prior efforts to automatically assess student narrative programs [3]

using traditional NLP techniques, and assess the stories across two

dimensions: Story Structure, and Science Concepts.
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Figure 2: LLM prompt template using few-shot learning.

2 NLP Analysis and Results

With the aim of providing real-time support to students by provid-

ing personalize feedback on their stories, it is necessary to create

automated techniques capable of evaluating the “quality” of their

narrative programs. Manual evaluation, capable of providing more

nuanced analysis of the story plot and structure, is time and effort

intensive, and not currently suitable for real-time feedback. Our

previous work introduced AI-driven automated assessment tech-

niques to evaluate students’ stories on overall story quality and

the inclusion of science concepts [3]. For each of these evaluation

dimensions, human annotators labeled each story on a scale of 0 to

2. A story was rated 0 on overall story rating if no modifications

were made to the starter story, or the additions were nonsensical

(e.g., ‘fjioau’), 1 if the starter story was modified but the story is

incomplete, and 2 if the story is complete and logical. The story

was rated 0 on inclusion of science concepts if no science concepts

were included, 1 if the science concepts were included but used

inaccurately, and 2 if science concepts are included in the narrative

and used accurately.

Our investigation utilizes pilot data from 26 upper elementary

students in California andNorth Carolina following an IRB-approved

protocol. Students spent approximately 4 hours with the learning

environment over multiple days, with the last half of the interaction

focused on creation and refinement of their narrative programs.

Our prior work used various representations of students’ stories,

including BoW and pre-trained word embeddings (ELMo, BERT).

The best results for evaluating overall story quality were achieved

using BERT embedding representation of the stories, with 78.57%

accuracy and 0.65 Cohen’s 𝜅, whereas science was best evaluated

using ELMo embeddings, achieving an accuracy of 57.14% and Co-

hen’s 𝜅 of 0.34. Given we only had 26 unique stories in our dataset,

the scoring models were evaluated using leave-one-out cross val-

idation. While the results were promising, these models rely on

human-coded labels for training. Moreover, the performance of

these models is strictly bound by the size of the training dataset.

Given the advent of LLMs and their promise in zero shot and few

shot learning, it could enable automatic evaluation of students’

narratives with reduced human coding.

To evaluate the effectiveness of using LLMs for rating students’

narratives, we use Meta’s Llama 3 [1](pre-trained version with

Table 1: Performance of Different Models on Story Quality

and Science Concepts.

Model Story Quality Science Concepts

Accuracy 𝜅 Accuracy 𝜅

SVM with ELMo 64.00% 0.39 57.14% 0.34

SVM with BERT 78.57% 0.65 46.43% 0.18

Llama3 (zero shot) 46.43% 0.23 39.29% 0.12

Llama3 (few shot) 75.00% 0.61 64.29% 0.47

8B parameters) as our generative model, since at the time of our

evaluation it is the most capable openly available LLM. The final

prompt used is shown above in 2, and consists of a description of

the learning platform and the evaluation rubric. We then evaluate

model performance in both zero shot as well as few shot settings.

For few shot learning, we randomly sample one instance of each

label category from the remaining dataset (excluding the current

sample) and include these in the prompt template (Figure 2). Table

1 presents the results for both zero shot and few shot learning,

compared against results from our prior evaluations with BoW

and word embeddings with classification accuracy and Cohen’s

𝜅 as our evaluation metrics. We observe that zero shot learning

using LLM performed worse than traditional machine learning

classifiers using word embeddings for both science rating (39.29%

accuracy, 0.12 Cohen’s 𝜅) as well as overall story quality (46.43%

accuracy, 0.23 Cohen’s kappa) assessment. However, in a few shot

learning setting, the LLM outperformed word embedding-based

models for science rating with 64.29% accuracy and 0.47 Cohen’s

𝜅, and achieved comparable performance for overall story rating,

with 75% accuracy and 0.61 Cohen’s 𝜅.

The results indicate that LLMs are more effective for evaluating

students’ inclusion of Science Concepts, while performing roughly

the same on evaluating Story Quality compared to our previously

used NLP techniques. Additionally, providing the pre-trained LLMs

with a few examples across all possible label categories greatly

increases model performance as compared to prompts that do not.
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