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ABSTRACT

Non-adiabatic (NA) molecular dynamics (MD) is a powerful approach for studying far-from-equilibrium quantum dynamics in photophys-
ical and photochemical systems. Most NA-MD methods are developed and tested with few-state models, and their validity with complex
systems involving many states is not well studied. By modeling intraband equilibration and interband recombination of charge carriers in
MoS,, we investigate the convergence of three popular NA-MD algorithms, fewest switches surface hopping (FSSH), global flux surface hop-
ping (GFSH), and decoherence induced surface hopping (DISH) with the number of states. Only the standard DISH algorithm converges with
the number of states and produces Boltzmann equilibrium. Unitary propagation of the wave function in FSSH and GFSH violates the Boltz-
mann distribution, leads to internal inconsistency between time-dependent Schrodinger equation state populations and trajectory counts,
and produces non-convergent results. Introducing decoherence in FSSH and GFSH by collapsing the wave function fixes these problems. The
simplified version of DISH that omits projecting out the occupied state and is applicable to few-state systems also causes problems when the
number of states is increased. We discuss the algorithmic application of wave function collapse and Boltzmann detailed balance and provide
detailed FSSH, GFSH, and DISH flow charts. The use of convergent NA-MD methods is highly important for modeling complicated quantum
processes involving multiple states. Our findings provide the basis for investigating quantum dynamics in realistic complex systems.
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£1:GY:2¢ 20T IudY ¢1

INTRODUCTION

Non-adiabatic (NA) molecular dynamics (MD) enables real-
time modeling of far-from-equilibrium quantum dynamics pro-
cesses in various systems, representing a promising approach for
investigating key charge and energy transfer processes in many
important photophysical and photochemical systems."’ In this
approach, essentially quantum particles, such as electrons and pro-
tons, are described fully quantum mechanically, while the remain-
ing parts are treated with classical mechanics or semi-classically
to reduce the computational cost, leading to the so-called mixed
quantum-classical dynamics.” ' Due to its desirable computational
accuracy and efficiency, NA-MD has been widely employed in a

number of applications, such as photoinduced chemical reactions
and photogenerated carrier relaxation and recombination.'”'” NA-
MD mimics most directly nature and time-resolved experiments, by
providing an atomistic description of the processes explicitly in the
time domain. The computational cost of NA-MD is typically limited
by quantum-mechanical calculations, and the systems are usually
simplified to small models and few quantum states, resulting in a gap
between experimental and theoretical research. In recent years, with
the development of advanced theoretical and computational meth-
ods, especially machine learning,*'” simulating large and complex
systems at the quantum-mechanical level is becoming feasible, * **
paving the way for using NA-MD to investigate quantum dynamics
under more realistic conditions. In these systems, a large number of
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states are expected to participate in the quantum processes because
the density of states is proportional to the number of atoms. How-
ever, most NA-MD methods are derived and tested with few-state
models, and the impacts of including multiple states are rarely con-
sidered. To conjugate NA-MD with state-of-the-art computational
techniques for simulating the quantum dynamics in large and com-
plex systems, it is essential to revisit the computational validity of
NA-MD approaches, including convergence with the number of
states.

Excited state dynamics in condensed phase and nanoscale sys-
tems involve many degrees of freedom, allowing for efficient energy
exchange and dissipation. Over time, the systems approach Boltz-
mann equilibrium, and quantum transitions occur primarily to
the states with similar or lower energies. Higher energy states can
only be accessed transiently, and therefore, one can expect conver-
gence of NA-MD simulations with the number of states. Including
many states into NA-MD simulations is essential for modeling
nanoscale and condensed phase systems, because high densities of
states, in combination with the enhancement of electron-electron
and electron-phonon coupling by quantum confinement, give rise
to novel and important phenomena.” For instance, quantum dots
exhibit remarkable and tunable properties, compared with bulk and
molecular systems, because of the quantum confinement effect.””
Simulations demonstrate such confinement changes not only gaps
but also couplings between states, synergistically regulating exci-
ton relaxation and recombination dynamics.”"*” Valleytronics is an
emerging information processing and storage technology that works
by manipulating the occupancy of energy valleys in the band struc-
ture.”® Different valleys are separated in the continuous momentum
space, and a sufficient number of states need to be considered for
modeling intervalley transitions.”” Excitons in semiconductor Moiré
superlattices have attracted tremendous attention in recent years for
advanced optoelectronics applications.” These excitons are strongly
coupled across the heterojunction of 2D materials and exhibit reso-
nant tunneling, involving many states near the band edge from each
component.’’ In these systems, the evolution from non-equilibrium
to equilibrium is intermediated by many quantum states, requir-
ing enough states in NA-MD simulations to cover all possible
transition channels. Therefore, to model such complex quantum
processes using NA-MD and to elucidate the relevant mechanisms,
the convergence with the number of states needs to be studied in
detail.

In this work, we investigate the convergence of several NA-MD
methods with respect to the number of states used in the simulations,
taking the intraband carrier equilibration and interband recombi-
nation in monolayer MoS; as an example. MoS; is a representative
2D semiconductor with many promising electronic and optoelec-
tronic applications.”” ** Upon electron excitation from the valence
band (VB) to the conduction band (CB), the carriers, i.e., the elec-
tron and hole, relax rapidly to the CB minimum (CBM) and the VB
maximum (VBM) and then go through a relatively slow interband
recombination. Due to thermal excitation, carriers populate multiple
states near the CBM and VBM, generating additional recombination
channels and affecting the dynamics. We test fewest switches sur-
face hopping (FSSH),” global flux surface hopping (GFSH),*° and
decoherence-induced surface hopping (DISH),”” which have been
widely employed to study excited-state dynamics in molecular and
condensed matter systems.” "’ We find that FSSH and GFSH do
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not converge, because overcoherence leads to unphysical wave func-
tion propagation to higher energy states, and that collapsing the
wave function can fix this problem. DISH intrinsically avoids this
issue by considering decoherence in the wave function propagation,
but the decoherence events need to be correctly incorporated with
the energy conservation requirement. We demonstrate that a com-
monly used DISH simplification violates the Boltzmann distribution
in the presence of multiple states close in energy and produces
non-convergent results. The original DISH works fine, converg-
ing and producing the Boltzmann equilibrium. We also show that
including more states near band edges can notably influence carrier
recombination by providing additional decay channels. The find-
ings generate critical insights into understanding the convergence
in NA-MD simulations and serve as a cornerstone for investigating
quantum dynamics in large-scale and complex systems.

METHODS

NA-MD simulations require evolution of the wave function
of quantum particles and a trajectory of the classical particles.
The quantum (e.g., electrons) and classical (e.g., vibrations) subsys-
tems are coupled. The classical subsystem creates an external that
enters the quantum Hamiltonian and generates inelastic (quantum
transitions) and elastic (decoherence) events. The quantum subsys-
tem creates a force on the classical subsystem that evolves on a
potential energy surface (PES). The force can be average, as in the
Ehrenfest/mean-field approach, or state-specific, as in surface hop-
ping (SH).® Alternatively, the trajectory can be pre-computed, as in
the classical path approximation (CPA),” invoking the neglect of
back-reaction approximation (NBRA)."**

Evolution of quantum particles

The propagation of the wave function y(r,R, ) follows the
time-dependent Schrédinger equation (TD-SE),
ihw - H(5R) (R, 1), (1)
where r and R are the coordinates of quantum and classical parti-
cles, respectively. H(r;R) is the Hamiltonian of quantum particles
and depends on the classical positions parametrically. The classi-
cal particles evolve according to a trajectory R = R(t), making the
Hamiltonian time-dependent operator H(r;R(t)). Using a set of
orthonormal basis functions ¢;(r; R), we define the matrix elements
of H(r;R) as

Vij(R) = (¢i(R)|H(r;R)|¢(r;R)) )

and expand the wave function of quantum particles as
y(nR1) = 3 ¢i(H)¢i(5R), 3)
j

where ¢;(t) are the expansion coefficients. Substituting Eq. (3) into
the TD-SE, Eq. (1), and multiplying by ¢;(r;R) from the left give
evolution of the coefficients,

thk = Z Cj(ij - lhR . dkj)> (4)
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where R - d;, j is the non-adiabatic coupling (NAC),

. 0 0 0 :
R-dy = (8516 = (el 5 1) = Reovaigh. )

The population change of each state can be expressed in density
matrix notation as

e = Gy + okl = ) b (6)
£k
where
by = 2k~ Im(agVig) — 2Re(agR - dyj). 7)

In this work, valence electrons are treated quantum-mechanically,
and their wave functions are obtained by calculating the
Kohn-Sham (KS) orbitals of density functional theory (DFT).
Equation (1) is the TD-KS equation. The wave function is expanded
in the basis of adiabatic KS orbitals, Eq. (3). The matrix elements
Vi of Eq. (7) vanish in this adiabatic representation.

FSSH, GFSH, and DISH

In SH approaches, quantum dynamics is modeled by hopping
the system between different PESs and accumulating statistics from
sufficient realizations. A detailed description of the SH algorithms
is provided at the end of this article. The hopping probabilities are
derived from the propagation of wave functions using the TD-SE.
The SH probability expressions are derived to maintain consis-
tency between SH populations of PESs and TD-SE population of
states (squares of wave function expansion coefficients). FSSH and
GFSH compute the hopping probabilities based on the quantum
mechanical flux. After a sufficiently short time interval At, the flux
of population from the currently occupied state i to another state
j» normalized by the population of state i, can be calculated as
Aai_j/ai; = bAt/a;. FSSH defines the hopping probabilities using
this expression and sets the reverse flux to zero, which can be written
as

giFjSSH = max { 7_%&,0}. (8)

aii

Because the FSSH probabilities explicitly depend on couplings
between states that enter Eq. (7) for by, this method does not
allow transitions between indirectly coupled states, such as in the
superexchange mechanism. GFSH captures these transitions’**’ by
calculating the flux from the state populations directly. Specifi-
cally, GFSH divides the states into two subgroups based on their
population changes over a sufficiently short time interval, Aaj;
= a;i(t + At) — a;i(t), and the system is only allowed to hop from
states with decreased populations (group A) to states with increased
populations (group B). If the currently occupied state i belongs to
group A, the hopping probability to another state j in group B is
defined as

gGFSH _Aagj Aay
i = -
Qi Pen Dagk

(ificAandjeB). 9)

The hopping within the same group or from group B to A is for-

bidden, and the relevant gSFS is set to zero. After obtaining the
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hopping probabilities from FSSH or GFSH at a given time step, a
uniform random number & € (0,1) is used to decide which PES to
switch to. If € satisfies ijrl gij<&< ijg,- j» the system is expected
to switch to the PES of state k, otherwise the hopping is rejected.

The original FSSH and GFSH methods use the unitary TD-SE,
leading to the overcoherence problem.** A simple solution is pro-
vided by collapsing the wave function to the newly occupied state
after each hop.”” Such an algorithm implies that the timescales of
inelastic scattering (hop) and elastic scattering time (decoherence)
are the same.

Rooted in the quantum dynamics of open systems,'" "’ DISH
uses decoherence as the physical source of evolution branching. The
hopping probabilities are calculated based on the squares of the wave
function coefficients, rather than expressions, such as Egs. (8) and
(9), and hops can happen at decoherence events.”” In addition to
the TD-SE, the wave function propagation in DISH is also deter-

mined by decoherence events, as in quantum dynamics of open
16-49

systems. The decoherence time 7;(#) of each state i is calculated
as
— N (10
=2 lg(0) 3,
7i(t) j#i :

where 7;; is the rate of decoherence between states i and j, typically
estimated as the pure-dephasing rate.””' When the decoherence
time of state i is reached, either the wave function collapses onto this
state with the probability of |c;(#)|*, or state i is projected by setting
ci(t) to zero and renormalizing the wave function. If the wave func-
tion collapses to a new state, the system switches the PES to this state.
If the currently occupied state is projected out, the system switches
to another PES based on the quantum probabilities |c;(¢)|*. Hence,
the DISH probabilities can be expressed as

gEISH = |cj(t)|2 when f; > 7j, or state j is projected out,  (11)

where £} is the time interval since the last decoherence event of
state j.

It is important to note that elastic and inelastic
electron-phonon scattering times are treated independently in
DISH, as demonstrated by the following example. The decoherence
rates are often estimated as pure-dephasing times using the optical
response theory, on the basis of fluctuations of electronic energy
levels, while DISH hopping probabilities are governed largely by
NAC magnitudes. If initial and final states are localized on different
parts of a system, the fluctuation of the energy gap between them
can be rapid, resulting in fast coherence loss. However, the NAC is
zero, because the corresponding wave functions are localized away
from each other, and quantum transitions never happen.

Details of NA-MD and DFT calculations

NA-MD simulations were carried out using the Hefei-NAMD
code within the real-time TD-KS framework.”” The TD-SE was
implemented in the KS representation as introduced above, and the
quantum dynamics is modeled with FSSH, GFSH, and DISH. The
CPA was adopted in NA-MD by assuming that the electronic excita-
tion has little influence on the atomic motion of MoS,, compared to
thermal fluctuations.”® This assumption is valid for many nanoscale
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and condensed matter systems, indicating that the electronic struc-
ture evolution can be derived from ground state trajectories.” Under
the CPA, the energy conservation is realized by scaling the hop-
ping probabilities with the Boltzmann factor instead of rescaling the
velocities, and the needed scalar NACs can be easily calculated from
the overlap of adiabatic wave functions.”

The ground state trajectory of MoS, was produced by per-
forming ab initio MD (AI-MD) simulations with the Vienna

Ab  initio  Simulation Package (VASP).i"’i' The pro-
jector  augmented-wave (PAW) method®”” and the
Perdew-Burke-Ernzerhof (PBE) functional®® were wused to

describe the electron-ion interactions. The cutoff energy of the
plane wave basis was set to 400 eV. The monolayer MoS, was
represented by a 6 x 6 supercell with a vacuum layer of 15 A, and
only the T’ point was used to sample the Brillouin zone in AI-MD
simulations. A 5 ps microcanonical trajectory with a time step of
1 fs was generated after heating the system to 300 K. The KS orbitals
of the structures from this trajectory were then calculated using
the OpenMX code.”""” The PBE functional and norm-conserving
pseudopotentials were used for solving the KS equation.”” The
s3p2d1 and s2p2dl pseudo-atomic orbital basis functions were
assigned to Mo and S atoms, respectively. The tight-binding
Hamiltonian was calculated with a 3 x 3 x 1 k-point mesh, and the
wave functions at the I' point were used to calculate the NACs.** We
employed both original and 10-times enlarged NACs to reduce the
NA-MD simulation time, which accelerated the dynamics by about
100 times, according to our testing (see Fig. S1). We uniformly
sampled 100 initial configurations from the AI-MD trajectory and
employed 1000 SH realizations for each of them. The reported
results were obtained by averaging the NA-MD results from all the
100000 realizations. The populations of ground states, e.g., shown
in Figs. 2(a), 2(b), 2(d), and 2(e), were calculated as the fraction of
the realizations of the SH algorithm in that state. We also report
TD-SE state populations, e.g., shown in Figs. 2(c) and 2(f), which
are calculated by averaging the squares of the coefficients of the
wave function over all realizations. These two sets of populations
are not consistent in FSSH and GFSH without decoherence, while
they are consistent in FSSH and GFSH with decoherence and in
DISH.

RESULTS AND DISCUSSION
Electronic structure of monolayer MoS,

Figure 1(a) displays the geometric structure of monolayer MoS;
with different simulation cell sizes as indicated by the blue frames,
and Fig. 1(b) shows the corresponding band structure near the CBM
and VBM. Monolayer MoS; is a direct bandgap semiconductor with
both CBM and VBM at the K point of the Brillouin zone of the prim-
itive cell. For AI-MD simulations, the small primitive cell leads to
severe finite-size effects such as exaggerating thermal fluctuations
and reflecting only a few I' point phonons. Moreover, the NACs
between non-I' point wave functions cannot be calculated directly
because of the phase factor in the Bloch function.”” Tripling the
unit cell folds the VBM and CBM to the I point, which alleviates
the phase factor issue and finite-size effects. Meanwhile, more states
appear at the band edge, and both VBM and CBM become degener-
ate. Further enlarging the simulation cell can improve the accuracy
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of NA-MD simulations by including more vibrational motions and
electronic states, but the DFT calculations become costly. Hence, a
6 x 6 supercell is adopted to balance the computational accuracy
and cost. Compared with the band structure of the 3 x 3 model,
several states are introduced above the CBM and below the VBM,
reducing the intraband energy gaps and modifying the electronic
structure significantly. Figure 1(c) displays the evolution of the T
point energy levels over 1 ps under thermal fluctuations. CBM and
CBM + 1 remain degenerate, while VBM and VBM - 1 separate in
energy. In addition, the energy gaps within the CB almost disappear,
well representing a continuous energy band. The 5 ps energy level
evolution results are shown in Fig. S2.

FSSH and GFSH simulations

FSSH and GFSH are studied together because the hopping
probabilities of both algorithms are derived from the wave function
flux. We test their convergence by modeling electron-hole recombi-
nation dynamics in MoS; with an increasing number of CB or VB
states. Specifically, we set the CBM (VBM) as the initial state of the
electron (hole) and include more states above (below) in energy in
the NA-MD simulations. We consider the states up to CBM + 20
and down to VBM — 20. The corresponding energy levels can be
found in Fig. S2(a). The energy ranges of the considered states are
much larger than kg T at 300 K (about 0.026 eV), indicating that the
high energy states should not be occupied according to the Boltz-
mann distribution. Therefore, the NA-MD simulation results should
converge after including a sufficient number of states.

Figures 2(a) and 2(b) display the charge recombination dynam-
ics from the FSSH and GFSH simulations, respectively, in the basis
including the VBM and a varying number of CB states. Neither
method converges with an increasing number of states. The recom-
bination becomes faster in FSSH when more CB states are included,
and the GFSH recombination shows a non-monotonic dependence
on the number of states. The evolutions of the wave function pop-
ulations, i.e., ¢j(t) squares, obtained from the TD-SE, Egs. (1) and
(4), and the expectation value of the electron energy with CB states
up to CBM + 20 are plotted in Fig. 2(c). The TD-SE evolution results
are identical in FSSH and GFSH, and the longer 5 ps data can be
found in Fig. S3. The electron wave function evolves from the CBM
to higher energy states within several picoseconds, increasing the
energy expectation value by about 0.3 eV. The energy growth by over
10 kg T violates the Boltzmann distribution, and the wave function
unphysically “leaks” from the CBM to higher energy states. Changes
in the populations of the CB states influence electron hop to the
VBM, leading to charge recombination, even though the NACs from
all CB states to the VBM are comparable; see Fig. S2(b). Moreover,
the average root-mean-square (rms) value of the NACs between
adjacent CB states is 0.076 eV, which is larger than kgT at 300 K,
indicating that the system is not in the weak coupling limit for the
intraband processes. Therefore, the concept of Boltzmann equilib-
rium within the finite size representation of the bands is applicable
only approximately, because energy gaps are not much larger than
couplings between states. Similarly, the rms NAC between adja-
cent VB states is 0.068 eV, also larger than kgT at 300 K. In FSSH,
the hopping probabilities depend on both the NACs and the ratio
between the density matrix elements a;;/aii, Eq. (8). If the pop-
ulation of the occupied state, e.g., the CBM, aj; is reduced, the
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FIG. 1. (a) Geometric and (b) band structure of monolayer MoS, for different simulation cell sizes. The VBM and CBM positions are indicated by red dashed lines. (c)
Evolution of the T point energy levels of the 6 x 6 MoS; model at 300 K. The bandgap center is set to 0 eV. The intraband energy gaps almost disappear in the CB but are

maintained in the VB under thermal fluctuations.
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FIG. 2. Results for original FSSH and GFSH without decoherence. (a) FSSH and (b) GFSH simulations of electron-hole recombination dynamics in the basis including VBM
and different numbers of CB states. (c) Evolutions of TD-SE state populations and the expectation value of the electron energy with the CB states up to CBM + 20. Longer
time data are shown in Fig. S3. The CBM energy is set to 0. Charge recombination dynamics does not converge with the number of CB states, panels (a) and (b). The
populations spread artificially to high energy states, and the average electron energy grows artificially high, more than 10 kg T above the CBM. At room temperature, kg T
=0.026 eV. (d) FSSH and (e) GFSH simulations of electron-hole recombination dynamics in the basis including CBM and different numbers of VB states. (f) Evolutions
of TD-SE state populations and the energy expectation value of the hole with the VB states down to VBM — 20. The VBM energy is set to 0. There is convergence with
the number of VB states, panels (d) and (e). However, the hole energy grows multiple kg T away from the VBM instead of decaying toward it, panel (f), indicating that the

convergence is unphysical, violating the Boltzmann distribution.

hopping probability to VBM is enlarged, and the recombination
is therefore accelerated. The relationship between the TD-SE state
populations and the GFSH hopping probabilities is more compli-
cated. On the one hand, the reduced a;; increases the Aajj/a;; term in
Eq. (9). On the other hand, the reduced a;; decreases the contribu-
tion flux from state i to the global flux, i.e., the Aaii/ Y, Adgy term

in Eq. (9). Because the GFSH hopping probabilities are calculated as
the product of these two terms, the final recombination rates depend
on the competition between them, leading to a non-monotonic
dependence.

The dependence of the electron-hole recombination dynam-
ics on the number of VB states is shown in Figs. 2(d) and 2(e). Both
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FSSH and GFSH results converge. Figure 2(f) displays the evolutions
of the wave function populations and the expectation value of the
hole energy with VB states down to VBM —20. The wave function
remains mostly in VBM and VBM - 1, because of the large energy
gap from VBM — 1 to VBM - 2, Fig. 1(c). However, the hole energy
increases by much more than kg T at 300 K, violating the Boltzmann
distribution. Therefore, the convergence of the hole recombination
dynamics in the FSSH and GFSH simulations is unphysical. Indeed,
realistic semiconductors have continuous VB and CB, indicating
that the wave function leaking issue observed with an increasing
number of CB states is a general case.

The lack of convergence can be attributed to the lack of deco-
herence in FSSH and GFSH and the unitary nature of the TD-SE.
The TD-SE does not satisfy the detailed balance between transi-
tions upward and downward in energy and is independent of the
Boltzmann factor. The wave function can propagate freely to any
state regardless of energy differences. In particular, the small energy
gaps between the adjacent CB states in MoS; result in large NACs
and lead to fast spreading of the wave function overall all CB
states present in the simulation. However, hopping to higher energy
PESs is suppressed by the Boltzmann factor, causing a discrepancy

ARTICLE pubs.aip.org/aipl/jcp

between the SH and TD-SE state populations. Decoherence can
fix this issue by modifying the wave function amplitudes dur-
ing the propagation. The overcoherence problem was extensively
investigated before, and various methods have been proposed to
introduce decoherence effects.** Here, we project the wave func-
tion onto the newly occupied state once a hopping is accepted,
known as instantaneous decoherence after successful hops (ID-S).*
This approach synchronizes the TD-SE and SH populations con-
stantly, thus preventing the wave function from leaking to higher
energy states. The FSSH and GFSH simulation results with the
wave function collapse are plotted in Fig. 3. The recombination
dynamics of both electrons and holes converge with the number
of states, and the trends are consistent with the above discussion.
Figures 3(c) and 3(f) show that the electron and hole energies reach
maxima after about 0.2 ps, with the energies relative to the band
edges comparable to kgT at 300 K, representing thermal excita-
tion. The wave function populations are dominated by the low
energy states, demonstrating that the wave function leaking issue
is fixed, as shown in Figs. 3(c) and 3(f) for FSSH and Fig. S$4
for GFSH. The longer simulation data can be found in Figs. S5
and S6.
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FIG. 3. Results for FSSH and GFSH with decoherence. The wave function collapses to the occupied state after each hop. (a) FSSH and (b) GFSH simulations of electron-hole
recombination dynamics in the basis including VBM and different numbers of CB states. (c) FSSH evolutions of TD-SE state populations and the expectation value of the
electron energy with the CB states up to CBM + 20. Corresponding GFSH results are shown in Fig. S4. The charge recombination dynamics converges with the number of
CB states, panels (a) and (b). The populations are dominated by low energy states, and the electron energy is with kg T and decays toward the CBM, panel (c), as should be
expected. (d) FSSH and (e) GFSH simulations of electron—hole recombination dynamics in the basis including CBM and different numbers of VB states. (f) FSSH evolutions
of TD-SE state populations and the energy expectation value of the hole with the VB states down to VBM — 20. The charge recombination dynamics converges with the
number of VB states, panels (d) and (e). The populations are dominated by low energy states, and the hole energy decays toward the VBM, panel (f), as should be expected.

Longer FSSH/GFSH data with decoherence are shown in Figs. S5 and S6.
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DISH simulations

When we collapse the wave function after a hop is accepted in
FSSH and GFSH simulations, we implicitly assume that the deco-
herence rate is the same as the hopping rate, i.e., the elastic and
inelastic electron-phonon scattering timescales are identical. How-
ever, decoherence and transition times can differ by orders of mag-
nitude. Transitions across large energy gaps, e.g., the fundamental
bandgap, can take nanoseconds, while the corresponding coherence
time is femtoseconds.®”®® In contrast, transitions between closely
spaced states inside bands are fast, while coherence is maintained
for a long time. Such differences are reflected by the decoherence
rates in DISH simulations in addition to FSSH and GFSH. Under
the CPA, the decoherence rates are typically estimated as pure-
dephasing times using the optical response theory, on the basis of
fluctuations of electronic energy levels.”® Decoherence has a strong
influence on quantum transitions, leading to many important phe-
nomena, such as the quantum Zeno and anti-Zeno effects.”"" "’
FSSH and GFSH are reported to overestimate quantum transition
rates owing to overcoherence.””’' DISH can yield more accurate
dynamics results, especially for slow transitions across large energy
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gaps, and therefore, it has been widely used in modeling carrier
trapping, recombination, and related processes.””* To properly
account for decoherence in NA-MD simulations, DISH is devel-
oped by resorting to decoherence events to simultaneously switch
the PES and modify the wave function. When conjugating DISH
with the CPA, the Boltzmann factor is naturally introduced into the
wave function propagation by scaling the probabilities of collaps-
ing to higher energy states. The probabilities of collapsing to the
occupied state and projecting out an unoccupied state are not mod-
ified by the Boltzmann factor, because there is no hopping involved.
However, if the occupied state is expected to be projected out, the
system needs to choose a new PES depending on the wave func-
tion populations, and this switch is accepted with a probability of the
Boltzmann factor. Such project out-induced hopping mainly occurs
when spreading of the wave function over several states is as fast as
decoherence. The effect is negligible in weakly coupled systems and
is therefore usually ignored, leading to the simplified DISH.

Figure 4 displays the NA-MD simulation results using this
simplified DISH. Although decoherence effects are considered,
the electron-hole recombination dynamics does not converge and
exhibits a non-monotonic dependence on the number of CB states,
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FIG. 4. Simplified DISH results. (a) Electron—hole recombination dynamics in the basis including VBM and different numbers of CB states. (b) Evolutions of state populations
and the expectation value of the electron energy with the CB states up to CBM + 20. (c) Electron-hole recombination dynamics in the basis including CBM and different
numbers of VB states. (d) Evolutions of state populations and the expectation value of the hole energy with the VB states down to VBM — 20. Similarly to Fig. 2, the
recombination dynamics is non-convergent with an increasing number of CB states, and the populations spread unphysically to high energy states, many kg T away from the

band edges. Longer time data are shown in Fig. S7.
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as shown in Fig. 4(a). The wave function evolution results plotted
in Fig. 4(b) indicate that the wave function leaking issue still exists.
The issue remains because project out-induced hops are ignored.
Once we include more states above the CBM, the wave function
propagates rapidly within the CB, and projecting out events become
common. On the one hand, the occupied state, e.g., CBM or CBM
+ 1, is more likely to be projected out due to its reduced popula-
tion, but the PES is kept there. On the other hand, the higher energy
states are also likely to be projected out because the collapse proba-
bilities are significantly reduced by the Boltzmann factor. Therefore,
projecting out events are anticipated to be dominant under such
circumstances.

Furthermore, the wave function of the system is renormalized
after a decohered state is projected out. As a result, the population
of the decohered state is transferred to other states. When multiple
states above the CBM are included into the simplified DISH simu-
lation, they decohere, and their population is transferred to other
states, including the VBM, accelerating the electron-hole recom-
bination. This effect is excluded in the standard DISH simulation,
because the wave function population does not leak to high energy
states.

The behavior of the electron-hole recombination with an
increasing number of VB states is characterized in Figs. 4(c) and
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4(d). Similar to FSSH and GFSH, the recombination dynamics con-
verges because the wave function leaking is prevented by the energy
gap from VBM - 1 to VBM - 2, Fig. 1(c). Nevertheless, the hole
energy deviates from the VBM by much more than kT at 300 K,
indicating that the detailed balance between transitions upward and
downward in energy is not properly included. The results of the
simplified DISH simulations over 50 ps can be found in Fig. S7.

The project out-induced PES switch is physically valid. For
instance, in a two-state system, the project out of one state is equiva-
lent to the collapse to the other state, and the PES should be switched
accordingly. Hence, the standard DISH is needed for studying the
systems with strong NACs.

The results obtained with the standard DISH are displayed in
Fig. 5. The 50 ps simulation data can be found in Fig. S8. The
electron-hole recombination dynamics converge with an increasing
number of both CB and VB states, and the populations of states far
from the band edges remain small. In particular, the inclusion of
one more state is sufficient to converge the dynamics in this sys-
tem because both the VBM and the CBM are doubly degenerate,
and the energy gaps to other states are larger than kg T; see Fig. 1.
Hence, states accessible through thermal excitation are expected to
affect the dynamics and need to be included in NA-MD simulations.
Note that the recombination becomes several times faster when the
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FIG. 5. Standard DISH results. (a) Electron-hole recombination dynamics in the basis including VBM and different numbers of CB states. (b) Evolutions of state populations
and the expectation value of the electron energy with the CB states up to CBM + 20. (c) Electron-hole recombination dynamics in the basis including CBM and different
numbers of VB states. (d) Evolutions of state populations and the expectation value of the hole energy with the VB states down to VBM — 20. Similarly to Fig. 3, the dynamics
converge with an increasing number of CB and VB states, the populations remain close to the band edges, and the energy decays at long times, Fig. S8.
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simulation basis is increased beyond just the VBM and CBM, indi-
cating a significant role of intraband wave function propagation in
this process. Similar acceleration effects are also observed in the
FSSH and GFSH simulations. In the standard DISH, projecting out
the occupied state implies that the system is no longer on this PES
but remains in a superposition of the other states. Therefore, the sys-
tem is expected to switch to another PES depending on the wave
function population of each state. Changing the PES is restricted by
the energy conservation requirement, which is realized by accept-
ing the switch with a probability of the Boltzmann factor under the
CPA. If the switch is rejected, the system collapses to the currently
occupied state. This action prevents the wave function from leaking
to higher energy states and synchronizes it with the PES constantly.
Moreover, Figs. 5(b) and 5(d) show that the energies of electron and
hole remain within about kg T from the band edges, indicating that
the Boltzmann distribution is satisfied. These results demonstrate
that the standard DISH can simulate successfully both fast intraband
equilibration and slow interband transitions simultaneously.

It should be pointed out that due to the high density of state
in bands, their identification in the adiabatic representation can
present a problem. A closely related issue arises in the calculation
of NAC, giving rise to the so-called trivial** or unavoided® cross-
ings. In addition, because adiabatic wave functions are defined up
to a phase, or sign, in the real-valued case, accurate calculation of
NAC requires tracking of adiabatic state phase. To address all these
issues, we employ the state tracking algorithm,"”*" which maintains
the identity (localization) of individual states. As shown in Fig. S2(b),
NACs between the CB states and the VBM are similar. The same is
true for NACs between the VB states and CBM. Even if at a given
moment in time, the populations of densely spaced states within sev-
eral kg T near band edges are not fully accurate, they are distributed
according to Boltzmann statistics, and the average rate of transitions
across the bandgap is obtained accurately.

FSSH, GFSH, and DISH algorithms within the CPA

Conservation of the quantum-classical energy is achieved in
NA-MD by rescaling of the classical velocity after a quantum transi-
tion.” If the transition happens upward in energy, and there is not
enough kinetic energy associated with the component of the classical
velocity parallel to the NAC to account for the increase in the quan-
tum energy, the hop is rejected. For large systems, the probability to
have the kinetic energy needed is Boltzmann, and the system reaches
thermodynamic equilibrium in the long-time limit. The detailed bal-
ance between quantum transitions upward and downward in energy
is achieved under the CPA by scaling the hopping probabilities
upward in energy directly with the Boltzmann factor. When hops
are also associated with decoherence events, care should be taken
in treating simultaneously Boltzmann scaling and decoherence. In
particular, when projecting out the occupied state in DISH, the prob-
abilities cannot be scaled by the Boltzmann factor directly, and a
more complex procedure is needed.

Generally, for FSSH, GFSH, and DISH, calculation of the SH
probability is divided into two steps. First, the expected action is
determined by the standard SH probabilities. Second, this action is
accepted with a probability of the Boltzmann factor. If the expected
action is rejected in the second step, then the opposite action from
the first step is accepted. For FSSH and GFSH, the hopping only
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occurs when it is accepted in both steps. For DISH, rejecting the
expected action changes the decoherence event between projecting
onto the decohering state and projecting it out. The flow charts of
these algorithms are shown in Figs. 6 and 7, and a description is
provided below.

1. Initialize the PES and the wave function of the system. The
wave function is expanded into a set of adiabatic states as y(t)
=c1(H)p1 + c2(£)p2 + c3(t) s + - - - + en(t) P, where ¢;(¢) is
the coefficient of the adiabatic state ¢,. The wave function can
be defined using state vectors as

al(t) 1 0 0
Cz(t) 0 1
y() =] () |=a@®)] 0 [+a(®)] 0 [+a()] 1

en(t) 0 0 0

0
0

+--~CN(l') 0 | (12)
1

where each adiabatic state ¢, corresponds to a basis vector with
the ith non-zero element. We use a set {AS} = {1,2,3,...,N}
to represent the indexes of these adiabatic states. To initialize
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FIG. 6. Flow chart of the FSSH and GFSH algorithms within the CPA. The
green color text describes algorithmic steps, and yes/no represents branching that
depends on the generated random number.
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the system, state « is selected from {AS} to identify the PES,
and the initial wave function y/(t) is set to ¢,.

Propagate the wave function according to the TD-SE and
update the coefficients of the adiabatic states. In DISH, the
time interval of each state from the last decoherence event 7
is also updated.

Identify the expected action according to the SH probabilities.
In FSSH and GFSH, the hopping probabilities between the
occupied state and other states are calculated, and the expected
action is determined by a random number between 0 and 1. If
this random number falls in the range of probability of hop-
ping to another state, the system is expected to switch to the
corresponding PES, otherwise the simulation returns to step
2. In DISH, if f of any state is larger than its decoherence
time, the simulation moves forward to specify the decoherence
event, otherwise the simulation returns to step 2. The system
collapses to the decohering state with the probability of its
wave function population, determined by a random number
between 0 and 1. If more than one state satisfies this crite-
rion, one of them is selected to undergo decoherence based on
this random number and the state populations. If the random

FIG. 7. Flow chart of the DISH algorithm within the CPA. The green color text describes algorithmic steps. The three diagrams in the top left define operations used in the
flow chart. Yes/no represents branching that depends on the generated random number.

number does not lead to system collapse to the decohering
state, this state is expected to be projected out. Projecting out
the occupied state requires switching the PES to one of the
other states based on their populations.

Decide the action according to the Boltzmann factor. The
Boltzmann factor is calculated from the energy difference
between the initial and final PESs to accept the expected
action. Only PES switches with positive energy changes can
be rejected because the Boltzmann probabilities are less than
1. In FSSH and GFSH, another random number between 0
and 1 is generated for this decision. If the random number
is less than the Boltzmann factor, the hopping is accepted,
otherwise, the hopping is rejected and the simulation returns
to step 2. In DISH, the wave function collapse is accepted
according to the Boltzmann factor as in FSSH and GFSH.
Rejecting the collapse leads to projecting out the decoher-
ing state. Collapsing the wave function to the occupied state
and projecting out an unoccupied state are directly accepted
because the PES remains unchanged (i.e., the Boltzmann fac-
tor is 1). Projecting out the occupied state is expected to switch
the PES and is accepted based on the Boltzmann factor. If
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projecting out the occupied state is rejected, the system
collapses to the occupied state.

5.  Switch the PES and modify the wave function. In FSSH and
GFSH, the accepted hopping simply switches the PES to the
newly occupied state 8. It is optional to collapse the wave
function to the new state by setting y(#) to ¢;. Then, the
simulation returns to step 2. In DISH, the collapse to state
B simultaneously switches the PES to that state and sets the
wave function y(t) to ¢g- If the decohering state 8 is projected

out, its coefficient cg(t) is set to 0 and the wave function is
renormalized. The PES is switched only when S is the cur-
rently occupied state. Next, f of the decohering state is set to 0,
and the simulation returns to step 2.

CONCLUSIONS

In summary, we have demonstrated that the inclusion of deco-
herence effects is essential for converging NA-MD simulations with
an increasing number of states. To satisfy energy conservation in
NA-MD, the transition probabilities to higher energy states are
reduced to realize the Boltzmann distribution at equilibrium. Hence,
the high energy states should not influence the quantum dynamics
because of their low populations, and convergence with an increas-
ing number of states should be achieved. However, because the
standard TD-SE is unitary and does not include coupling to a bath
and, more specifically, the Boltzmann factor is not accounted for
in the TD-SE, wave functions can propagate to any state regard-
less of the energy range. Consequently, the Boltzmann distribution
is not achieved, and the results do not converge as the number of
states is increased. Decoherence modifies the wave function, mak-
ing its evolution non-unitary. The wave function collapse caused
by decoherence, in combination with the detailed balance between
transitions upward and downward in energy during the collapse,
suppresses uncontrolled spreading of populations to higher energy
states and achieves convergence and thermodynamic equilibrium.
Taking the intra- and interband carrier dynamics in MoS; as an
example, we show that standard FSSH, GFSH, and simplified DISH
suffer from unrestricted wave function leaking to higher energy
states. If decoherence is incorporated into FSSH and GFSH, or DISH
is carried out in the full formulation, the correct physical behav-
ior is restored, demonstrating both convergence with the number
of states for interband recombination and Boltzmann equilibrium
for intraband dynamics. The simultaneous convergence of the fast
and slow processes in a typical material indicates that the methods
work well and are robust. The CPA employed in our calculations
does not influence the unphysical wave function propagation to
higher energy states. The wave function leaking arises due to the
unitary nature of the TD-SE, regardless of the nature of the atomic
trajectory that determines the parametric dependence of the TD-
SE on atomic coordinates. Hence, if decoherence and Boltzmann
factor (or hop rejection if CPA is not used) are not properly incor-
porated, and there are many excited states close in energy, the
NA-MD simulation convergence problem identified here will be
present, regardless of whether the CPA is used or not. The con-
verged interband electron-hole recombination dynamics are several
times faster than the two-state simulation results due to additional
decay channels, emphasizing the importance of achieving NA-MD
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convergence with the number of states. While the simplified DISH
can provide reasonable results in simulations involving few states,
the standard DISH has to be performed to obtain converged results.
DISH also gives accurate and converged results for other processes
besides electron-hole recombination, including hot electron relax-
ation, charge trapping, charge transfer, and Auger-type processes.
The reported work highlights the crucial role of decoherence in NA-
MD simulations and provides rigorous means for modeling complex
quantum processes in condensed phase and nanoscale systems.

SUPPLEMENTARY MATERIAL

The supplementary material contains a comparison of results
with original and ten times enlarged non-adiabatic coupling, evolu-
tion of energy levels over 5 ps, and additional NA-MD simulation
results.
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