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Abstract
The widespread use of Artificial Intelligence (AI) has high-
lighted the importance of understanding AI model behavior.
This understanding is crucial for practical decision-making,
assessing model reliability, and ensuring trustworthiness. In-
terpreting time series forecasting models faces unique chal-
lenges compared to image and text data. These challenges
arise from the temporal dependencies between time steps and
the evolving importance of input features over time. My the-
sis focuses on addressing these challenges by aiming for more
precise explanations of feature interactions, uncovering spa-
tiotemporal patterns, and demonstrating the practical appli-
cability of these interpretability techniques using real-world
datasets and state-of-the-art deep learning models.

Introduction
The reliability of AI models is essential for their widespread
use. Explanations provide the transparency and aid needed
to make reliable decisions. Especially in sensitive data, it is
often an ethical and legal requirement. Higher interpretabil-
ity leads to several key benefits: 1) More acceptance and
trust in the system’s decisions 2) Revealing incompleteness
in the problem formalization and debugging 3) Improved
scientific understanding of the problem 4) Reliable and bet-
ter performance.

The large number of real-world applications of deep
learning time series forecasting models in areas like
medicine, finance, retail, and traffic, better interpretability
of these models has significant practical implications (Rojat
et al. 2021; Benidis et al. 2022). Explaining time series mod-
els with interpretation methods can highlight the importance
of input features to the model’s prediction. Different time
series tasks doing classification, regression, anomaly detec-
tion, or missing value imputation require carefully designed
techniques to explain the model behavior. Both black-box
and white-box interpretation techniques can be developed
for this.

My work on time series interpretation is organized into
three key contribution phases. In Phase I (Section ), I
delve into interpreting patterns that the model learns using
its built-in structure, like examining temporal self-attention
weights. Phase II (Section ) overcomes the model-specific
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Figure 1: Average attention weights from TFT for all US
counties (Islam et al. 2023a).

limitation of Phase I by designing black-box interpretation
methods and focusing on the temporal feature importance.
Phase III (Section ) aims to further improve and generalize
the black-box interpretation methods for time series mod-
els given past observations over a fixed time window. As
used by the latest Transformer-based models (Benidis et al.
2022).

Phase I: Interpreting Spatio-Temporal
Patterns with Self-Attention Weights

This phase investigates the research question: What kind
of spatio-temporal patterns are learned by a deep learning
model and how to explain them? I interpreted daily COVID-
19 infection predictions for 3,142 US counties (Islam et al.
2023a) with 2.5 years of collected data. We used the previ-
ous 13 days of input to predict the next 15 days of COVID-
19 cases for each county. The evaluation using five regres-
sion metrics showed that the Temporal Fusion Transformer
(TFT) (Lim et al. 2021) outperformed the other four deep
learning models in all metrics.

I used the self-attention weights extracted from the TFT
model to show the different spatio-temporal patterns learned
by the model. I found they are correlated to the raw data
patterns and are caused by the way COVID-19 cases were
reported by the health sectors and the pandemic dynamics.
Figure 1 shows the aggregated attention map over our study
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period. The spatial interpretation can highlight the points of
significance with county-level granularity and the clusters of
counties with more impacted by the epidemic.

Phase II: Interpreting Feature Interactions
Using Sensitivity Analysis

In this phase, I aim to explain the direct interactions between
input features and output targets, using black-box interpre-
tation methods. This overcomes the limitation of the previ-
ous phase, where the self-attention weights only catch the
higher-level patterns from the encoded representation of the
dataset.

I investigated using different sensitivity analysis meth-
ods to quantify the contribution of different age groups to
COVID-19 infection spread (Islam et al. 2023b). This is
important for the administration to investigate which age
groups contribute more to the infection spread. We collected
2 years of COVID-19 infection data at the US county level.

The age groups are defined based on the Centers for Dis-
ease Control and Prevention’s (CDC) report on COVID-19
cases for different age groups. I trained the TFT (Lim et al.
2021) model on the dataset and calculated the sensitivity of
the age group features with respect to the model. The sen-
sitivity ranks compared with the age group cases reported
by the CDC showed high accuracy of our interpretation
method.

Phase III: Windowed Temporal Saliency
Rescaling

In this step, I focus on how well we can interpret the tempo-
ral feature importance of time series models and their tem-
poral dependencies with a fixed input context. Calculating
the change of feature relevance with time is the key to under-
standing the contribution of those features, their interactions,
choosing important features, and finding shifting points (Le-
ung et al. 2022; Ozyegen, Ilic, and Cevik 2022).

Recent benchmarks have shown that interpretation meth-
ods underperform in the time domain (Ismail et al. 2020)
for not considering the temporal order and relation of the
data. Techniques that aim to highlight important observa-
tions by treating them independently face significant limita-
tions when the same observation can vary in importance to
predictions at different times, defined as a temporal depen-
dency.

Another limitation of some prior works is that they use
the last time step to calculate the input feature importance
(Ismail et al. 2020; Tonekaboni et al. 2020). But when there
is a delay between the important feature shifts and a change
in the target output, those dynamics are difficult to capture
using such an approach (Leung et al. 2022).

To address these challenges, I propose a novel windowed
temporal saliency rescaling technique that determines the
importance of a given observation in time to a prediction
horizon over the input look-back window. Compared to the
related works (Ozyegen, Ilic, and Cevik 2022; Leung et al.
2022), this solution calculates the importance of each input
time step separately, then rescales the feature importance
across different lookback positions using it. Hence doesn’t

Phase Completed? Est. Remaining
Phase-I Yes -
Phase-II No 10%
Phase-III No 20 %

Table 1: Progress Summary as of December 1, 2023.

assume the sole importance of the last time step and consid-
ers temporal dependency. In short, I plan to,
• Collect multiple datasets covering both classification and

regression tasks. Train deep learning models with differ-
ent architectures on these datasets in a multi-horizon set-
ting with a fixed look-back window.

• Use the proposed novel algorithm to calculate the impor-
tance of the input features over the input window. Bench-
mark the performance using recent local interpretation
methods for time series.
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