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Abstract— Faced with the complexities of managing natural
gas-dependent power system amid the surge of renewable inte-
gration and load unpredictability, this study explores strategies
for navigating emergency transitions to costlier secondary fuels.
Our aim is to develop decision-support tools for operators
during such exigencies. We approach the problem through a
Markov Decision Process (MDP) framework, accounting for
multiple uncertainties. These include the potential for dual-
fuel generator failures and operator response during high-
pressure situations. Additionally, we consider the finite reserves
of primary fuel, governed by gas-flow partial differential
equations (PDEs) and constrained by nodal pressure. Other
factors include the variability in power forecasts due to renew-
able generation and the economic impact of compulsory load
shedding. For tractability, we address the MDP in a simplified
context, replacing it by Markov Processes evaluated against a
selection of policies and scenarios for comparison. Our study
considers two models for the natural gas system: an over-
simplified model tracking linepack and a more nuanced model
that accounts for gas flow network heterogeneity. The efficacy of
our methods is demonstrated using a realistic model replicating
Israel’s power-gas infrastructure.

I. INTRODUCTION

The coupling between gas and power grids, particularly
from the perspective of power system operators, has been
well-explored in the literature. For instance, [1] examines the
effect of increased wind penetration as a renewable energy
source on the connected natural gas system. The dependency
of unit commitment in power systems on gas infrastructure
is addressed in [2], which explores coordination methods
between the two systems. A simpler, steady-state model
of the gas system is used in [3] to develop a gas-aware
unit commitment problem. In contrast, dynamic models are
reintroduced in [4], where a rank minimization approach is
employed to solve the gas-aware look-ahead commitment
problem more tractably. Finally, [5] acknowledges the ex-
change of uncertainty between power and gas systems via
gas-fired generators and proposes methods for managing this
uncertainty.

It is important to note, however, that much of this research
focuses on standard operational conditions. The critical issue
of gas-grid interdependency during emergency scenarios
remains largely unexplored.
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In addition, the availability of alternative fuel sources for
gas-fired generators is often overlooked. Nevertheless, the
advantages of maintaining a significant dual-fuel capability
within the generation fleet —particularly in the face of po-
tential supply disruptions — are well recognized. According
to [6], approximately 13% of U.S. electricity generation
capacity has the flexibility to switch between natural gas
and oil. However, the specific challenges regarding timing,
reliability, and the complexities involved in transitioning
from primary to secondary fuel sources at scale remain
largely unexplored.

Notably, this problem is of a special significance for
energy management in quite a number of relatively small
and partially isolated countries or regions, including Ireland
[7], South Korea [8], Texas, US [9], and Israel, to name
a few. In this article, we use Israel as a case study, as
its grid relies heavily on gas-fired power units, creating a
strong interdependency between the electric system and the
gas system. The Israeli gas system currently operates with
only two injection points and does not rely on imports or
storage, at least at present. Any disruption or fault in the
gas system necessitates nearly instantaneous actions on the
electric system side to ensure an adequate supply of electric-
ity during uncertain, pre-emergency, or emergency periods
when gas becomes unavailable. Within this critical time-
frame, operators must swiftly devise strategies to transition
from primary fuel sources, typically gas, to secondary fuel
sources, typically diesel.

The main contribution of this article is the introduction of a
modular scheme model for emergency planning, in response
to an unforeseeable gas shortage, that relies on a Markov
Decision Process (MDP) to represent the inherent stochastic
nature of the process. This model is then used to address
two fundamental questions. Firstly, what strategy should
a power system operator adopt when operating dual-fuel
generators, which might not be fully reliable, to transition
from their primary to secondary fuel? Secondly, what are
the implications of such a decision in terms of reliability,
economic impact, and customer satisfaction?

This manuscript is structured as follows. In Section II, we
elucidate how an optimal policy for a system-wide transition
from primary to secondary fuel can be phrased as a MDP
problem. Section III details ways to tackle the solution
of this problem and why, given the inherent complexity
of this formulation, we delve into both approximate and
heuristic methods to solve the problem. Section IV outlines
our empirical methodology, showcasing it through several
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parameterized use cases. We conclude our discussion and
highlight future directions in Section V.

II. PROBLEM FORMULATION

The situation we are studying in this work is an unfore-
seeable gas shortage. While, in theory, actions to mitigate
its effects can be undertaken in both systems and jointly
optimized, in many cases, the two systems are operated by
two different companies which will want to minimize their
own liabilities. Therefore, in the present work we focus on
the actions that can be performed by a power system operator
only. The schematic representation of the emergency plan is
shown in Fig. 1. Each block in Fig. 1 can be modeled with
more or fewer details. In the the following paragraphs, we
detail our choices.

Operator a

Observation Action

Power System

Gas System vt Gen. Outputs pg

A
Dispatch
A
Gen. Status o
Combined System s;

Fig. 1. Diagram illustrating the relationships between system operator
actions affecting generator status, the resulting states of the generators and
gas systems, and the corresponding observations.

a) Operator’s Actions & Generators’ Statuses: Our
analysis simplifies the intricate dynamics of natural gas and
electric power networks, focusing specifically on the man-
agement of dual-fuel units. The grid operator has the author-
ity to instruct generators to switch between their primary and
secondary fuels, initiate a shutdown, or start up. However,
generators may fail to execute these commands. For instance,
combustion instability could disrupt a smooth fuel transition
and result in an unintended shutdown. To account for these
uncertainties, we model the system dynamics as a Markov
Decision Process (MDP), depicted in Fig. 2.

We consider the electric system’s state ¢, which includes,
among other factors, the statuses of generators, ;. Each unit
can be in one of three operational states, with four possible
transition states between them. Detailed descriptions of these
transitions are provided in the caption of Fig. 2.

b) Generation Dispatch: The three blocks under the
power system in Fig. 1, grouped together, can be interpreted
as associated with a unit commitment task. This task is
divided into two stages. First, the status of each generator
is determined based on the operator’s commands and the
current state of the gas system. Next, the participating
generators are dispatched optimally by solving a DC-Optimal
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Fig. 2. The Markov Process describes transitions between the operational
states of a generator, which can be in one of three main states: Main Fuel
(MF), Secondary Fuel (SF), and Offline (OFF). Additionally, there are
transient states, e.g., (OM) and (OS), which represent transitions between
OFF and MF, and between OFF and SF, respectively. These transient states
consist of multiple sub-states (not shown), with the number of sub-states
determined to match the expected transition duration based on the time step,
At. The sub-script XX corresponds to the transient states (MS, SM, OS, or
OM). States are color-coded based on their energy production status: green
and blue states consume gas or diesel respectively. Actions are similarly
color-coded: grey indicates no action, yellow represents a transition, purple
and cyan denote start-up using main and secondary fuels respectively,
and red represents shutdown. Shutdowns are considered instantaneous and
reliable, with no transition state associated with them.
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where p, represents the dispatch of generator g, p‘;in and

pg‘a" are its limits, and ¢, is the associated cost function.

Here, b;; is the susceptance of the line between buses ¢
and j, ;;mx is the thermal limit of the line, d; is the
load at bus i, and 6; is its phase angle. The inclusion of
nodal load shedding terms &; and their associated costs ¢;
ensures that the optimization problem (1) remains solvable.
Temporal dependencies are not explicitly shown in Eq. (1),
with subscripts ¢ and summations over time omitted for
clarity. The dependency on o, in Egs. (1a) and (1b) reflects
the fact that generator costs vary based on whether they
are running on primary fuel (natural gas) or secondary fuel
(diesel).

c) Gas System: Once actions have been implemented,
and generators’ outputs set, the gas system is evolved for
the duration of a time step At¢. Assuming that the states
of the gas and power systems at time ¢ are labeled ~; and
¢, respectively, the state of the gas system is updated as
Yer1 = F (7, Ct). If the function F' is a proper description
of the system dynamics, it asks for the solution of a system
of PDEs and hence the use of a dedicated simulator [10]. As
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described in [11], the generators’ fuel intakes f, is obtained
from their outputs p,, by the heat rate curve

max

2
fg =00+ alpg/pg pae> (pg/prgnax) 5 (2)

where o, a1, and a are the coefficients of a fitted quadratic
function, which may be uniquely assigned for each unit in
the system. Subsequently, fuel intakes f, are consolidated
by station. As shown in Fig. 1, generator states o; can be
forcibly changed if =y, satisfies certain conditions, e.g. if the
pressure at a substation falls below a threshold, 75 < wg‘li“,
the generators supplied by this substation are forced to be
shut down instantaneously.

In the spirit of the copperplate model, introduced below,
the gas system dynamics can also be approximated by only
focusing on linepack changes. In this case, F' reads

Ly =10 —A(C), 3)

where A((;) is the amount of gas consumed during the
time step. Here we define linepack in GWh; this conversion
assumes a constant of proportionality between mass of gas
consumed and energy generated. An efficiency factor 7,
0.40 is used, leading to A(C) = 3, cimr s} g Poit AL
The linepack’s depletion switches units in MF or Tyg to
OFF.

A. Israeli Infrastructure

a) Copperplate System: We assume that the Israeli
power system sees no congestion. Consequently, constraint
(1d) can be neglected. This has the subsequent effect that
loads d; and load shedding terms &;, defined in problem (1),
can be gathered into global quantities, d, and &; respectively.

b) Simplified Dispatch: The fact that roughly 40% of
the country’s generation capacity is still state-owned allows
us to simplify the generation dispatch and bypass the reso-
Iution of an OPF. The following simplified dispatch scheme
is used

max

Dot = € DR 4 (1 — &) P

g s V9€EQG, “4)
with €, is a global signal varying between 0 and 1, balancing
between maximum and minimum power output levels. Its
value is set so that generation meets demand, if possible.

c) Homogeneous Fleet: For the sake of simplicity and
interpretability, we assume that all generators are dual-fuel
units; other generators were factored out. We further assume
that they all belong to the same reliability class, defined
by their transition probabilities dictating the behavior of the
MDP, which are displayed in Table I .

Pabort Psucc Pfail Pstart
super-reliable 0.01 0.98 0.01 0.98
reliable 0.05 0.90 0.05 0.90
fairly reliable 0.10 0.80 0.10 0.80
unreliable 0.15 0.70 0.15 0.70
TABLE I

TRANSITION PROBABILITIES FOR DIFFERENT GENERATOR CLASSES.
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d) System Overview: We use a synthetic model of
the Israeli infrastructure, consisting of 83 dual-fuel 150MW
which are supplied from one of 11 nodes of a simplified
natural gas transmission system, see Fig. 3. Generation and
load shedding costs are assumed to be linear. Unserved
energy is priced at $20,000/MWh. Marginal costs of primary
and secondary fuels are set at $30/MWh and $420/MWh.
These prices are consistent with those present in Israel’s real
energy market. We assume that it takes 20 minutes for all
generators to transition between fuel types, or to start up.
We have set the pressure 7" at which they can withdraw

s
gas from the substation at 50bar.

# units
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Fig. 3. Map of the Israeli gas system and list of units. Gas platforms
denote the two injection points, which are lost at the start of the emergency
scenario. The three regions used in Fig. 8: North (green), Center (red) and
South (blue).

e) Complexity of Actions: Transitioning of generators
is limited by the number of available personnel, prohibiting
simultaneous transitions of multiple units. To mitigate this
limitation, we set a maximum number of allowable actions,
#a, < K, K € {1,2,3,...}, for the system operator at any
point in time.

Finally, the objective function can be concisely phrased as

T
min E{Z (f(o'ta ) + Z C(Ug;t;pg;t)):| ;o (5a)
ai,...,at =1 geg
S.t.
o1 =T(ay, o1,7t), (5b)
Yer1 = F (v, ), (5¢)

where the function 7" gathers the random drawing of the
new states o based on the MDP and the projection due to
conditions met by ;.

Before moving on, we would like to emphasize that
the assumptions and simplifications made here are, by no
means, shortcomings of the model we present in this work.
They only allow us to develop and to rapidly validate our
methodology, which can seamlessly be extended to richer,
more complex systems. However, the interpretation of the
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results as general guidance to system operators, which is the
intention of this preliminary work, would be more difficult.

III. METHODOLOGY

Our approach streamlines a complex stochastic optimiza-
tion challenge by integrating key factors into the objective
function. These include: (a) limiting simultaneous transitions
of dual fuel generators, (b) optimizing gas re-distribution
along the system (subject to pressure limits), (¢) minimizing
operational costs, (d) reducing switching efforts, (e) delaying
the switch to secondary fuel to hedge against premature gas
supply restoration, and (f) curtailing the load shedding costs.
This encapsulates a risk-economy trade-off and addresses the
inherent stochastic nature of fuel transitions.

To illustrate the inherent uncertainties and challenges in
the decision-making process, let us examine a simplified
example. Suppose the operator perceives an immediate re-
quirement for a swift transition to secondary fuel. An initial,
straightforward response might be to instruct all dual-fuel
generators to switch fuels simultaneously and promptly.
Should this transition occur seamlessly and efficiently, it
would be considered an ideal outcome. Nevertheless, this
rapid and uniform approach carries significant risks. A failure
in one or more units during such an abrupt transition could
lead to a decrease in the power supply, causing insufficient
energy distribution to consumers, and may necessitate load
shedding, which is highly undesirable.

On the other hand, if the operator opts for a cautious
approach, transitioning one unit at a time, this method might
still lead to load shedding. In a simplified scenario, the
linepack — the gas volume within the system — might be
depleted before completing the transitions. In a more com-
plex system analysis, which takes into account the inherent
dynamics of the natural gas system, generators might need
to be disconnected due to pressure drops below acceptable
limits at their associated gas stations.

Therefore, the ideal strategy likely falls between these
extremes, necessitating a balanced approach that carefully
navigates the trade-offs. This project aims to understand
these complexities and devise a decision-making framework
that offers optimal and practically viable solutions to the
operator.

a) Dynamic Programming Approach: Dynamic Pro-
gramming (DP) offers a theoretically robust framework to
solve MDPs given known transition probabilities. However,
DP faces computational challenges, often becoming pro-
hibitively expensive as the dimensionality of state and action
spaces increases — a situation typical in power systems
with numerous generators. Particularly demanding is the
incorporation of constraints on transition numbers per step,
such as K < 10. To respect this limitation, we identify
functions of primary variables from exponentially large sets,
emphasizing the need for practical, albeit approximate, so-
lutions as presented in this study.

b) Parameterized Markov Processes: For this research,
we generate a sequence of actions to be followed by the
system operator from a parameterized Markov Process, a
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pragmatic approach that generates and evaluates multiple
viable action plans based on rule-based selections. Although
this method may not guarantee the discovery of an optimal
solution, it facilitates the iterative refinement of strategies
and inspires the development of novel alternatives. While
Parameterized Markov Processes (PMP) may not achieve
an optimal solution, it is still successful at mitigating load
shedding in the event of an emergency, when convergence to
optimality may not be sought. Moreover, the parameters, and
thus the “correct” heuristics, may be learned from experience
rather than fixed. Such an evolving policy may converge
to optimality if recovered through Reinforcement Learning
(RL) [12]. An in-depth analysis of PMP and its implications
will be further discussed. In Section IV-A, we adopt a
simplified approach to model the gas system, focusing solely
on its linepack (overall current capacity). This abstraction
facilitates the exploration of a broader range of scenarios
and hyper-parameter settings, albeit in a less detailed manner.
Subsequently, in Section IV-B, we narrow our focus to the
most realistic scenarios and employ a detailed model to
simulate gas flow across the network. This involves solving
the Partial Differential Equations (PDEs) that characterize
gas flows for each generated sample path in the Markov
Process (MP).

Algorithm 1: Prescribed emergency plan at time ¢.

Input: Maximal number of actions K and reserve
capacity R;
1 action < 0;
2 while action < K do

3 if available capacity < demand + reserve then
4 ‘ start up an offline unit on secondary fuel;

5 else

6 ‘ transition a main fuel unit to secondary;

7 end

8 action < action + 1;

9 end

IV. NUMERICAL INVESTIGATION

As outlined earlier, we convert the MDP Eq. (5) into pa-
rameterized Markov Process to explore different operational
scenarios. This approach allows us to examine a subset of
the decision-making elements of the original MDP. A time
resolution of At = 5min was chosen for these experiments.

A. Linepack Limited Emergency Policy

In this first set of simulations, the two systems are ap-
proximated by “copperplate” models. In that setup, the two
meaningful control parameters are the maximum number of
actions K per time step the operator can perform and the
reserve capacity R which acts as a fail-safe during transition
failures. In order to study their effect, the fundamental MP
rules are detailed in Alg. 1. The available capacity is defined
by adding up the capacity of available units as ZUW cg Py
We simulate 10,000 runs for each parameter set. In all the
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Fig. 4. Scenario with super reliable units and K is set to 1 (column a)

and to 10 (column b) and the reserve is R = 500MW.

following figures with shaded areas, the solid line represents
the mean value and the areas display, for the darkest to the
lightest, 90%, 98% 99.8% and the complete observed range.
The initial linepack [y, indicating the primary fuel available
at the emergency’s start, is assumed to be at 60GWh unless
otherwise stated.

The first factor we examine is the impact of limiting the
maximum number of actions available at each time step.
Although we do not explicitly quantify the complexity of
emergency plans, simpler policies are generally preferred.
The left column of Fig. 4 presents the results for super-
reliable units when only one action is available. In this
scenario, the linepack is depleted, leading to a rapid increase
in system costs. Conversely, as shown in the right column,
allowing the operator to perform 10 actions results in a faster
transition and preserves most of the linepack.

Since secondary fuel is more expensive than the main
fuel, it would be expected that option (b), with K = 10,
leads to a higher cumulative cost compared to option (a),
where only one action is allowed, as more units are likely
to switch to secondary fuel. However, there is a small
probability, approximately 1 in 10,000, that the transition
completes before gas depletion in option (a), making it
potentially cheaper in such rare cases. This motivates the
system operator to consider protocols with a high K, but still
impose an upper limit to prevent unnecessary transitions to
secondary fuel.

Next, we analyze the impact of varying reserve capacity
R for fairly reliable units. In column (a) of Fig. 5, no reserve
is allocated. As expected from the startup and transition
success probabilities, the fairly reliable units experience more
frequent failures compared to the super-reliable units used in
Fig. 4. Consequently, the overall state of the fleet becomes
more uncertain; for example, in some cases, the number of
offline units exceeds the average by at least five units, which
inevitably leads to load shedding. Naturally, maintaining a
reserve comes at a cost, as more units must participate in
the dispatch.

In column (b), the reserve capacity is set to 1 GW, allowing
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approximately six units to fail before load shedding becomes
necessary. Notice that the number of generating units is
higher compared to column (a). Interestingly, apart from
a slight increase in the number of units using secondary
fuel, the transition unfolds almost identically in both cases.
However, when considering the energy not served — defined
as the integral of load shedding over time — the two scenarios
differ significantly. In option (b), load shedding is avoided in
nearly all simulations, and when it does occur, its magnitude
is minimal.
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Fig. 5. Scenario with fairly reliable units and max number of actions K is
set to 5 and with no reserve capacity R = OMW in (a) and with a reserve
capacity R = 1000MW in (b). The bottom plot shows the status of the fleet:
the number of generators on main fuel, on secondary fuel, on transition, and
offline are displayed in blue, green, purple and red, respectively.

Our first two use cases illustrate the impact of the number
of available actions and reserve levels, as well as the effect
of unit reliability class under a fixed demand profile. We
now shift focus to examine the influence of varying demand,
as depicted in Fig. 6. To explore this, we consider three
synthetic demand curves: Nighttime — initially decreasing,
then rising, Noon — initially increasing, then decreasing, and
Morning — characterized by consistently rising demand. At
first glance, Morning appears to be the least opportune time
for a gas shortage, given the rapidly increasing demand.
However, since the system demand is low at the onset of
the shortage, a significant portion of the fleet is offline and
can be started directly on secondary fuel.

In contrast, Noon proves to be the most challenging
scenario. Higher initial demand means that more units are
running on main fuel and need to transition to secondary
fuel. In some instances, the linepack depletes, leading to load
shedding. Under such circumstances, it is advantageous to
allow a larger number of simultaneous actions, e.g., K > 5.
Nighttime, though it also begins with most units on main
fuel, is relatively uneventful as the demand decreases. By
the time demand rises again, the transition process is already
underway. It is worth noting that the precise course of the
transition depends not only on the demand profile but also

on the state of the gas system and control parameters in the
PMP.
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Fig. 6.
and a reserve R = 1GW.

Thus far, we have changed at most one control parameter
per use case. As a last study for this copperplate model, we
search for the optimal values of ? and K. With Fig. 6, we
have seen their optimal values depend on the load profile
under consideration. In Fig. 7, column (a) shows the level of
the linepack at termination, and the total cost over the episode
for unreliable units. We observe that, for this class of units,
it is almost impossible to prevent the linepack from being
depleted. With respect to cost, the cheapest strategy is to
maximize both the number of allowed actions and the reserve
capacity. On the other hand, if the units are more reliable,
the cheapest strategy occurs at lower reserve and number of
actions. These findings are aligned with those in Figs. 4 and
5 and their respective commentary. If the operator’s objective
is a trade-off between minimizing the costs and preserving
linepack, the optimal strategy is inclined towards allowing
more actions.

It is worth noting that, for the unreliable units in the first
row of Fig. 7, there are some cases for K < 5 in which
the cumulative cost increases as the reserve increases. It
is intuitive to expect that an increase in reserve capacity
should protect against load shedding, thereby reducing the
cumulative cost. Thus, the increased cost likely stems from
a greater number of units running on secondary fuel. This
is consistent with the linepack observations in the second
row, as running units on secondary fuel reduces the need
for main fuel (natural gas) to be depleted. Nonetheless, in
all cases and for all reliability, the lowest costs are observed
when the most actions are allowed, e.g., K = 5, 10. Indeed,
for K = 10, the expected decrease in cost occurs as reserve
increases. This substantiates the point made in the previous
paragraph, i.e., that the optimal policy involves maximizing
the number of allowed actions for the system operator.
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(a) Three generic load patterns: Nighttime, Noon and Morning. (b)—(d) the corresponding results for reliable units with K = 3 available actions
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Fig. 7. Columns (a) and (b) show the average cumulative costs in millions
of dollars (top) and remaining linepacks in GWh (bottom) for unreliable
and reliable units respectively.

B. Gas-Network-Aware Emergency Policy

The approach described in Section IV-A simplifies the
assessment by globally evaluating linepack, neglecting the
specific gas pressures at individual nodes. To more accurately
reflect the dynamics between the power and gas networks,
we integrate the real-time resolution of gas flow equations
into our decision-making framework.

The interaction between the power and gas systems is
monitored by concurrently logging demand and tracking the
gas system’s state evolution. Additionally, various scenar-
ios reflecting different transition strategies are examined,
influenced by the geographic distribution and reliability of
generation units throughout the network:

1A do not transition any units;
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Fig. 8. Comparison of the average amount of energy not served, in GWh for various strategies. The horizontal axes provide the percentage of observations
below the corresponding values on the vertical axes. In panel (a), a strategy favoring transitioning units in the North is employed, and the number of
allowed actions K is varied: 2 (dotted), 3 (dashed), 4 (dashdotted) and 5 (solid). In panel (b), strategies favoring the North (green), Center (red) and South
(blue) are compared against a random selection strategy (black). In panel (c), strategies prioritizing transitions for sites with low (cyan) and high (pink)
pressure are compared against the same random selection strategy. The number of allowed actions in panels (b) and (c) is set to 5.

1B randomly select units for transition;

2A select units in the north first, then randomly;

2B select units in the south first, then randomly;

2C select units in the center first, then randomly;

3A  select units supplied by gas stations with the lowest
pressures first;

3B select units supplied by gas stations with the highest

pressures first.

The strategies are chosen to highlight effective intuition-
guided protocols, and to contrast them with their counter-
parts. For example, in the event of a pressure fallout, it is
advantageous to retain units associated with higher pressure
gas stations, as they can withstand the fallout for a longer
duration than those units associated with lower pressure
gas stations. This motivates strategy 3A, prioritizing lower
pressure units for transitions, with strategy 3B included for
comparison.

For each of these strategies, we apply the policies 500
times and record the cumulative amount of load shedding, in
GWh, for each iteration. This quantity measures the relative
effectiveness of each strategy in serving the demand of the
Israel power system. The distributions of the load shed for the
different scenarios are depicted in Fig. 8. These simulations
reveal the sensitivity of the underlying Markov Process to
the selection criteria, as well as to the parameters governing
the actions of the system operator. In particular:

a) Number of allowed actions: In Fig. 8 (a), Strategy
2A is assessed when at most K units are allowed to be
transitioned at once, with K = 2,3,4,5. It is evident that
as the number of allowed actions increases, the amount
of load shedding decreases. While the increased flexibility
in increasing K is intuitive, a closer examination of the
sensitivity to K is required to determined the threshold value
of K, after which load shedding is reduced to nearly zero.

Determining this threshold is critical for system operators
to implement the suggested strategies successfully, as signifi-
cant load shedding can still occur under seemingly moderate
restrictions on K. The results suggest that the system oper-
ator should be permitted to simultaneously transition K > 5
units in order to achieve adequate reduction of load shedding.
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Finally, a similar trend with the increase of K is observed
for all of the other suggested policies, so the guidance is
widely applicable regardless of whether a random policy or
a rule of thumb is chosen by the system operator.

b) Geographic preference: In Fig. 8 (b), the geo-
graphically motivated strategies of prioritizing units in the
North, South, and Central regions of Israel for transitions
are compared as Strategies 2A, 2B, and 2C, respectively.
The geographic structure of the power system is not itself
sufficient to infer which region should be favored to result
in a stronger policy. However, prioritizing transitions in the
South is expected to be more favorable, as minimum pressure
constraints are more likely to be challenged in this regime.
Indeed, Strategy 2B, which favors transitioning units in the
South, achieves a higher probability of (nearly) avoiding
load shedding than favoring the north in Strategy 2A or
center in strategy 2C. However, the upper tail of the load
shedding distribution from 2B displays larger values than
for the random policy, demonstrating that the strategy is
more vulnerable to high degrees of load shedding for selected
scenarios. Furthermore, the performance of the three regional
strategies are comparable for a majority of the samples, with
the policies most distinguishable at their upper tails. To better
effectuate Strategy 2B, we may introduce additional reserve
to the system to mitigate the outliers observed in the present
data.

c) Gas pressure preference: In Fig. 8 (c), we evaluate
the gas pressure levels at stations containing the generators.
In Strategies 3A and 3B, priority is given to transitioning
generators associated with low and high-pressure stations, re-
spectively. Intuitively, transitioning low-pressure units seems
more advantageous, as these units are at greater risk of forced
shutdown if their station’s pressure falls below the minimum
threshold. The results confirm that Strategy 3A, which favors
transitioning low-pressure generators, generally performs
better. This is particularly evident in the upper quarter of
the examined distributions. However, the two strategies show
similar performance across a larger proportion of samples
than expected. This observation suggests that pressure-based
heuristics may not be as straightforward to identify, which
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strengthens the argument for random generator selection, as
discussed in the following paragraph.

d) Effectiveness of random policy: In panels (b) and
(c), Strategy 1, corresponding to a random selection criterion
for generator transitions, with all units in play, is shown in
black for comparison. It should be noted that the random
policy is overall effective, and is indeed more effective than
any of the regional policies 2A-2C, achieving the greatest
probability of near-zero load shedding. The success of the
random policy is not surprising, as the model of the Israel
system assumes that all generators are homogeneous; i.e.,
their upper and lower dispatch limits are the same, and the
coefficients of the heat-rate curve in Eq. (2) are also identical.
Moreover, the system is assumed to be “copperplate” without
transmission constraints, further increasing the homogeneity
of selecting units for transition. Under these assumptions, the
relative success of the random policy justifies the use of a
probabilistic decision-making procedure in unit commitment.
However, as the model is enriched and realistic parameters
and attributes are learned, rules of thumb in the spirit of
Strategies 2A, 2B, 2C, 3A, and 3B may be developed that
possess an inherent advantage to a random policy. This is
already evident in Strategy 3A, whose relative success may
be interpreted as a consequence of the primary distinguish-
ing factor between the power units, the pressures of their
supplying gas stations. This further emphasizes that the gas
dynamics must be faithfully accounted for in the decision-
making process on the power system side.

V. CONCLUSION AND PATH FORWARD

This project seeks to equip power-system control room
operators with tools tailored to aid in formulating strategies
to address critical or near-emergency scenarios demanding
swift decision-making. While our goal is not to replace
operators, we strive to provide them with computational tools
that streamline decision processes in situations where natural
gas resources are scarce and unreliable, thereby increasing
the risk of load shedding. Our solutions prioritize simplicity,
cost-effectiveness, trustworthiness, and explainability. To the
best of our knowledge, this manuscript is the first to frame
the problem, formulate it using a Markov Decision Process
(MDP), and then suggest an intuitive but reduced approach to
its resolution by evaluating multiple parameterized Markov
Processes (MPs). While we do not claim to provide a defini-
tive finite solution, we pave the way for a holistic resolution
to these challenges. Future work will involve generalizing to
a fully constrained optimal power flow model as described
in Section II. Other simplifying assumptions, such as the
homogeneity and identical performance of generators, will
also be relaxed. As well, efficient incorporation of the gas
dynamics, potentially including compressors, will be com-
pleted. Finally, the heuristic-driven policies will evolve into
a learned optimal policy via RL. In total, these adjustments
will enable broad applicability and scalability of our method
to a variety of interconnected power and gas systems.
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