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Abstract—The large volume of electroencephalograph (EEG)
data produced by brain-computer interface (BCI) systems
presents challenges for rapid transmission over bandwidth-
limited channels in Internet of Things (IoT) networks. To
address the issue, we propose a novel multi-channel asymmetrical
variational discrete cosine transform (DCT) network for EEG
data compression within an edge-fog computing framework.
At the edge level, low-complexity DCT compression units are
designed using parallel trainable hard-thresholding and scaling
operators to remove redundant data and extract the effective
latent space representation. At the fog level, an adaptive filter
bank is applied to merge important features from adjacent
channels into each individual channel by leveraging inter-channel
correlations. Then, the inverse DCT reconstructed multi-head
attention is developed to capture both local and global depen-
dencies and reconstruct the original signals. Furthermore, by
applying the principles of variational inference, a new evidence
lower bound is formulated as the loss function, driving the model
to balance compression efficiency and reconstruction accuracy.
Experimental results on two public datasets demonstrate that
the proposed method achieves superior compression performance
without sacrificing any useful information for BCI detection
compared with state-of-the-art techniques, indicating a feasible
solution for EEG data compression.

Index Terms—Brain-computer interface (BCI), edge-fog com-
puting, EEG data compression, discrete cosine transform, multi-
channel asymmetrical network, evidence lower bound.

I. INTRODUCTION

He brain-computer interface (BCI) is emerging as a piv-

otal technology within the framework of Industry 4.0 [1].
BCI facilitates direct communication between the human brain
and machines, bypassing traditional physical interfaces [2].
This capability holds transformative potential for enhancing
automation and operational efficiency in industrial environ-
ments. For instance, BCI allows operators to control robotic
arms or machinery with greater precision and less physical
effort [3]. Furthermore, BCI can enhance worker safety by
monitoring cognitive load and stress levels [4].
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Fig. 1: Edge-fog computing framework.

The BCI system captures brain signals by measuring
metabolic activity through functional near-infrared spec-
troscopy (fNIRS), magnetic activity using magnetoen-
cephalography (MEG), or electrical activity via electroen-
cephalography (EEG) [5]. EEG is recorded via electrodes
placed on the scalp. It is widely utilized and well-suited for
industrial applications due to its non-invasive nature, cost-
effectiveness, high temporal resolution, and portability [6].

The integration of BCI into the industrial field is intri-
cately linked with the Internet of Things (IoT) [7], [8]. In
smart factories, [oT enables various devices and systems to
communicate and operate cohesively. BCI-equipped operators
can manage multiple IoT-connected devices simultaneously
to optimize workflows. However, the vast volumes of EEG
data generated by the BCI system pose significant challenges
to rapid transmission and real-time analysis in bandwidth-
limited channels [9]. Edge and fog computing frameworks [10]
address these challenges by deploying the edge gateway close
to the data generators, such as biosensors, to perform real-time
data compression, as illustrated in Fig. 1. The compressed data
is then transmitted to the fog gateway for decompression and
feature extraction before being forwarded to BCI applications.
Additionally, the reconstructed data is uploaded to the medical
health cloud for storage and further analysis. Finally, both
the applications and the medical cloud provide feedback to
the users. The fog gateway, positioned between the cloud
and the sensors, provides an intermediary layer that enhances
processing capabilities and reduces reliance on cloud resources
for comprehensive data analysis. In contrast, while the edge
gateway is situated near sensors, it is limited in its com-
putational capabilities, rendering it insufficient for complex
tasks such as training neural network models and performing
extensive analyses on large-scale EEG datasets. Therefore,
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an efficient low-complexity EEG compression algorithm is
required at the edge gateway to eliminate redundant data,
reducing the latency, data transfer costs and bandwidth.

EEG signal compression techniques are generally divided
into three main categories: traditional signal processing meth-
ods, neural network-based methods, and transform-based
learning techniques [11].

Traditional signal processing methods, such as discrete co-
sine transform (DCT) and discrete wavelet transform (DWT),
have been extensively employed in EEG data compression.
These compression techniques can be categorized into single-
channel and multi-channel schemes. In the single-channel
methods, each EEG channel was processed independently
using compression techniques, e.g., the fast DCT [12],
DWT [13]. In contrast, multi-channel compression algorithms
perform simultaneous compression of EEG signals across all
channels by exploiting inter-channel correlations. For instance,
Hejrati et al. utilized the K-means algorithm to cluster EEG
channels [14]. Similar channels were then grouped to eliminate
inter-channel dependencies, thereby reducing the data size.
However, the maximum compression ratio achieved in [14]
was smaller than 3, indicating a low compression efficiency.

Recently, neural networks have been increasingly utilized
for data compression due to their capacity to learn complex
data representations, such as the underlying patterns in EEG
signals. Among these methods, autoencoders are the most
frequently employed for compression tasks. For instance, the
convolutional autoencoder (CAE) [15] and variational autoen-
coder [16] have demonstrated their efficacy in EEG data com-
pression by applying convolutional layers, max-pooling layers,
and evidence lower bound (ELBO) to optimize their models.
Furthermore, Lerogeron et. al proposed a neural network-
based approximation of dynamic time warping (DTW) as a
reconstruction loss function, enhancing the ability of convolu-
tional autoencoders to compress EEG signals while preserving
essential information [17]. Nevertheless, these autoencoder-
based models capture effective latent representations of EEG
signals by incorporating numerous convolutional layers or
linear layers, leading to increased computational complexity
and higher hardware costs.

Over the past few decades, transform-based learning meth-
ods have gained considerable attention in EEG data compres-
sion for their ability to reduce data size while maintaining
critical signal information. The authors in [18] proposed a
learning-based adaptive transform method, which combines
the DCT with an artificial neural network (ANN) to achieve
near-lossless compression. The DCT is utilized to compress
the original data, and then the MLP further compresses the pri-
mary DCT coefficients. Additionally, an asymmetrical sparse
autoencoder [11] was designed for compressing EEG sensor
signals. This model integrates a low-complexity DCT layer
within the encoder module to eliminate redundant coefficients
and generate the latent representation. In contrast, the decoder
module is equipped with additional linear layers to improve the
quality of signal reconstruction. Nonetheless, These models
function as single-channel approaches, where EEG signals
are compressed and reconstructed on a per-channel basis, ne-
glecting the correlations that exist among multi-channel EEG

signals. As a result, the reconstruction accuracy is limited.

To address the aforementioned issues, this paper proposes a
novel multi-channel asymmetrical variational discrete cosine
transform network (AVDCT-Net) to compress EEG signals
across all channels simultaneously within the edge-fog com-
puting framework. At the edge gateway, each channel is
processed through a linear layer, followed by a low-complexity
DCT compression unit (DCU) in the encoder module. In
this unit, parallel hard-thresholding nonlinearities eliminate
redundant data, while multiple scaling operators serve as an
approximate filter bank within the DCT domain. The entire
compression process is guided by an ELBO-based cost func-
tion, enforcing a regularization constraint on the latent space
coefficients to ensure a more structured and efficient represen-
tation. At the fog gateway, the decoder module reconstructs the
EEG signal from compressed data utilizing an adaptive filter
bank, inverse DCT (IDCT) reconstructed multi-head attention
(IRMHA), and linear layers. The key contributions of this
paper are summarized as follows:

1) We propose a novel edge-fog computing-enabled multi-
channel AVDCT-Net model to perform EEG data com-
pression. By introducing the DCU to the encoder and
employing the newly derived ELBO as an objective loss
function, the AVDCT-Net achieves the trade-off between
compression efficiency and reconstruction fidelity. Ad-
ditionally, the encoder module exhibits low complexity,
making it well-suited for deployment on edge gateways
with limited computational resources.

2) An adaptive filter bank is implemented to promote the
incorporation of important features from neighboring chan-
nels into each individual channel by leveraging the inter-
channel correlations. This adaptive integration enhances
reconstruction accuracy by compensating for any potential
information loss that may occur during compression.

3) We design a new IRMHA based on the multi-head attention
(MHA), hard-thresholding operator, and IDCT. The MHA
mechanism strengthens the decoder’s feature extraction by
capturing both local and global dependencies, while the
IDCT aids in accurately reconstructing the original data.

4) Evaluation results demonstrate that the proposed method
surpasses other state-of-art compression models in terms
of compression efficiency and reconstruction accuracy on
two EEG datasets: the BCI2 dataset [19] and the BCI3
dataset [20]. Moreover, it is experimentally shown that the
proposed method achieves effective EEG signal compres-
sion without compromising any important information for
the BCI detection system.

II. PRELIMINARIES
A. The Discrete Cosine Transform (DCT)

The discrete cosine transform (DCT) [21] is extensively
employed in data compression, particularly within established
standards such as JPEG [22] for image compression and
MPEG [23] for video compression. Similar to the discrete
Fourier transform, the DCT transforms a signal from the time
domain to the frequency domain, allowing the data to be
represented as a sum of cosine functions oscillating at various
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frequencies. Given a sequence x of length L, the orthogonal
type DCT-III is computed as follows:

/1 7 = ™ 1
X, = L:co—i—\/;lzzlxlcos [L (z+2> l}, (D

where 0 < ¢ < L — 1. The inverse DCT (IDCT) is defined as:

L—-1
|
n—an;XiCOS[L (Z+2>’I’L:|7TL—0,,L

1f n = 0, otherwise «,, = \/E

where «,, = .

The DCT is effectlve at concentrating the majority of signal
energy into a limited number of low-frequency components.
This capability allows for the preservation of critical informa-
tion while enabling the elimination of less significant high-

frequency data.

-1 @

B. The Variational Autoencoder (VAE)

A variational autoencoder (VAE) [24] is a generative model
that integrates principles from deep learning and Bayesian
inference. Its application spans a wide range of tasks, including
image synthesis, noise reduction and feature classification. In
the VAE formulation, the observed data x are presumed to be
generated by an underlying stochastic process, which involves
an unobserved latent variable z and is parameterized by 9. Its
marginal log-likelihood can be expressed as:

log py(x) = 10g/p19(x7z) dz. (3)

Direct computation of this integral is often intractable due
to the complexity of the joint distribution py(x,z). To solve
this problem, an approximate posterior distribution g, (z|x) is
introduced to serve as the encoder, where ¢ represents the
weights. After that, Eq. (3) is rewritten as:

pﬁ(xvz)
log py(x) = log / G (2]x) ——— dz. O]
v Qv(zlx)
Next, applying Jensen inequality to Eq. (4) yields the
Evidence Lower Bound (ELBO) L(x):

pﬁ(xaz)

Ingﬂ x) > E z|x |:10g

092 Basto |08 )

Given that py(x,z) = py(x|z)ps(z), the ELBO can be
further decomposed as:

py(2) }7 (6)

9 (2[x)

where py(x|z) models the reconstruction decoder and its
expected log-likelihood quantifies the reconstruction loss. Ad-
ditionally, the second right-hand side term corresponds to the
negative Kullback-Leibler divergence —Dk1,(q,(2z|x)||ps (2)).
It promotes a well-regularized latent space by penalizing
deviations of the approximate posterior ¢, (z|x) from the prior
distribution py(z). Therefore, Eq. (6) can rewritten as:

L(x) — Dk 1.(qp(2%)|lps(2)). (7)

It is noticed that Eq. (7) is tractable and can be optimized ef-
ficiently. Hence, ELBO is a surrogate objective function when

} =L(x). (5

L(x) = Eq., (z/x) [log py(x|2)] +Eq, (z1x) {log

=E,_(z/x) [log ps(x|2z)]

directly maximizing log py(x) is computationally prohibitive.
Moreover, maximizing the ELBO involves two key objectives:
improving data reconstruction accuracy via the expected log-
likelihood term and regularizing the latent space through the
KL divergence term.

III. METHODOLOGY

This section presents the proposed multi-channel asymmet-
rical variational discrete cosine transform network (AVDCT-
Net) for EEG data compression. The network employs an
encoder with low computational complexity, making it suitable
for deployment on a resource-constrained edge gateway. In
contrast, the decoder is designed with a more intricate structure
to improve the accuracy of data reconstruction. This asymme-
try is feasible because the decoder runs on a more capable fog
gateway, allowing for more intensive computational processes
than the edge gateway [10].

A. Asymmetrical Variational Discrete Cosine Transform Net-
work (AVDCT-Net)

In EEG systems, signals from all channels are captured
simultaneously via scalp electrodes within the EEG headset.
To maintain synchronization and minimize delays or data
backlogs, AVDCT-Net leverages a multi-channel framework
as shown in Fig. 2, enabling the concurrent compression of
signals across all channels. In this study, we employ 64-
channel EEG signals due to their widespread use in BCI
experiments for classification and detection tasks [19], [20],
[25]. Additionally, the collected signal from each channel is
segmented into short-time blocks of length L.

1) Encoder module of the AVDCT-Net at the edge gateway:
As shown in Fig. 2, the input block x. € R’ is initially
processed by the c-th linear layer to extract the features,
producing the filtered output X. € R, where 0 < ¢ < C — 1.
Here, C' = 64 denotes the total number of channels. Next, a
multi-channel DCT compression block is designed to perform
EEG data compression, as shown in Fig. 3. For each unit in
the block, the DCT is employed to transform EEG signals
from the time domain to the frequency domain using Eq. (1).
The resulting transformed signal, %, € R¥, is then passed
through N subbands. Each subband is equipped with a train-
able hard-thresholding operator and a scaling operator. The
hard-thresholding operator is applied to introduce nonlinearity
between the DCT and scaling operator. Additionally, it can
also eliminate small entries, which are typically redundant
information and noise in the DCT domain. It is defined as:

Xe,n

- Rc,n ()A(c) + tc,n : Sign (Rc,n ()A(c)) 3 (8)

where

Rc,n ()A(c) = Sigl‘l ()A(c) ) (|§(c‘ - tc,n)+ )

is the soft-thresholding operator [26]. t., represents the
threshold for 0 < n < N — 1, which is trained using the
back-propagation algorithm. (-) stands for the rectified linear
unit (ReLU) function. While the soft-thresholding operator can
be employed to denoise data, it may diminish the energy of
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Fig. 2: Block diagram of the asymmetrical variational discrete cosine transform network.
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Fig. 3: Multi-channel DCT compression block (MCDCB).

prominent DCT coefficients, resulting in errors during data
reconstruction.

In contrast to the manually designed quantization matrix
employed in the JPEG standards, our model incorporates
the trainable scaling vector that automatically optimizes the
weighting of each DCT coefficient during the training process.
The computation is defined as:

Yeon = Xen © Vens (10)
where o stands for element-wise product. The scaling vector
Ven € R is learned via the back-propagation algorithm.

Another perspective on the scaling layer pertains to the DCT
convolution theorem i.e., symmetric convolution in the time
domain can be achieved through element-wise multiplication
in the DCT domain [27]. It is expressed as:

x®w=D!(D(xoa)oD(woa))ok, (11)
where x € RY and w € RL are two vectors. D(-) and D~1(+)
denote the orthogonal type-III DCT and IDCT, respectively.

Algorithm 1: DCT compression unit

Input: x € R

Output: z € R-

Define: t,, € R, V,, € Rl Conv = Conv1D(in =

N,out = 1, kernel size = 1)

y = DCT(x) € R%;

forn=0n<N—-1;n=n+1do
e, = sign (y,) ([ynl — tn), € RY;
&, =e, +t,osign(e,) € RL;
h, =¢&,0V, € R,

end

h = Concat(h,,) € RV*L;

z = Conv(h) € RL;

return z € RZ:

® stands for the symmetric convolution [28]. a represents a
constant vector:

1/(2\/Z)a =0,
JI/@D), i>0,

where 0 < ¢ < L — 1. k[i] = 1/ali]. Hence, each scaling
layer in the DCT domain is akin to a trainable filter, as
it can be translated into symmetric convolution within the
time domain. Furthermore, the combination of N scaling
subbands constitutes a filter bank. It is experimentally shown
in section IV-G that a combination filter bank leads to the
improvement of feature extraction capability and compression
performance. In addition, the proposed model achieves optimal
compression results when NV = 3.

afi] = (12)

After the scaling layer, the coefficients across all subbands
are concatenated to form Y. € RY*L_ Then, the one-by-one
convolutional layer is introduced to reduce the dimensionality
of Y, from RV to RL, which increases the data compres-
sion efficiency in the latent space. Assume the convolutional
layer output is y. € R”. The overall operation in each DCT
compression unit is outlined in the Algorithm 1.
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2) Decoder part of the AVDCT-Net at the fog gateway:
After receiving the data from the encoder, the decoding process
begins with the application of the adaptive filter bank. In multi-
channel EEG systems, the signals recorded across different
channels are often correlated due to the distributed nature
of brain activity [29]. However, previous neural network-
based compression models almost ignored such inter-channel
correlations, which may provide important information for
reconstruction. Therefore, the adaptive filter bank is employed
to facilitate the integration of salient features from adjacent
channels into each EEG channel. In this framework, the
trainable scaling vectors g. and f. are employed as adaptive
filters, based on the principle that scaling in the DCT domain
can be equivalently transformed into convolution in the time
domain. The computation is expressed as:

} o
u =Y = (13)
Ye+Ye—10feq, 1<e<C—1,

. , 0<c<C-2,
so= et 08 D=5 (14)

U, 020717

where y. is the encoder output. u. and s, represent the outputs
of the first and second filter banks, respectively, as shown in
Fig 2. During the lossy compression process, some critical
information may be compromised. However, by employing an
adaptive filter bank, each channel can recover potentially lost
valuable information from correlated channels.

The adaptive filter bank output can be represented as a fea-
ture map S € RX*¢ . In multi-channel EEG signals, spatially
adjacent channels show inter-channel correlations, while each
channel also has intra-channel correlations after applying the
adaptive filter bank. Therefore, the IDCT reconstructed multi-
head attention (IRMHA) is designed to capture a comprehen-
sive range of local and global dependencies from the feature
map for original signal reconstruction. IRMHA comprises the
multi-head attention (MHA), hard-thresholding operator, and
IDCT. Specifically, S is first processed through three separate

linear transformations for each head. The transformations are
described as:

Qi =SWZ 4+ by, K; =SWE + by, V, = SW/ + by,

(15)
where W& € REXP, WK ¢ RE*P and WY € RO*P stand
for the transformation matrices that map the input dimensions
to a lower-dimensional space specific to each head. 7 indexes
the head number. D = % h = 4 represents the number of
heads. bg € RP, bx € RP, and by € RP denote trainable
bias. Then, each head applies the scaled dot-product attention
mechanism independently:

head; = Attention(Q;, K;, V;) = softmax <QlK%T) V,
(2 29 (2] 1) T \/5 (216)

Next, the outputs of each head are concatenated and linearly
transformed into the original input dimensionality:

S = Concat(head; , heads, . . . 7headlg)WO, 17)

where WO € RO*C s the transform weight matrix. S €
REXC is MHA output. As the neural network deepens, it
becomes increasingly susceptible to the vanishing gradient
problem. To mitigate this issue, a residual connection is
implemented, directly linking the input to the output of the
MHA as shown in Fig. 4. Subsequently, the hard-thresholding
operator, as defined in Eq. (8), is used to eliminate redun-
dant DCT coefficients and introduce nonlinearity after the
linear layer. The IDCT of the hard-thresholded output is then
computed using Eq. (2), producing the result S € RL*C,
Finally, the reconstructed C-channel EEG signal, represented
as Z € RE*C s obtained using C' linear layers.

B. The Evidence Lower Bound (ELBO) for AVDCT-Net

To optimize the compression ratio, it is a common practice
to impose a sparsity constraint on the latent space coeffi-
cients [11], [30]. While this approach mitigates redundancy,
it also penalizes the primary coefficients, potentially leading
to the loss of important information. Moreover, larger positive
coefficients incur greater penalties according to the sparsity
penalty definition [31]. To more effectively regularize the
latent space and improve reconstruction accuracy, we derive a
new ELBO for the multi-channel DCT compression block. In
our model, Eq. (7) can be rewritten as follows:

L(xc) = Eg, 5lxc) [log ps (xc|¥e)l—Dr (4 (Yelxe)|IPo(¥e))
(18)
where ¢, (y.|x.) represents the approximate posterior distri-
bution of the latent space DCT coefficients y. conditioned
on the observed data x.. py(x.|y.) stands for the likelihood
of reconstructing the original input x. from its encoded
representation y.. py(y.) is the prior distribution of y..

In our case, the actual distribution of y. is unknown.
However, the distribution of each DCT coefficient can be
mathematically analyzed as a Laplacian distribution charac-
terized by a location parameter i = 0 and a scale parameter
A [32]. Additionally, after the hard-thresholding and scaling
operators, smaller, correlated variables are eliminated. The
remaining larger variables represent distinct, essential signal
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components, which can be treated as independent. As a
result, each latent space coefficient can be assumed to be
independently and identically distributed in our model. Hence,
we represent ¢, (9c|X.) using a Laplacian distribution, for
0 <1 < L — 1. Furthermore, the probability density function
(PDF) of g, (yc|x.) can be defined as:

. o)) = LY [Iyell

Pl i) = (o (-G ) 09
where the scale function f(x.; ¢) is parametrized by encoder
neural network with parameters . || - || denotes the 1-norm.

Assume p(,;) is the PDF of ¢, (7c,1|x.). Fig. 5 illustrates
the curves of p(g.,) corresponding to five different possible
values of f)(x.;¢). It is observed that when the value of
fa(xc; ) decreases, the curve of p(g.,;) becomes narrower
and more peaked at zero, indicating a higher probability
for zero. Additionally, the decay rate of the tails increases,
resulting in a lower probability of extreme values. In EEG data
compression, the promotion of sparsity within the latent space
is pivotal for improving the compression ratio. Therefore, the
value of fy(x.;¢) is expected to be low. As mentioned the
section II-B, the prior distribution py(¥.) acts as a regularizer
by constraining q.,(¥.|x.) to be close to a predefined distribu-
tion. Thus, we choose py(y.) as a Laplacian distribution with
a small scale parameter \. Its PDF is represented as:

po(¥e) = (%)L exp (—@) )

After that, the term Dgr(qy(yelxc)|lps(¥e)) in Eq. (18)
can be calculated as follows:

(20)

DKL(QLP(S’C|XC) Ipo(¥e))

- 9o (YelXe) o
:/(ﬁp(yc|xc)log<p(7|)dy'c

pﬂ(yc)

f)\(xc; 99)[/ )\
=27 + Llog— — L. 21
A e I(xe; ) @D

However, the exact value of fy(x.;¢) is still unknown.
Next, we utilize maximum likelihood estimation to approx-
imately solve f)(x.;¢) based on the observed latent space
coefficients ¥. = [Je.1s---,Jed,- - Ye,r]- The likelihood of
fa(xe; ) is computed as:

Lik(fx(xc; 9)) = p(Fel fr(Xei )

"gc,l|

L—-1 1
- g ) (‘m) L (22)

To find the maximum likelihood estimate, we solve the
following optimization problem:

L1
- 1 _
arg max log p(¥¢|fr(x¢; 9)) = 7 Z [Fe.1]- (23)
Ia(xesp) 1=0

Then, Eq (21) is rewritten as follows:

L—-1 B
Z |yc,l 1 L-1
_DKL:—ZZO)\ +L10g)\_L10gzlz_%|gc,l|_L (24)
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Fig. 5: p(y.,;) with five different f(x.; ).

It is noticed that Dy achieves the minimum value when
L—1
>~ |¥e| = AL. Unlike the approach in [11], which penalizes

each coefficient towards zero, our model constrains the sum
of the latent space coefficients to a small nonzero value, AL,
thereby increasing the likelihood of retaining the important
DCT coefficients while eliminating the redundant ones. As A
approaches zero, D may exhibit numerical instability. To
mitigate potential overflow, D1, (qy(¥c|%c)||ps(¥e)) can also
be replaced with Dy, (po(¥e)||dp(Fe|%c)). This substitution
helps prevent numerical issues and promote sparsity in the
learned representations.

As mentioned in section II-B, the first right-hand term in
Eq. (18) represents the reconstruction loss. Here we use mean
square error as reconstruction loss, which is calculated as:

1 L-1

~ 2
]Eqw(yc|xc) [1ng19(Xc‘yC)] = Z Z (:Ecyl - Zc,l) s
=0

(25)

where z.; and z.; represent the input and output element,
respectively, 0 <c<C—-1,0<I<L-—1.
Consequently, the new ELBO is described as:

1 L—-1

[,n:—z

(@ey — Zc,l)2 —eDkr, (26)
1=0
where ¢ is the weight of the KL-divergence term. The training
objective is to maximize the ELBO. Additionally, we utilize
a threshold parameter p to adjust the compression ratio dur-
ing the training stage. When the percentage of zeros in y.
drops below the defined threshold p, the training procedure
is stopped. In this process, small coefficients, considered

redundant, are removed by being set to zero.

C. Data Encoding and Storage

The data transmission part is comprised of data conversion
and hybrid coding mechanisms, as depicted in Fig. 2. The
hybrid coding strategy is constructed by integrating Run-
Length Encoding (RLE) [33] with the Lempel-Ziv—Markov
chain algorithm (LZMA) [34] to enhance data compression
efficiency. Given that a double-precision floating-point number
takes up 64 bits of memory, whereas an integer utilizes only
32 bits [35], the conversion of floating-point numbers to
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integers is employed to optimize memory storage and enhance
transmission rates. The conversion process is executed as
follows:

¥e = Round(10" x y./w), (27)
where 7 is an integer, and w is the scaling parameter utilized
to adjust the compression ratio. Round(-) stands for the integer
rounding function. By utilizing RLE and LZMA compression
techniques, the EEG signal is encoded into a bitstream, which
is then prepared for wireless transmission. The entire process
begins with RLE, which efficiently removes sequential zero re-
dundancies in the latent space. Subsequently, LZMA is applied
to the RLE-processed data to achieve further compression.
Upon decoding, this compressed bitstream is reverted to its
original integer form, after which the AVDCT-Net decoder
reconstructs the signal on the fog gateway.

IV. EXPERIMENTAL RESULTS

A. Performance Metrics

In this section, to evaluate the compression performances
of different data compression algorithms, we analyze metrics
such as compression ratio (CR), percent root mean square
difference (PRD), normalized percent root mean square differ-
ence (PRDN), and quality score (QS) [30]. They are defined
as follows:

o CRis determined by dividing the original data size (), by
the compressed data size ()., providing a crucial metric
for evaluating the effectiveness of different algorithms in
reducing data size:

_ @
Qe
A higher CR demonstrates that the model is more profi-
cient at minimizing data size.

o PRD evaluates the accuracy of data reconstruction in
compression algorithms. It measures the discrepancy be-
tween the original data e?, and the reconstructed data e], ,
expressed as a percentage:

CR (28)

Z%:l (e5, — efn)z

Sy (€9,)°

where M represents the length of the data. A lower
PRD value indicates that the reconstructed data closely
matches the original data, signifying higher fidelity.

o PRDN represents the normalized form of PRD. It is
defined as:

PRD = (29)

x 100,

M 2 \2
Zm:l (61(;1 B ezm)

PRDN = x 100,  (30)

where € denotes the mean of the original signal. PRDN
provides a robust measure of similarity that is less sen-
sitive to mean shifts in the original signal than PRD. A
lower PRDN value signifies superior model performance.

o QS assesses the overall performance of data compression
algorithms. It integrates multiple performance aspects,
such as compression ratio and reconstruction accuracy:

CR

Q5= PRD’

A higher QS reflects that the algorithm excels in effec-

tively reducing data size while maintaining high fidelity.

€1y

B. Selected Dataset and Comparison Approaches

In this study, the performances of different compression
algorithms are evaluated on the BCI2 [19] and BCI3 [20]
datasets: 1) The BCI2 (Dataset-Ila) dataset provides the EEG
recordings for 10 30-minute sessions from 3 subjects (A/B/C).
They were collected from 64 electrodes (64-channel) placed on
the scalp with a sampling frequency of 160 Hz. To evaluate the
compression performances of different algorithms, we utilize
these 10 sessions from subject A, labeled sequentially from
“AA001” to “AA010”. 2) The BCI3 (Dataset-II) dataset was
recorded using Farwell and Donchin’s interface. It is composed
of 4 datasets: The recordings designated as “Subject_A_Train”
(ATr) and “Subject_A_Test” (ATe) were acquired from subject
A, whereas the recordings labeled “Subject_B_Train” (BTr)
and “Subject_B_Test” (BTe) were obtained from subject B.
The training and testing datasets comprise 85 and 100 64-
channel EEG recordings, respectively. Each recording com-
prises 15 rounds of repeated stimuli. In each round, the
intensification period was 100 milliseconds (ms), and the inter-
stimulus interval was 75 ms. Therefore the passing time for
one recording is calculated as (100+75)x12=2,100 ms. With
15 repetitions, the total time amounts to 31,500 ms. The
sampling frequency on the BCI3 dataset is 240 Hz. Hence,
each recording contains 7,560 data points for a single channel.

To verify the efficiency of the proposed data compression
algorithm, we conduct a comparison with the asymmetrical
sparse autoencoder with a DCT layer (ASAEDCT) [11], which
has demonstrated excellent compression performance. Besides,
a state-of-the-art EEG compression method based on an Edge-
Fog computing architecture is selected as a benchmark for
comparison [9]. It is developed using K-means clustering and
Huffman encoding (KCHE). To enhance the compression ratio,
we refine KCHE by converting floating-point numbers into
integers prior to transmission, as described in Eq. (27). In
addition, we utilize the DCT-Perceptron [36] and VAE [37]
for further comparison, given that they employ low-complexity
encoders.

C. Implementation Details

The proposed model is implemented in Python on a PC
equipped with an Intel Core i7-12700H CPU (4.7 GHz) and
16 GB of RAM. The AdamW optimizer [38] is applied to
train the model. To achieve a tradeoff between compression
ratio and reconstruction accuracy, A and p are chosen as le-
5 and 0.6, respectively. In addition, the batch size and the
learning rate are set as 16 and 0.001, respectively. Moreover,
to reduce the trainable parameters and computation costs, we
select a small block size L = 64 and all channels use the same
training parameters by adopting parameter sharing [39].
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TABLE I: Compression experiment on the BCI2 dataset.

Sub ASAEDCT [11] KCHE [9] DCT-Perceptron [36] VAE [37] AVDCT-Net (Proposed)
CR PRD PRDN QS CR PRD PRDN QS CR PRD PRDN QS CR PRD PRDN QS CR PRD PRDN QS
1 591 1662 1667 036, 373 1646 1650 023 |, 7.10 1655 1660 043 | 7.06 2338 2344 030 , 779 1521 1525 051
21583 1707 1721 034 1363 1605 1608 023 | 725 1810 1814 040 | 715 2560 2566 028 | 774 1508 1511 051
31572 1693 1697 0341373 1770 1774 021 1 684 1820 1824 038 1 691 2582 2588 027 | 7.50 1665 1668 045
4 548 2109 2110 026, 358 1872 1872 0.9 |, 684 2960 2070 023, 7.02 4260 4262 0.6 | 7.22 1860 1861  0.39
5 1655 2040 2044 032! 384 1982 1985 0.9 | 7.56 2261 2265 033 ! 733 3192 3198 023 ! 860 1858 1862 046
6 1690 2127 2134 032,399 2154 2060 019 | 777 2025 2032 038 | 747 2852 2861 026 | 898 1906 1912 047
70567 2179 2180 026 | 361 1924 1924 019 | 696 3090 3091 023 | 702 4358 4359 016 | 745 1920 1920 039
8 1571 1743 1746 033 1 365 1671 1674 022 ! 701 1977 1981 035 ! 699 2746 2751 025 | 754 1533 1536  0.49
9 1599 1978 1980 030 , 377 1964 1966 019 | 719 2469 2471 029 | 711 3452 3455 021 , 784 1756 1758 045
10 1573 1774 1778 032 | 3.69 1777 1781 021 | 705 1768 1772 040 | 695 2444 2449 029 | 7.58 1542 1546 049
Ave | 595 1902 1906 032 1372 1837 1839 021 | 716 21.84 21.88 034 | 710 3078 30.83 024 | 7.82 1707 17.10 046

TABLE II: Transfer learning on the BCI3 dataset.

Sub ASAEDCT [11] KCHE [9] DCT-Perceptron [36] VAE [37] AVDCT-Net(Proposed)
CR PRD PRDN QS CR PRD PRDN QS CR PRD PRDN QS CR PRD PRDN QS CR PRD PRDN QS
ATr | 1112 973 975 114 | 680 878 880 077 , 1099 1013 1015 109 | 1044 1199 1202 087 , 1247 818 820 152
ATe | 1008 1213 1216 083 | 703 1249 1252 057 | 1064 1311 1314 081 | 1032 1589 1592 065 | 1148 1012 104 113
BTr | 821 911 914 090 667 1070 1074 0.62 | 1008 1077 1081 094 | 973 1106 1110 088 | 1032 688 690 150
BTe | 1049 987 988 106 | 650 846 847 077 | 1096 929 930 118 | 1034 1187 1188 087 | 1188 777 778 153
Ave | 998 1021 1023 098 ! 678 101 1013 068 | 1067 1082 1085 1.00 | 1021 1270 1273 082 | 11.54 824 826 142

D. Data Compression Experiment

In the compression experiment on the BCI2 dataset, 70%
of the data from recording “AA010” was employed for model
training. The remaining 9 recordings (“AA001”-“AA009”)
along with 30% of recording “AA010” were utilized to test
the model. In summary, the training set is composed of 1,885
samples, while the testing set comprises 25,120 samples.
Besides, we choose 7 = 2 and w = 1.2 in Eq. (27).
Table I summarizes the compression results of various models
across the 10 subsets of the BCI2 dataset. In comparison to
ASAEDCT, AVDCT-Net achieves a lower PRD with a higher
CR, demonstrating its capacity to effectively balance compres-
sion efficiency with reconstruction accuracy. The reason is that
AVDCT-Net leverages a new ELBO as the loss function to
train the model. This ELBO restricts the sum of the latent
space coefficients to a relatively small, nonzero value instead
of penalizing each coefficient towards 0. Therefore, AVDCT-
Net can preserve the primary DCT coefficients while suppress-
ing small high-frequency components. Besides, AVDCT-Net
outperforms DCT-Perceptron because it applies linear layers
and muti-head attention to enhance the capability to compress
and restore the original signals. Moreover, compared to KCHE,
AVDCT-Net achieves a reduction in average PRD from 18.37
to 17.07 (a decrease of 7.08%) and in PRDN from 18.39 to
17.10 (a decrease of 7.01%). Furthermore, it enhances the CR
from 3.72 to 7.82 (a 2.10-fold increase) and improves the QS
from 0.21 to 0.46 (a 2.19-fold improvement). This is because
AVDCT-Net incorporates multiple trainable hard-thresholding
and scaling layers to the encoder, allowing it to eliminate
redundant data more effectively than KCHE. Additionally,
AVDCT-Net is superior to VAE in terms of CR and PRD.
While VAE integrates Gaussian processes to enhance feature

extraction, it continues to utilize a conventional autoencoder
structure. Its imperfect encoder and decoder result in higher
reconstruction errors than AVDCT-Net.

Table I presents the compression results of various models
initialized with a single random seed. To better assess model
stability, we extend our experiment by initializing compression
models with five different random seeds and computing the
mean and standard deviation of CR, PRD, PRDN, and QS
for each subset. The results are provided in Table I of the
supplementary material. For subset 3, the CR is reported as
748 + 0.04. The PRD is 16.12 + 0.31, while the PRDN
is 16.15 £ 0.31. Furthermore, the QS is measured at 0.46
+ 0.01. These results exhibit low variability, implying that
AVDCT-Net has strong stability. The reason is that each
DCT compression unit utilizes a multi-channel architecture to
capture features across different hierarchical levels and scales,
facilitating a more comprehensive understanding of input
EEG signals. This design mitigates dependency on specific
initialization states and enhances the generalization capability.
Moreover, AVDCT-Net consistently outperforms ASAEDCT,
KCHE, DCT-Perceptron, and VAE, achieving the best CR,
PRD, PRDN, and QS across all 10 subsets, indicating its
superior compression performance.

E. Transfer Learning Experiment

To assess the generative capabilities of various models, we
perform a transfer learning experiment on the BCI3 dataset. In
this experiment, the model trained on datasets obtained from
Subject A is evaluated on datasets acquired from a different
subject, Subject B. Specifically, 70% of the data from Subject
A’s recording ATr was used for model training. The remaining
30% of ATr, together with the recordings ATe, BTr, and BTe,
were employed for model testing. In brief, the training set is
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made up of 7,246 samples, and the testing sets comprise 3,106,
12,179, 10,352, and 12,179 samples, respectively. Addition-
ally, we select 7 = 4 and w = 9.3 in Eq. (27). As tabulated
in Table II, AVDCT-Net demonstrates superior performance
compared to other state-of-the-art approaches across all four
subsets, with average CR improvements ranging from 8.15%
to 70.21%, and average PRD enhancements varying between
18.50% and 35.12%. The reason is that ASAEDCT, KCHE,
DCT-Perceptron, and VAE process each EEG channel indepen-
dently, neglecting the inter-channel correlations. AVDCT-Net
utilizes an adaptive filter bank, allowing each EEG channel to
extract and integrate relevant features from adjacent channels,
thereby mitigating the potential loss of critical information
inherent in the compression process. Therefore, AVDCT-Net
has a more robust generalization ability than other benchmark
methods.

F. Visual Assessment

To comprehensively evaluate the performance of the pro-
posed compression algorithm, we present a visual comparison
of the reconstructed EEG signals in both the time and fre-
quency domains, as illustrated in Fig. 6. In the time domain,
it is observed that the differences between reconstructed and
original signals are limited to a small range, indicating that
AVDCT-Net effectively preserves the temporal features of the
EEG data. In the frequency domain, the Fourier transform
of the signals is analyzed. Results show that the frequency
components of the reconstructed signal closely match those
of the original signal. It demonstrates AVDCT-Net effectively
preserves the primary components in the low-frequency bands
while also capturing key features in the high-frequency bands.

AVDCT-Net encoder utilizes a hard-thresholding layer to
eliminate small coefficients in the DCT domain, which pre-
dominantly correspond to high-frequency components. Al-
though this process leads to information loss in the high-
frequency band, the lost information consists of noise or redun-
dant details. Therefore, their impact on signal reconstruction
accuracy is minimal, as shown in Table I and Table II. Ad-
ditionally, the AVDCT-Net decoder employs an adaptive filter
bank to integrate salient features from adjacent channels into
each EEG channel. While this mechanism enhances feature
extraction, it introduces some errors in the low-frequency
band. However, as depicted in Fig. 6, these errors are limited
to a small range. Consequently, their impact on reconstruction
quality remains minimal. Besides, they do not compromise
the performance of subsequent classification tasks as shown
in Table VI.

G. Ablation Experiments

In this section, we perform ablation experiments to evaluate
the impact of the primary components of the proposed method,
including the scaling layer, MHA, adaptive filter bank, and
ELBO. Additionally, we also investigated the effect of subband
quantity on model compression performance. Moreover, CR,
PRD and PRDN are three critical metrics for evaluating
compression performance. Therefore, 7 and w in Eq. (27)
are fine-tuned to optimize CR, PRD, and PRDN for each
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TABLE III: Ablation study.
Algorithm Metrics
CR PRD PRDN QS

No scaling layer 7.64 17.28 17.31 0.44
No MHA 7.55 17.42 17.45 0.44
No adaptive filter bank 7.69 17.26 17.30 0.45
No ELBO 7.64 17.17 17.20 0.45
AVDCT-Net (Channel=1) 7.56 17.24 17.27 0.44
AVDCT-Net (Channel=2) 7.69 17.24 17.27 0.45
AVDCT-Net (Channel=3) 7.82 17.07 17.10 0.46
AVDCT-Net (Channel=4) 7.81 17.59 17.62 0.45

method, thereby demonstrating the effectiveness of the various
modules. The results of the ablation experiments on the BCI2
dataset are summarized in Table III.

1) Ablation study on scaling layer: Removing the scaling
layer from the AVDCT-Net leads to an increase in the PRD
from 17.07 to 17.28, representing a 1.23% rise, and a corre-
sponding decrease in the CR from 7.82 to 7.64, amounting to
a 2.30% reduction. This is due to the fact that the scaling layer
in the DCT domain can be converted into the convolutional
layer in the time domain. Consequently, it strengthens the
encoder’s ability to extract important features, leading to
improved reconstruction accuracy without compromising the
compression ratio.

2) Ablation study on MHA: In the absence of the MHA
module within the decoder, a noticeable degradation in perfor-
mance is observed, as reflected by a decreased CR, increased
PRD, and a lower QS. MHA enables the simultaneous ex-
traction of diverse features across different dimensions of the
latent space. Additionally, it captures both local and global
dependencies [40], promoting better generalization and scal-
ability in multi-channel EEG data reconstruction. Therefore,
the MHA is essential in optimizing reconstruction accuracy.

3) Ablation study on adaptive filter bank: When the adap-
tive filter bank is not present in the AVDCT-Net, the CR is
decreased from 7.82 to 7.69 (1.66%), and the PRD is increased
from 17.07 to 17.26 (1.11%). This is because an adaptive
filter bank allows each EEG channel to merge important
features from neighbouring channels. This helps restore critical
information that may be lost during the lossy compression
procedure. Thus, the adaptive filter bank plays a crucial role
in enhancing the accuracy of data reconstruction.

4) Ablation study on ELBO: Compared to AVDCT-Net
trained with the MSE loss function, AVDCT-Net optimized us-
ing the ELBO loss function exhibits an improved compression
quality score as shown in Table III. By balancing the trade-
off between the reconstruction loss and the KL divergence
term, ELBO inherently penalizes the model for introducing
unnecessary complexity in the latent space. If certain latent
variables do not contribute to improving the reconstruction
accuracy, the KL divergence term drives the model to eliminate
these variables by constraining their distribution to match
the predefined distribution. This process removes redundant
coefficients, enhancing the compression efficiency.

5) Ablation study on subband quantity: Compared to
AVDCT-Net with a single subband, AVDCT-Net with three
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(b) Comparison between the original data and the reconstructed data on the BCI3 dataset.

Fig. 6: Comparison between the original data and the reconstructed data in the time domain (left) and the frequency domain

(right) on the BCI2 dataset and BCI3 dataset.

subbands achieves a 3.44% improvement in CR, a 0.99%
improvement in PRD, a 0.98% improvement in PRDN, and
a 4.55% improvement in QS. The reason is that three scaling
subbands in the DCT domain can be treated as three convolu-
tion layers in the time domain. Their coordinated operation
synthesizes a filter bank that improves feature extraction
efficiency. Furthermore, compared with other multiple subband
models, the three-subband model exhibits the highest CR
along with the lowest PRD and PRDN. Therefore, we select
a subband quantity of three.

H. Computational Complexity and Compression Time

Table IV provides a comparative analysis of the trainable pa-
rameters and Multiply-Accumulate Operations (MACs) within
the encoder modules across various algorithms. We focus on

analyzing the encoder module because it is deployed in a
resource-constrained edge gateway, whereas the decoder can
be implemented on a more capable fog gateway. In this study,
we leverage a 64-channel EEG signal as input, with each
channel comprising 64 data samples captured over a duration
of 0.27 seconds. Compared to the VAE, AVDCT-Net reduces
the number of trainable parameters from 11,700 to 4,547,
representing a 61.14% reduction. This significantly lowers
the hardware memory requirements for parameter storage.
Furthermore, AVDCT-Net decreases MACs from 737,280 to
561,152, a reduction of 23.89%, indicating a lower computa-
tional complexity. Additionally, AVDCT-Net has a comparable
number of trainable parameters and MACs to ASAEDCT.

To evaluate the practicality of the proposed compression
model in real-world scenarios, we analyze its actual energy
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TABLE IV: The comparison of the number of trainable
parameters and MACs.

Algorithm Input size Trainable MACs
parameters
ASAEDCT [11] 64x64 4,547 561,152
KCHE [9] 64x64 0 12,352
DCT-Perceptron [36] 64x64 129 274,432
VAE [37] 64 %64 11,700 737,280
AVDCT-Net 64 %64 4,547 561,152

TABLE V: The comparison of the power cost and runtime on
Raspberry Pi 400.

Algorithm Input size Power cost  Runtime
(Joule) (s)
ASAEDCT [11] 64x64 0.0510 0.0081
KCHE [9] 64x 64 0.2904 0.0484
DCT-Perceptron [36] 64x 64 0.0347 0.0055
VAE [37] 64 x 64 0.0617 0.0098
AVDCT-Net 64 x 64 0.0422 0.0067

consumption and inference latency on edge devices. For this
study, the Raspberry Pi 400 [41], [42] is chosen as the
edge computing platform. The Raspberry Pi 400 features a
Broadcom BCM2711 system-on-chip (SoC) with a quad-core
Cortex-A72 (ARM v8) 64-bit processor running at 1.8GHz.
It is equipped with 4GB of LPDDR4-3200 SDRAM, enabling
efficient multitasking and computing capabilities. Additionally,
the primary energy consumption on the Raspberry Pi 400
occurs during the data compression process. It is computed as
E = P x t, where P is the power in watts (W), measured
directly using a power meter, and ¢ is the inference time
in seconds (s). As shown in Table V, AVDCT-Net demon-
strates a lower inference latency (0.0067s) and power cost
(0.0422W) compared to ASAEDCT and VAE. The reason is
that ASAEDCT employs an additional Tanh activation func-
tion compared to AVDCT-Net, while VAE utilizes more linear
layers than AVDCT-Net. Although KCHE requires no trainable
parameters and has fewer MACs per iteration, it exhibits
higher inference latency and power consumption than AVDCT-
Net. This is because KCHE demands numerous iterations to
achieve convergence. In contrast, AVDCT-Net requires only
a single forward pass during the inference stage. Further-
more, AVDCT-Net consumes 21.61% more energy and incurs
21.82% higher latency than DCTP. However, it improves com-
pression quality by 35.29%, as shown in Table 1. This trade-
off highlights AVDCT-Net’s ability to balance compression
performance and power efficiency, making it well-suited for
deployment on edge devices.

1. P300 Detection Experiment

The EEG data compression model is developed for remote
BCI systems. Therefore, the P300 detection experiment is
conducted to validate the effectiveness of the compression
model. In the P300 detection experiment [20], the partici-
pants are shown a 6 x 6 matrix composed of 36 individual

WORLD (W)

Fig. 7: A 6x6 P300 speller. In this example, the user is required
to spell the word “WORLD” (one character at a time). For
each character, the application randomly intensifies columns
and rows several times (e.g., the fourth row in this instance)

alphanumeric characters as shown in Fig. 7. The task of
the participants is to sequentially focus their gaze on lighted
characters that are predetermined by the researcher. Each row
and column of the 6 x 6 matrix was randomly intensified,
yielding 12 distinct stimuli—6 corresponding to the rows and 6
to the columns. Among these intensifications, two specifically
highlighted the target character. In this process, the brain
activities of participants evoked by two stimuli with the target
character differ from those evoked by the stimuli without the
target character. Therefore, according to such differences, the
BCI system can predict the character that participants were
focusing on. The detailed experimental content is described
in [20]. In this section, we utilize the BCI3 dataset because
it provides a comprehensive record of P300 evoked potentials
captured using the BCI2000 software. The paradigm utilized
for these recordings is outlined in [13]. In the BCI3 datasets,
the training sets contain recordings of 85 distinct characters,
while the testing sets include recordings of 100 different
characters. Each character is labeled as either a target or non-
target. In addition, a single channel records 7,560 data points
for each character.

The experiment begins with the application of the pre-
trained AVDCT-Net encoder to compress the EEG data at
the edge node as shown in Fig. 8. The compressed data
is then converted into bitstreams for wireless transmission.
Subsequently, the pre-trained AVDCT-Net decoder is utilized
to restore the original EEG data at the fog node. After that, a
spatial-temporal neural network (STNN) [43] is employed for
P300 detection. The STNN has demonstrated superior perfor-
mance across diverse P300 detection tasks. It is composed of
a temporal unit and a spatial unit. The detailed structure of the
STNN is illustrated in the supplementary material. Given that
the authors in [43] also employed STNN for P300 detection on
the BCI3 dataset, we adhere to the same data preprocessing,
training, and testing procedures as described in their research.
Specifically, the original recordings ATr and BTr are utilized
as the training datasets, while the recordings ATe and BTe,
reconstructed through compression models, are employed as
the testing datasets.
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Fig. 8: P300 detection model consisting of the data compression/decompression and STNN network.

TABLE VI: P300 detection experiment on the BCI3 dataset.

Algorithm AEEIIRIS
Subject-A Subject-B Ave

Original+STNN 87.50% 90.92% 89.21%
ASAEDCT+STNN 87.58% 90.83% 89.21%
KCHE+STNN 87.00% 90.58% 88.79%
DCT-Perceptron+STNN 87.00% 91.00% 89.00%
VAE+STNN 86.92% 90.92% 88.92%
AVDCT-Net+STNN 87.58% 91.17% 89.38%

As shown in Table VI, the STNN classifier achieved
higher accuracy on datasets reconstructed by AVDCT-Net
compared to the original datasets. It indicates that AVDCT-
Net effectively preserves key classfication features during data
compression and reconstruction. Additionally, AVDCT-Net is
capable of eliminating redundant high-frequency components,
such as noise, from EEG signals, which contributes to the
improvement in accuracy. Furthermore, among datasets recon-
structed by various compression models, the STNN classi-
fier attains the highest average accuracy rate of 89.38% on
those reconstructed by AVDCT-Net. This demonstrates that
AVDCT-Net retains more important information than other
models during the compression process. During compression,
AVDCT-Net employs two key steps to preserve and enhance
critical classification features in the DCT domain. First, a hard-
thresholding layer filters out small DCT coefficients, which
mainly represent noise and redundant details, while retaining
large coefficients that hold vital classification information.

25 25

-% ATe -/ BTe —©—Average —¥—Baseline

Second, the scaling layer works as a trainable filter to further
emphasize important features. As shown in Fig. 6, AVDCT-
Net effectively suppresses redundancy by discarding small co-
efficients in the frequency domain while preserving significant
ones. Additionally, STNN classifies EEG signals by leveraging
both temporal and global features. Meanwhile, the IRMHA
mechanism in AVDCT-Net effectively captures a wide range
of local and global dependencies from the feature map, thereby
amplifying classification features.

Fig. 9 shows the impact of different CR on the compression
performance of AVDCT-Net and the accuracy rate of the
STNN classifier, evaluated on dataset ATe and dataset BTe. In
this experiment, the adjustment of CR is achieved by modify-
ing the values of 7 and w as defined in Eq. (27). As the average
CR increases from 11.68, both PRD and PRDN gradually rise,
while the average accuracy of the STNN classifier on datasets
reconstructed by AVDCT-Net gradually declines. This decline
occurs because, with higher CR, more important information
is lost from the signal. Additionally, it is observed that when
the average CR is 14.89, the classifier’s average accuracy
aligns with its performance on original datasets (baseline).
This implies that the average CR can be increased to at least
14.89 without compromising average classification accuracy.
Moreover, AAEVDCT attains its highest QS at a CR of 14.89,
indicating an optimal tradeoff between compression efficiency
and reconstruction accuracy.
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Fig. 9: Compression performance of AVDCT-Net and classification accuracy of STNN for different CRs.
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V. CONCLUSION

In this article, we proposed a novel AVDCT-Net model
for EEG data compression within an edge-fog computing
architecture. The model leveraged a multi-channel structure
to enable the concurrent compression of EEG signals across
all channels, reducing both compression time and transmission
latency. Specifically, a low-complexity encoder was deployed
at the edge level. By imposing parallel hard-thresholding
nonlinearities and scaling operators (filters) after the DCT,
the redundant coefficients were removed, thereby enhancing
the encoder’s data compression capabilities. Besides, a new
ELBO was derived to regularize the encoder output, promoting
a more structured and efficient representation. At the fog level,
an adaptive filter bank was adopted to merge relevant features
from adjacent channels into each separate channel, improv-
ing the robustness and generalization ability. Furthermore,
the IRMHA captured both local and global dependencies to
reconstruct the original signal. The proposed model exhibited
superior compression efficiency and reconstruction accuracy
compared to state-of-the-art methods on the BCI2 and BCI3
datasets. Furthermore, as validated by the P300 detection
experiment, AVDCT-Net preserved all critical features during
the compression and reconstruction process. Therefore, the
AVDCT-Net model was well-suited for implementation in an
edge-fog computing framework for EEG data compression.
In future work, AVDCT-Net will be deployed across a wider
range of edge devices, including low-power IoT devices (e.g.,
Raspberry Pi, Arduino), embedded systems (e.g., FPGAs,
DSPs), mobile devices (e.g., smartphones, tablets), and in-
dustrial/automotive edge computing platforms (e.g., NVIDIA
Jetson, Qualcomm Snapdragon).
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