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Abstract 

Objective: Across two experiments, we examined three cognitive biases (order effects, context 

effects, confirmatory bias) in licensed psychologists’ diagnostic reasoning. Hypotheses: Our 

main prediction was that psychologist-participants would seek confirming versus disconfirming 

information after forming an initial diagnostic hypothesis, even given multiple opportunities to 

seek new information in the same case. We also expected that individual differences would 

affect diagnostic reasoning, such that psychologists with lower (vs. higher) cognitive reflection 

tendencies and larger (vs. smaller) bias blind spots would be more likely to demonstrate 

confirmatory bias. Method: In Study 1, we recruited 149 licensed psychologists (M = 18 years of 

experience; 44% women; 71% White) and exposed them to one of four randomly assigned 

vignettes that varied order effects (one set of symptoms in reversed orders) and context effects 

(court referral vs. employer referral). They rank ordered a list of four possible initial diagnostic 

hypotheses and received a piped follow-up choice of which of two pieces of information 

(confirmatory or disconfirmatory) they wanted to test their initial hypothesis. Study 2 (n = 131; 

M = 21 years of experience; 53% men; 68% White) replicated and extended Study 1, following 

the same procedure except offering three sequential choice opportunities. Results: Both studies 

found robust confirmatory information seeking: 92% sought confirmatory information in Study 

1, and confirmation persisted across three opportunities in Study 2 (90%, 84%, 77%), although it 

lowered with each opportunity (generalized logistic mixed regression model), F(2, 378) = 3.85, p 

= .02, ηp
2 = .02. Conclusion: These findings expand a growing body of research on bias in 

expert judgment. Specifically, psychologists may engage in robust confirmation bias in the 

process of forming diagnoses. Although further research is needed on bias and its impact on 
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accuracy, psychologists may need to take steps to reduce confirmatory reasoning processes, such 

as documenting evidence for and against each decision element. 

 

Keywords: order effects, context effects, cognitive bias, confirmation bias, diagnostic 

reasoning 

 

Public Significance Statement 

These studies revealed strong evidence that when psychologists form an initial diagnosis, they 

seek confirming information in an effort to determine whether their diagnosis is correct (rather 

than seeking information to determine whether their diagnosis is incorrect). Confirmation bias is 

a problem because overlooking disconfirming information can lead to misdiagnosis, failure to 

receive proper treatment, unjust sanctions, and more. Psychologists should take steps to reduce 

confirmatory bias in their diagnostic reasoning, such as carefully considering and documenting 

evidence both for and against each element of their decision process. 
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Confirmatory Information Seeking Is Robust in Psychologists’ Diagnostic Reasoning 

Human cognitive processing abilities are extraordinary, but we can make predictable and 

systematic errors because of the design of our cognitive machinery (e.g., Hoffrage & Gigerenzer, 

2004; Kahneman & Klein, 2009). Decades of scholarship speak to the ways in which various 

psychological biases affect people’s reasoning processes. For example, people tend to seek and 

rely on information that confirms their initial hypothesis rather than seeking potentially 

disconfirming information about that initial hunch. This behavior is called confirmatory bias and 

can lead to error (Nickerson, 1998). The modern scientific method evolved in part to combat the 

powerful confirmatory bias in hypothesis testing (Popper, 1959), yet evidence of confirmation 

bias persists in many contexts. 

We sought to answer broad basic questions about experts’ susceptibility to various biases 

in professional judgments and a narrower applied research question with direct implications for 

clinicians who work with people in the legal system. To do so, we conducted two experiments to 

investigate the effects of specific hypothesized biases (i.e., order effects, context effects, and 

confirmation bias) and individual differences (i.e., cognitive reflection abilities, size of bias blind 

spot) on psychologists’ diagnostic reasoning processes. 

Psychologists’ Decision Task in Diagnosing Mental Disorders 

One of the primary tasks of psychologists is to diagnose and treat mental disorders. 

Diagnosis involves a process of evaluation, including collecting information about symptoms, 

impairment of functioning, and level of distress, and then integrating that information into a 

diagnostic judgment that best captures the person’s symptoms and prognosis (Frances & 

Widiger, 2012). The Diagnostic and Statistical Manual of Mental Disorders (5th ed., text rev.; 

DSM-5-TR; American Psychiatric Association, 2022) is the most recent version of a standardized 
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process and guide to aid clinical diagnostic judgment. It provides a common language and 

structure for clinicians and researchers and contains a coding system for insurance, 

administrative, and statistical purposes (Frances & Widiger, 2012). Despite the structure that the 

DSM helps to provide for diagnostic processes and communication, there remain significant 

challenges (for an overview, see Frances & Widiger, 2012). One of the major challenges is that it 

is difficult to identify ground truth for psychological diagnosis and thus to know whether and 

when a diagnosis is accurate. 

Sources of information to inform a psychological evaluation can come from interviewing 

the evaluee; psychometric testing data; speaking with collateral sources such as family members, 

employers, medical providers, and teachers; and biological tests, among other sources (for the 

most common sources of information sought by psychological practitioners in the context of 

forensic evaluation, see Neal & Grisso, 2014a). There is little standardization between 

psychologists in their psychological assessment process as relevant to legal contexts (Neal, 

Martire, et al., 2022), with wide variation in the approaches that psychologists use and the data 

they seek to inform their expert judgments (e.g., Neal & Grisso, 2014a; Neal et al., 2019). 

In expert judgment tasks characterized by greater validity, predictability, and objectivity, 

the scope for error and bias to emerge is limited (Cassidy & Buede, 2009; Kahneman & Klein, 

2009; National Research Council, 2009; Shanteau, 1992). Conversely, in tasks marked by lower 

validity, predictability, and subjectivity, there is greater latitude for error and bias to develop and 

impact expert judgments. Several conditions under which clinicians make decisions increase the 

likelihood of bias, such as time pressure, integrating disparate information from various sources, 

little critical feedback, and framing and contextual effects (Acklin et al., 2015; Heilbrun & 

Brooks, 2010; Neal & Grisso, 2014b; Zapf & Dror, 2017). 
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One specific area in which diagnostic reasoning has evinced problems is in the 

differential diagnosis of antisocial personality disorder (APD). APD is one of 10 types of 

personality disorders specified in the DSM-5-TR (American Psychiatric Association, 2022). 

Personality disorders are long-standing patterns of behavior and subjective experiences of the 

world that differ from other people’s behaviors and experiences of the world. APD in particular 

involves a long-standing pattern of disregard for and violation of the rights of other people 

(American Psychiatric Association, 2022). This diagnosis has become more controversial over 

the past few decades as information about challenges relating to validity and reliability of the 

diagnosis has emerged (for further discussion of diagnostic challenges, see Kotov et al., 2017). 

Some of the problems associated with diagnosing APD include shifting diagnostic 

criteria (American Psychiatric Association, 1968, 1980, 1994, 2013), the number of symptom 

combinations that could result in an APD diagnosis (Rogers et al., 1994), and diagnostic overlap 

with substance use disorders (Cunningham & Reidy, 1998; Forbes et al., 2024). In fact, up to two 

thirds of people who qualify for a substance use disorder may also meet diagnostic criteria for 

APD (Brooner et al., 1992; Regier et al., 1990; Skodol et al., 1999). Given that the diagnostic 

criteria overlap, it is possible that clinicians are not differentiating well between the disorders 

(see Forbes et al., 2024). Resultant errors may have serious and long-lasting implications for 

people who are misdiagnosed. Accurate diagnoses help inform what to treat and how to treat; 

misdiagnosis can lead not only to unjust legal outcomes but also to iatrogenic treatment effects 

by providing unnecessary and perhaps even harmful treatment to people who do not need it. 

Psychologists’ Diagnostic Decision Task in Legal and Justice Settings 

Given the reliance of judges on the opinion of forensic mental health evaluations and the 

potential impact of psycholegal opinions in various domains (Zapf et al., 2004), reaching an 
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accurate opinion is vital for justice. Many jurisdictions require the evaluator to identify a mental 

health diagnosis and subsequently associate the diagnosis to the elements of the psycholegal 

question (Melton et al., 2017), as a part of forensic mental health referral questions. For example, 

in assessing criminal responsibility, evaluators assess for a psychiatric diagnosis and whether it 

directly impacted the defendant’s ability to understand the wrongfulness of the criminal behavior 

or to resist the behavior. Therefore, the diagnosis assigned to the examinee often underlies the 

psycholegal opinion. Errors in formulating a diagnostic picture of a defendant can substantially 

alter the psycholegal opinion, which could have significant legal consequences. For example, 

erroneously attributing a defendant’s symptoms to a personality disorder or substance use (rather 

than a psychotic illness, for example) could result in an inaccurate opinion that a defendant is 

ineligible for an insanity defense in some jurisdictions and, thus, criminally responsible and 

deserving of punishment. 

Regarding the specific challenge of the differential diagnosis of APD and substance use 

disorder, APD and substance use disorder can be comorbid and are not mutually exclusive. 

However, it is worth trying to distinguish between the two conditions, given the potentially 

different clinical and forensic implications of the two diagnoses. For example, if someone is 

showing traits consistent with APD only in the context of active substance use, that would 

suggest that the symptoms are not traits of a personality disorder but, rather, symptoms of or 

functional impairment resulting from a substance use disorder. This distinction is important for 

accurate treatment from a clinical perspective, but it is also critically important in the legal 

system to inform accurate risk assessment for bail determinations; accurate prognostic and risk 

assessment for probation, parole, and sentencing outcomes; accurate parental capacity and 
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functioning assessment for child custody, visitation rights, and child protection determinations; 

and many other issues. 

Perhaps most troubling in light of the potential rate of error is the stigma associated with 

the APD diagnosis and its aggravating effect on sentencing considerations, including creating 

expectations that no rehabilitation is possible, that recidivism is inevitable, and that mitigating 

circumstances are irrelevant (Cunningham & Reidy, 1998). The negative impacts of this 

diagnostic label were demonstrated in two notorious U.S. Supreme Court cases that subsequently 

shaped legal policy and clinical practice regarding information about clinical assessments of 

violence potential: Estelle v. Smith (1981) and Barefoot v. Estelle (1983). Thus, the potential 

consequences of receiving the APD diagnosis are great and are unnecessarily borne by 

erroneously diagnosed people, especially as they intersect with the legal system. 

Bias and How It Affects Human Judgment 

A prevailing view among scholars is that bias is an inadvertent outcome arising from 

typical human cognitive processes. A widely accepted definition of bias is that it is any 

systematic factor influencing judgment aside from the truth (West & Kenny, 2011). Although 

there is general scholarly agreement about this concept of bias and how it operates, there are 

different perspectives about the functional value of bias in judgment (see Kahneman & Klein, 

2009). 

Bias can arise from at least 200 different cognitive sources (Neal, Lienert, et al., 2022). 

We might hope and expect experts to be protected against predictable biases, but the scientific 

evidence suggests that experts are human and susceptible to bias just like the rest of us (Murrie et 

al., 2013; Neal & Pronin, 2023). Expertise is real and improves many skills related to discrete 

domains (Cassidy & Buede, 2009; Kahneman & Klein, 2009; Shanteau, 1992), but experts are 
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subject to the bounded rationality inherent in the limitations of the human brain’s design (Simon, 

1956). Within the confines of our cognitive capabilities, people—including experts—may resort 

to cognitive shortcuts or simplifying strategies to manage cognitive load (Kahneman, 2011). 

Thus, expertise may not necessarily protect against the kinds of systematic biases that affect 

human judgment (Growns & Neal, 2024). 

Neal, Lienert, and colleagues (2022) synthesized a large body of evidence from diverse 

fields and theories about the circumstances under which people (including experts) are protected 

against bias and when they are particularly vulnerable to it. They introduced, on the basis of that 

synthesis, a comprehensive framework for organized, testable predictions about specific 

manifestations of bias that are likely to emerge as well as strategies to mitigate these biases. This 

descriptive model outlines how cognitive biases impact human judgment across two 

interconnected continuous dimensions: depth of cognitive processing (ranging from low to high) 

and susceptibility to bias (ranging from low to high; see Figure 1). 

[Insert Figure 1 about here] 

In specific scenarios, relying on low-effort intuitive cognitive processes may lead to bias 

(lower left side of Figure 1) but offer protection against bias in other foreseeable situations 

(upper left side of Figure 1). Similarly, in predictable conditions, engaging in high-effort 

deliberative cognitive processes may heighten the risk of bias (lower right side of Figure 1) but 

could mitigate it in alternative situations (upper right side of Figure 1). This bias model aligns 

with contemporary cognitive frameworks that depict human decision making as existing along a 

continuum (Hammond, 1996; Kruglanski, 2013; Kruglanski & Gigerenzer, 2011) or even across 

multiple continua (Varga & Hamburger, 2014). 
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Some Specific Types of Bias Relevant to This Project: Order Effects, Contextual Effects, 

and Confirmation Bias 

Order effects refer to the impact that the sequence of information has on people’s 

perception and judgments (Asch, 1946; Hogarth & Einhorn, 1992). That is, the same information 

can significantly influence judgments and decisions differently based on the order in which those 

pieces of information are encountered. One robust order effect is primacy, where information 

encountered earlier tends to have more enduring impact on judgment than information 

encountered later (this is especially true for judgments that are formed only after all information 

is obtained; Hogarth & Einhorn, 1992). This cognitive bias suggests that people give 

disproportionate weight to the initial information they receive, shaping their first impressions and 

ultimately overall decisions. Conversely, the recency effect posits that information encountered 

most recently may exert a stronger influence on judgments because of salience (this effect tends 

to emerge when people form their judgments in a step-by-step fashion explicitly after each item 

of information is obtained; Hogarth & Einhorn, 1992). Order effects such as these showcase the 

malleability of human judgment, illuminating how cognitive processes are affected by the 

sequence in which information is presented. 

Beyond order effects, context effects have been extensively documented in human 

judgment. People can arrive at different conclusions using the same information, depending on 

how it is presented or the context in which it is presented (Tversky & Kahneman, 1981). 

Sometimes, contextual information can be relevant to a given decision task, but other times, 

contextual information carries biasing power without much relevance. When contextual 

information is biasing yet available in a decision environment, it increases the risk of contextual 

bias—a psychological process whereby people draw on task-irrelevant contextual information 
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from their environment when making decisions. Contextual effects have been observed across 

various forensic disciplines, including fingerprint examination (Fraser-Mackenzie et al., 2013; 

Langenburg et al., 2009; Stevenage & Bennett, 2017), firearms examination (Mattijssen et al., 

2020), forensic document examination (Miller, 1984), footwear examination (Sneyd et al., 2020), 

bitemark examination (Osborne et al., 2014), blood spatter analysis (Osborne et al., 2014, 2016), 

and even in what is regarded as the “gold standard” in forensic science—DNA analysis (Dror & 

Hampikian, 2011). 

A third specific type of bias that is well documented in human judgment is confirmation 

bias, which represents a collection of inclinations to search for or interpret evidence in ways that 

align with preexisting beliefs, expectations, or hypotheses (Klayman & Ha, 1987; Nickerson, 

1998). Confirmation bias is ubiquitous in human judgment (see Elstein et al., 1978; LeBlanc et 

al., 2002; Schulz-Hardt et al., 2000), even in the absence of specific motivational factors 

(Fischhoff & Beyth-Marom, 1983; MacCoun, 1998). Even expert judgments can be vulnerable, 

such as in intelligence analysis (Cook & Smallman, 2008), criminal investigations (Ask & 

Granhag, 2005), medical reasoning (e.g., Drew et al., 2013; Elstein et al., 1978), and scientific 

reasoning (MacCoun, 1998). 

Confirmation bias is important to study and ultimately to mitigate in clinical contexts 

because it can lead to error, misdiagnosis, failure to receive proper treatment, unjust sanctions, 

and more. Nickerson (1998) wrote, “The guidance that a hypothesis in hand represents for 

further information gathering can function as a constraint, decreasing the likelihood that one will 

consider an alternative hypothesis if the one in hand is not correct” (p. 193). Previous research 

has shown that a faulty medical diagnosis can result from incorrect initial hypotheses (e.g., 

Barrows et al., 1978; Ludolph & Schulz, 2018), and an initial hypothesis can bias interpretation 
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of subsequent data, including in studies with diagnostic relevance (e.g., Elstein et al., 1978). 

Importantly, clinicians’ diagnostic reasoning can be studied as a domain-specific instantiation of 

more general cognitive processes, and new understandings generated from these kinds of studies 

can add to basic cognitive science in judgment and decision making (Marsh et al., 2018). 

The Current Project: Investigating Psychologists’ Diagnostic Reasoning 

Despite increasing attention to bias and error in expert human judgment in legal contexts 

(e.g., National Research Council, 2009; President’s Council of Advisors on Science and 

Technology, 2016), few experimental studies have measured bias in psychologists’ judgments 

(Neal, Lienert, et al., 2022). Better understanding the extent to which, and circumstances under 

which, experts are susceptible to versus protected from bias is useful for informing debiasing 

interventions. Likewise, better understanding the factors that differ between psychologists that 

could make them more versus less susceptible to bias also has potential to inform debiasing 

interventions. Ultimately, fair, just, accurate, and unbiased professional judgments are the goal 

(American Psychological Association, 2017). Across two experimental vignette studies, we 

examined the extent to which three different cognitive biases affect psychologists’ diagnostic 

reasoning as well as how individual differences in cognitive reflection and the bias blind spot 

affect diagnostic reasoning. Study 2 replicated and extended Study 1. Materials, data, and code 

are available on the Open Science Framework (https://osf.io/678cs/). 

Hypothesis 1: Order Effects 

We expected diagnostic judgments to be influenced by the order of information 

encountered, such that psychologists randomly assigned to Symptom Order 1 would be more 

likely to reach an initial diagnosis of APD than substance use disorder, whereas the symptoms in 

reverse order would lead to more substance use disorder diagnoses than APD diagnoses. The 
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symptoms described in the scenarios could reasonably fit the diagnostic criteria for either 

disorder. Both orders listed the same eight symptoms, but Symptom Order 1 listed the strongest 

APD-consistent symptom first and vice versa. 

Hypothesis 2: Context Effects 

We expected diagnostic judgments to be influenced by context effects, such that 

psychologists randomly assigned to Vignette 1 (involving a court referral for an assessment of a 

defendant’s behavior prior to sentencing) would be more likely to reach an initial diagnosis of 

APD than substance use disorder, whereas psychologists randomly assigned to Vignette 2 

(involving a workplace referral to assess an employee with the same behaviors on the basis of 

concerns that the behavior would impact performance at work) would be more likely to diagnose 

substance use disorder than APD. 

Hypothesis 3: Confirmation Bias 

After reaching an initial diagnostic hypothesis, participants were asked to select which of 

two pieces of information they would like to test their initial hypothesis. We expected that 

clinicians would be more likely to choose the confirmatory than disconfirmatory information 

(i.e., they would seek information to try to prove rather than disprove their hypothesis), even 

given multiple opportunities to seek disconfirming information. 

Hypothesis 4a: Individual Differences 

Cognitive reflection is the ability to reflect on a question and resist the first “heuristic” 

response that comes to mind, instead engaging in deliberative thought to reach an answer 

(Frederick, 2005). We predicted that clinicians with higher cognitive reflection tendencies would 

be less likely to engage in confirmatory bias. We also predicted that cognitive reflection would 

be inversely related to the size of the bias blind spot. 
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Hypothesis 4b: Individual Differences 

The bias blind spot, a metacognitive bias, refers to the seemingly universal human 

tendency to recognize the impact of bias on other individuals more readily than on ourselves 

(i.e., to be blind to our own biases but not to those of other people; Pronin et al., 2002; Pronin & 

Hazel, 2023). We hypothesized that the size of participants’ bias blind spot (discrepancy between 

self- and other-rating on susceptibility to bias) would be positively related to confirmatory bias 

and negatively related to cognitive reflection. 

Study 1 

Method 

We asked a national sample of licensed psychologists to consider and provide diagnostic 

hypotheses for and answer questions about vignettes of people presenting with a set of 

psychological symptoms. We designed the vignettes to investigate particular cognitive biases, 

including (a) order effects based on a list of symptoms, (b) context effects based on referral 

source, and (c) confirmation bias. We randomly assigned each clinician to one of four vignettes, 

in which symptom order (1 vs. 2) and referral context (court vs. employer) were experimentally 

manipulated and a question followed that focused on confirmation bias. 

Participants 

An a priori power analysis with an anticipated medium effect size and with a power level 

of 0.8 and p < .05 indicated that we needed a minimum of 91 participants (Cohen, 1992). To 

estimate our anticipated effect size, we relied on previous studies documenting the medium-to-

large effects of people’s susceptibility to cognitive biases such as the anchoring heuristic (West 

et al., 2012) and context effects (Murrie et al., 2013). 
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To sample our population of interest, we developed a large, national database of licensed 

psychologists with forensic interests (this two-paragraph description of the development of our 

database first appeared in the work by MacLean et al., 2019). Specifically, we used licensing 

databases maintained by each of the 50 states within the United States. We reviewed the 

available specialty search options for each state separately. The search options on each state 

licensing database differed, and we maintained a document detailing the search criteria used for 

each state. We selected the search options that were most relevant to forensic evaluators and 

compiled a national list (e.g., court-ordered evaluations, forensic evaluations, custody 

evaluations, disability determination, risk assessment, personal injury, criminal responsibility, 

juvenile delinquency, fitness for duty, capacity evaluation, court testimony). Our database 

included 2,221 licensed psychologists across the nation with forensic interests. After we had 

compiled the list of names, a team of research assistants found contact information for most of 

these psychologists, including professional mailing addresses, professional email addresses, and 

professional websites. 

Our goal in adopting this sampling procedure—rather than more common convenience 

strategies of posting study invitations to professional electronic mailing lists or sending 

invitations to members of professional groups (e.g., American Psychology-Law Society)—was 

to better sample the population of practicing psychologists with forensic interests. Our effortful 

sampling method affords two significant improvements over more common and convenient 

methods of sampling. First, the new database that we created represents the population of 

licensed psychologists with forensic interests across the entire nation, rather than only those who 

sought membership in a professional society. Second, the database was sufficiently large that we 

could then randomly select participants from the population. 
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We used a random number generator to randomly select participants from the overall list 

and then contacted them through email with an invitation to participate in this study. If we did 

not have an email address for the randomly selected participant, we replaced the random 

selection with a new randomly generated selection. We sent 727 email invitations but discarded 

35 because of an incorrect email address or because the recipient replied that they lacked 

forensic experience. We collected data from 149 licensed psychologists across the United States 

(22% response rate based on the 692 presumably valid email invitations; 117 completed all 

questions, but we report all the data available as applicable to each analysis). 

Both men (n = 50, 33.6% of the sample) and women (n = 65, 43.6% of the sample) 

participated (22.8% did not indicate their gender), with a mean age of 53.30 years (SD = 13.77). 

Participants were predominantly White (71.1% of the sample; 2.0% Latinx, 0.7% American 

Indian/Native American, 0.7% Asian/Asian American, 0.7% African American/Black, 2.0% 

other; 22.8% of the sample did not indicate their race). Participants reported a mean of 18.44 

years of experience (SD = 11.45). Participants worked in private practice (n = 86, 57.7% of the 

sample), institutions or agencies (8.1%; e.g., hospital, department of health, Veterans Affairs 

hospital, court clinic, prison), university settings (6.7%), and other settings or more than one 

setting (4.0%; 23.5% of the sample did not specify employment). Regarding how they spend 

their work time, most of their monthly time was in clinical (nonforensic) practice (M = 49.59%, 

SD = 32.88%), followed by forensic practice (M = 30.32%, SD = 31.68%), administrative duties 

(M = 7.68%, SD = 10.25%), consultation (M = 4.20%, SD = 11.05%), teaching (M = 4.90%, SD 

= 10.95%), and research (M = 3.31%, SD = 7.99%). 

Procedure 
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We invited participants by email, with a link to the 20-min survey in Qualtrics. After 

completion, we compensated them with a $20 Visa gift card. After the informed consent process, 

participants provided diagnostic hypotheses for, and answered questions about, one of four 

randomly assigned vignettes of people presenting with a set of symptoms. The vignettes were 

about 300 words, designed so the symptoms described could reasonably fit the diagnostic criteria 

for either APD or alcohol use disorder. The initial diagnostic question asked participants to rank 

order a list of four possible diagnostic hypotheses “in order of likelihood that this person may 

meet DSM-5 diagnostic criteria for each” (the initial options were the same across vignettes and 

presented in randomized order). From there, they received a piped follow-up question linked to 

the diagnostic hypothesis that they rank ordered first. 

The follow-up question asked, “Now, based on your primary diagnostic hypothesis that 

Mr. G meets criteria for x, what piece of information would you want first in order to effectively 

test your primary diagnostic hypothesis?” with a choice between two types of information: one 

that might confirm their initial hypothesis, and one that might disconfirm it (presented in 

randomized order; see Figure 2). For example, participants who rank ordered APD as their first 

diagnostic hypothesis had the choice between “Has Mr. G shown a pervasive pattern of disregard 

for and violation of the rights of others since at least 15 years of age?” (confirmatory, as it is a 

criterion from the DSM-5-TR for diagnosing APD; American Psychiatric Association, 2022) and 

“Does Mr. G have a substance use disorder that could explain his symptoms?” (disconfirmatory). 

Participants who rank ordered alcohol use disorder first had the choice between “Does Mr. G 

show evidence of alcohol tolerance and withdrawal?” (confirmatory, from the DSM-5-TR; 

American Psychiatric Association, 2022) and “Does Mr. G have a personality disorder that could 

explain his symptoms?” (disconfirmatory). The options for intellectual disability and dissociative 
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identity disorder followed the same logic but were much less relevant to the content of the 

vignette, and few psychologists selected either of these latter diagnoses as their initial 

hypotheses. These options functioned as manipulation checks. 

[Insert Figure 2 about here] 

We set up the language of the choices such that the disconfirmatory option would have 

the highest probability of yielding the most diagnostic value, as it would be most likely to 

critically falsify the hypothesis (Klayman & Ha, 1987). In other words, it could reveal to the 

psychologist that they were on the wrong diagnostic track with just a single test. Selecting the 

confirmatory option would yield less diagnostic value because regardless of the answer, further 

information would be required to either rule out or rule in the initial hypothesis (see Figure 2; see 

materials on the Open Science Framework). 

Measures 

After the diagnostic question and the piped follow-up, participants responded to the 

Cultural Cognition Scale, Cognitive Reflection Task (CRT; Frederick, 2005), and bias blind spot 

questions. They then responded to a series of questions about awareness of various biases and 

strategies to reduce bias (results from these survey questions were reported by MacLean et al., 

2019, and are not discussed here). Demographics followed. Note that the Cultural Cognition 

Scale (Kahan et al., 2011) did not perform well and thus is not reported on further in this study 

(although the analytic code available on the Open Science Framework includes further 

information about cultural cognition theory, the scale itself, and how it performed in our analyses 

in this study for interested readers). 

Cognitive Reflection Task. The CRT is a brief questionnaire that measures abilities to 

inhibit initial instinctive but incorrect responses in favor of deliberate and reflective correct 
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responses. The measure includes three right/wrong items, with a maximum score of 3 for 

reflective and correct responses. For example, “A bat and a ball cost $1.10 in total. The bat costs 

a dollar more than the ball. How much does the ball cost? ____ cents.” Given the items’ design 

to solicit an instinctive but incorrect response, higher scores are characteristic of individuals with 

more advanced cognitive reflection abilities. The average number of items correct on the CRT in 

this sample was 1.10 (SD = 1.18, α = .79). 

Bias Blind Spot. We asked participants to rate, on a scale ranging from 1 (never) to 9 

(always), the extent to which their own forensic work is influenced by bias (M = 4.80, SD = 

2.06) as well as the extent to which work by other forensic psychologists is influenced by bias 

(M = 4.73, SD = 2.11). These questions measured participants’ bias blind spot, the tendency to 

deny personal bias even while recognizing it in other people (Pronin et al., 2002). We calculated 

bias blind spot by subtracting self-rating from other-rating, paired-samples t(107) = –0.32, p = 

.75, Cohen’s d = –0.03, 95% confidence interval (CI) = [–0.22, 0.16]. 

Results 

Contrary to Hypothesis 1, the order of symptoms encountered in the vignette did not 

systematically affect psychologists’ initial diagnostic judgments, χ2(1, 142) = 1.57, p = .21, OR = 

1.07, 95% CI [0.53, 2.14]. Nor did the contextual information about referral source (court vs. 

work supervisor) systematically affect psychologists’ initial diagnostic judgments (Hypothesis 

2), χ2(1, 142) = 0.03, p = .86, OR = 1.57, 95% CI [0.77, 3.19] (see Table 1). However, consistent 

with Hypothesis 3, after they made their initial hypothesis, psychologists overwhelmingly sought 

confirmatory information (92%; n = 130) rather than disconfirmatory information (8%; n = 11) 

about that initial hypothesis. 

[Insert Table 1 about here] 
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Hypothesis 4 involved the degree to which individual differences between psychologists 

would relate to their likelihood of engaging in confirmatory reasoning. First, to test the 

prediction that clinicians with higher cognitive reflection tendencies would be less likely to 

engage in confirmatory bias (Hypothesis 4a), we conducted a logistic regression with 

information choice as the dependent variable (confirming vs. disconfirming) and the three-item 

CRT total as the predictor. Cognitive reflection had a statistically and theoretically significant 

association with confirmation bias in the predicted direction. Each unit increase on the three-item 

CRT (representing higher cognitive reflection tendencies) halved the odds of seeking 

confirmatory information, B = –0.59, Wald(1) = 4.65, p = .03, OR = 0.55, 95% CI [0.32, 0.95]. 

Second, to test the prediction that clinicians with larger bias blind spots would be more 

likely to engage in confirmatory bias (Hypothesis 4b), we conducted a logistic regression with 

information choice as the dependent variable (confirming vs. disconfirming) and the size of a 

psychologist’s bias blind spot (operationalized as the discrepancy between self- and other-ratings 

of bias) as the predictor. Contrary to expectations, size of bias blind spot did not systematically 

relate to the behavior of seeking confirmatory information, B = –0.04, Wald(1) = 0.06, p = .80, 

OR = 0.96, 95% CI [0.70, 1.31]. 

Consistent with an expected negative correlation between the two individual difference 

measures (Hypotheses 4a and 4b), cognitive reflection tendencies inversely related to the size of 

the bias blind spot (r = –.27, p = .007). This means that the lower psychologists scored on the 

cognitive reflection items, the larger the difference between how biased they believed they were 

compared with their peers (or, stated another way, the higher psychologists scored on the 

cognitive reflection items, the closer their estimates were between how susceptible to bias they 

believed they were compared with how susceptible to bias they believed their peers were). 
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Discussion 

Although order and contextual effects did not emerge in this simple vignette study of 

psychologists’ diagnostic judgments, we did observe powerful confirmatory information-seeking 

behavior. It may be that biases from order and contextual effects would emerge in more 

ecologically valid, complicated tasks, whereas this one was straightforward and brief. We were 

left with an open question about whether psychologists might start with seeking confirmatory 

information but then switch to include disconfirmation in their reasoning the further they went 

along in their judgment task. To understand how far confirmation might persist beyond the first 

piece of information, we replicated and extended this study, giving psychologists multiple 

information-seeking opportunities. People may be more confirmatory seeking when information 

comes in sequentially rather than simultaneously (Jonas et al., 2001). But, in a sequential 

diagnostic decision environment (which has some real-world applicability), we wondered how 

far they would stay in confirmatory mode (how many pieces of information they would seek in a 

confirmatory manner). 

Study 2 

Method 

Following the same general procedure as Study 1, we asked psychologist-participants to 

rank order a list of four possible initial diagnostic hypotheses “in order of likelihood that this 

person may meet DSM-5 diagnostic criteria for each.” They received, on the basis of their 

response, three follow-up questions linked to the diagnostic hypothesis that they rank ordered 

first. The follow-up questions presented a series of choices about further information they would 

want to know to effectively test their initial diagnostic hypothesis. Each of the three questions 

provided them with a choice between two types of information: one that might confirm their 
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initial hypothesis, and one that might disconfirm it (see materials on the Open Science 

Framework). 

Participants 

To complement the email recruitment strategy for Study 1 and invite new participants 

who were never contacted for Study 1, we sent invitations to participate in Study 2 by postal 

mail. Following the recruitment method of Neal and Brodsky (2016), we relied on several 

strategies to increase participation likelihood (i.e., postal survey, university sponsorship, green 

paper, first-class postage, one-dollar bill, follow-up postcard; Fox et al., 1988; King & Vaughan, 

2004). Inside the mailed envelope, we included a recruitment letter describing the study and the 

web address where participants could go to engage in it, as we hosted data collection on 

Qualtrics. We randomly selected people to invite from the database described in Study 1. If we 

did not have a postal address for the randomly selected participant, we replaced the random 

selection with a new randomly generated selection. We mailed 885 individual invitations to 

participate; 127 were returned as undeliverable. 

We collected data from 131 licensed psychologists across the United States (17% 

response rate based on the 758 presumably valid addresses; 100 completed all questions, but we 

report all the data available as applicable to each analysis). Both men (n = 69, 52.6% of the 

sample) and women (n = 31, 23.7% of the sample) participated (23.7% did not indicate their 

gender), with a mean age of 59.43 years (SD = 10.97). Participants were predominantly White 

(67.9% of the sample; 3.1% Latinx, 0.8% African American/Black, 0.8% Asian/Asian American, 

3.8% other; 23.6% of the sample did not indicate their race). The participants reported a mean of 

21.06 years of experience (SD = 11.58). Participants worked in private practice (52.6% of the 

sample), institutions or agencies (13.0%; e.g., hospital, department of health, Veterans Affairs 
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hospital, court clinic, prison), university settings (6.1%), and other settings or more than one 

setting (3.1%; 25.2% of the sample did not specify employment). Regarding how they spend 

their work time, most of their monthly time was in clinical (nonforensic) practice (M = 48.50%, 

SD = 30.87%), followed by forensic practice (M = 29.47%, SD = 29.86%), administrative duties 

(M = 8.86%, SD = 11.20%), consultation (M = 6.37%, SD = 13.33%), teaching (M = 5.34%, SD 

= 13.18%), and research (M = 1.46%, SD = 5.30%). 

Measures 

After answering the diagnostic question and the three piped follow-up questions, 

participants responded to the Cultural Cognition Scale, CRT, and the bias blind spot questions. 

Demographics followed. As in Study 1, we do not report further on the Cultural Cognition Scale 

(Kahan et al., 2011), although the analytic code available on the Open Science Framework 

includes further information about how it performed in this study. 

Cognitive Reflection Task. The same three-item CRT as in Study 1 was used in this 

study (Frederick, 2005). In addition, we used four more CRT items developed by Toplak and 

colleagues (2014) as well as four more CRT items developed by Thomson and Oppenheimer 

(2016). The average number of items correct on the three-item CRT in this sample was 1.35 (SD 

= 1.19, α = .76). All 11 CRT items together had an average number correct of 6.69 (SD = 2.42, α 

= .67). 

Bias Blind Spot. Participants rated, on scales ranging from 0% to 100%, the extent to 

which their own forensic work is influenced by bias (M = 28.44%, SD = 19.01%) as well as the 

extent to which work by other forensic psychologists is influenced by bias (M = 33.61%, SD = 

20.04%). As in Study 1, we calculated the bias blind spot by subtracting self-rating from other-

rating (M = 5.17%, SD = 9.49%), paired-samples t(113) = 5.81, p < .001, Cohen’s d = 0.54, 95% 
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CI [0.35, 0.74]. Beyond the questions about abstract bias, we also asked three questions about 

one’s own and other individuals’ susceptibility to three specific biases in this particular study—

that is, contextual effects (Mself = 34.10, SDself = 22.82; Mother = 34.12, SDother = 21.09), 

confirmation (Mself = 31.12, SDself = 21.54; Mother = 34.51, SDother = 21.19), and drawing different 

conclusions from the same information depending on how the information is presented (Mself = 

32.63, SDself = 21.71; Mother = 34.90, SDother = 20.66). Paired-samples t tests revealed significant 

differences between self-other ratings for confirmation bias, t(113) = 2.83, p = .005, Cohen’s d = 

0.26, 95% CI [0.08, 0.45], but not for how information is presented, t(113) = 1.71, p = .09, 

Cohen’s d = 0.16, 95% CI [–0.03, 0.35], or contextual effects, t(113) = 0.02, p = .98, Cohen’s d 

= 0.002, 95% CI [–0.18, 0.19]. 

Results 

Diverging from Study 1 but consistent with Hypothesis 1, order of symptoms 

encountered in the vignette systematically affected psychologists’ initial diagnostic judgments, 

χ2(1, 124) = 5.20, p = .02, OR = 2.38, 95% CI [1.12, 5.06] (see Table 1). These findings mean 

that psychologists exposed to the evaluee “having a short fuse” as the first of the eight symptoms 

described were 2.38 times more likely to reach an initial diagnostic judgment of APD rather than 

alcohol use disorder compared with psychologists exposed to alcohol use as the first of the same 

eight symptoms. Replicating Study 1 but contrary to Hypothesis 2, the contextual information 

about referral source (court vs. work supervisor) did not systematically affect psychologists’ 

initial diagnostic judgments, χ2(1, 124) = 0.99, p = .32, OR = 0.69, 95% CI [0.33, 1.44] (see 

Table 1). 

Replicating Study 1 and confirming Hypothesis 3, at the first information opportunity, 

psychologists overwhelmingly sought confirmatory information (90%; n = 118) rather than 
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disconfirmatory information (10%; n = 13) about their initial hypothesis. Extending Study 1 and 

confirming Hypothesis 3, confirmatory information seeking persists: At the second choice, 84% 

chose confirmatory, and at the third, 77% chose confirmatory (see Figure 3). Overall, 67% chose 

confirmatory information at all three choice points. 

[Insert Figure 3 about here] 

Although confirmatory information-seeking behavior remained high across the three 

decision opportunities, it lowered with additional opportunities—generalized logistic mixed 

regression model, F(2, 378) = 3.85, p = .02 (see Table 2 and Figure 3). Specifically, although the 

generalized logistic mixed regression slope for Trials 1 and 2 did not differ, the slope for Trial 3 

was negative and significant compared with Trial 1, indicating that by the third choice 

opportunity, participants became less likely to choose confirming information (see Table 2). Of 

note, there was no significant random effect of individual participants in the model, suggesting 

that the pattern of confirmatory information seeking applies similarly across the experts (see 

Table 2). 

[Insert Table 2 about here] 

Contrary to Hypothesis 4a, cognitive reflection did not relate to number of confirmatory 

choices (three-item CRT: r = .08, p = .36; 11-item CRT: r = .04, p = .73). Neither did cognitive 

reflection relate to any of the three confirmatory choice opportunities individually (contrary to 

Study 1 and Hypothesis 4a). Contrary to the findings of Study 1, cognitive reflection tendencies 

did not relate to the bias blind spot in general; however, in partial support of Hypotheses 4a and 

4b, some of the specific bias blind spots inversely related to cognitive reflection (see Table 3). 

[Insert Table 3 about here] 
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The size of a psychologist’s bias blind spot did not systematically relate to number of 

confirmatory choices (r = .10, p = .29). Contrary to Hypothesis 4b, a series of logistic regressions 

did not uncover any relationship in this study between the general bias blind spot or any of the 

specific bias blind spots and the behavior of seeking confirming information. 

Discussion 

These findings further demonstrate robust evidence of confirmatory information seeking 

in diagnostic judgments in a national sample of licensed psychologists in the United States. 

Confirmation persists beyond just the initial hypothesis testing opportunity: This study shows 

that confirmatory behavior persists for at least three sequential testing opportunities (although it 

does decrease with additional opportunities). We need further research to understand how far 

confirmation bias persists (beyond three initial tests) and how this pattern may differ when 

information becomes available to clinicians before they have to make additional choices for what 

information to seek. If confirmatory information seeking leads to biased judgments, we need 

further research on how to reduce confirmation bias in expert judgment. 

We again did not observe context effects, although we did observe an effect of symptom 

order on diagnostic judgments, such that the first symptoms encountered affected initial 

hypotheses more strongly than symptoms encountered later. Although conceptually, the vignettes 

and experimental design were replicated across Studies 1 and 2, the language of the vignettes 

was slightly different in Study 1 compared with Study 2. This means that Study 2 was a 

conceptual replication and extension of Study 1 but was not an exact replication. 

In addition, in Study 2, the language of the symptoms was not exactly the same in the 

reversed orders: The words “heavy daily use” of alcohol and marijuana were included in 

Symptom Order 1 where they appeared first in the list of symptoms (which was the language 
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used in both Symptom Orders 1 and 2 in Study 1), but for Symptom Order 2 in Study 2, the 

phrase “a pattern of using” alcohol and marijuana was used. This difference in language is 

substantive, as heavy daily use is more consistent with a substance use disorder than a pattern 

might be, which should impact diagnostic judgments. Given that the phrasing changed in 

addition to the order, it is not clear that the order effect is entirely what drove the significant 

order finding in Study 2. 

General Discussion 

The current studies suggest that experts do not seem immune to confirmatory bias, at 

least in the psychological diagnostic judgment context of these particular studies. Importantly, 

the language of the choices available to psychologists in the critical tests of their reasoning 

processes reveals clear evidence of a positive test strategy that does indeed appear to reflect 

robust confirmation bias (see Klayman & Ha, 1987). Specifically, the language of the 

disconfirmatory options made clear that they carried the highest probability of diagnostically 

informative content. We set up the disconfirmatory options such that a single answer to those 

tests of the diagnostic hypothesis could critically falsify it (i.e., if the answer was “no,” 

psychologists could know with one step that they were on the wrong diagnostic track). Selecting 

the confirmatory option would yield less diagnostic value because regardless of the answer, 

further information (i.e., more hypothesis-testing steps) would be required to either rule out or 

rule in the initial hypothesis. Testing options most likely to falsify a hypothesis are generally 

optimal (Klayman & Ha, 1987). Selecting the confirmatory choice was rational as it was related 

to the diagnostic task and would carry relevant information (and thus was not 

“pseudodiagnostic”; Crupi et al., 2009); however, it was less optimal, probabilistically, than the 

disconfirmatory choice. 
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The finding that psychologists first seek confirmatory evidence in support of their initial 

clinical hypothesis may be a concern but must be considered in the context of this study. In both 

Studies 1 and 2, participants provided an opportunity to seek additional information 

overwhelmingly requested information that would confirm their diagnosis. Study 2 demonstrated 

that this preference persisted across choice options such that by the third option to seek 

additional information, participants were quite likely to still be seeking confirmatory 

information. Although this finding does not preclude the likelihood that clinicians would seek 

disconfirming information through the course of their real-world clinical decision making, it 

does demonstrate a bias for preferring information that confirms their initial clinical hypotheses 

(and increases the risk of further premature commitment to an erroneous decision). 

These studies did not provide the answers psychologists sought before they had to make 

additional choices for more information. Thus, they did not have a chance to update their priors 

before making decisions for subsequent information (see Lejarraga & Hertwig, 2021). It is 

possible that psychologists would adjust course and not continue seeking confirmatory 

information if they received information either consistent or inconsistent with that initial 

hypothesis, but these data do not yield insights to that possibility. 

In addition, we examined a series of judgments that psychologists made sequentially, but 

psychologists may be less likely to engage in confirmation seeking when information is available 

simultaneously (see Jonas et al., 2001). Thus, the sequential mode that we examined here could 

be compared with a more simultaneous setup in future research. Furthermore, we need further 

research to understand what policies and procedures can mitigate these well-understood biases 

and what practical steps practitioners can take to reduce cognitive bias. Regardless, as diagnostic 

systems improve in psychology (e.g., potentially moving away from discrete categorical 
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diagnoses and instead toward more dimensional approaches; Conway et al., 2021; Lilienfeld & 

Treadway, 2016), the potential for bias in diagnostic reasoning may be reduced. 

Reducing Bias in (Expert) Human Judgment 

Neal, Lienert, and colleagues’ (2022) descriptive model of bias in judgment (see Figure 

1) offers theoretical insights into how various debiasing strategies might contribute to reducing 

bias in judgment. For instance, deliberative processes can be engaged to reduce bias as 

highlighted in the upper right side of the figure. Motivational strategies aim to engage 

deliberative processes and reduce errors in decision making by elevating the stakes, such as 

holding individuals accountable for their decisions. Accountability, involving the expectation of 

justifying a decision later on, could prompt experts to recognize flaws in their reasoning and 

thereby diminish the impact of various biases (Lerner & Tetlock, 1999). Or other deliberative 

cognitive strategies, such as the “consider-the-opposite” approach, could be employed to try to 

counteract biases. Asking oneself why an initial judgment might be incorrect and exploring 

alternative possibilities is a promising method for minimizing the effects of cognitive biases, 

including the hindsight bias (Arkes et al., 1988) and anchoring bias (Mussweiler et al., 2000). 

However, introspection is likely an ineffective debiasing method because the low-effort, 

automatic processes underlying many cognitive biases may not be accessible through 

introspection (Pronin & Kugler, 2007). 

With regard to reducing bias through deliberative effort as reflected in the upper right 

area of Figure 1, we offer a specific suggestion for potentially reducing confirmation bias in 

expert judgment processes. Building on the “consider-the-opposite” approach described above 

but adapting it from a global practice that one might engage at the end of a diagnostic process to 

one that is engaged sequentially at each step of the process, we advise experts to carefully 



BIAS IN PSYCHOLOGISTS’ DIAGNOSTIC REASONING 33 

consider and document evidence both for and against all of the elements of one’s judgment 

process. This suggestion could theoretically reduce confirmation bias by prompting experts to 

constantly consider and pay attention to both evidence for and against their hypotheses as they 

emerge in the case; the early and consistent practice of seeking and considering both 

confirmatory and disconfirmatory information for each step of a judgment process may be key to 

reducing the effects of confirmatory reasoning. Future research may shed light on this 

proposition. 

With sufficient repetition and motivation to automatize certain aspects, one can leverage 

expertise-enabled low-effort cognitive processing to diminish the effects of bias by overlearning 

bias correction, as illustrated in the upper left part of Figure 1. Alternatively, rather than reliance 

solely on individuals to consciously correct biases or invest significant effort to train themselves 

to do so automatically, the decision environment itself can be modified to mitigate the effects of 

bias (also reflected in the upper left part of Figure 1). In other words, bias can be managed by 

implementing bias-mitigating policies and procedures. An effective approach involves 

minimizing bias by ensuring that examiners are blinded to potentially biasing and task-irrelevant 

information that is not essential to their tasks. A related strategy is to regulate when and how 

examiners encounter such information, employing graded blinding procedures through 

information-management protocols (Krane et al., 2008; Quigley-McBride et al., 2022). With 

these methods, experts have restricted exposure to information, eliminating subjective freedom 

in determining the order in which they consider different pieces of information. Of course, these 

methods—recommended as reforms for forensic science procedures such as fingerprint 

analyses—may be more difficult to apply in the practice of clinical and forensic psychology, in 

which task characteristics vary substantially between different types of referral questions. 
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With regard to reducing bias without having to rely on clinicians’ deliberative cognitive 

processes, we offer a suggestion for potentially reducing confirmation bias in expert judgment 

processes as reflected in the upper left area of Figure 1. Specifically, we suggest trying to limit 

one’s exposure to only relevant and nonbiasing information during the evaluation process (e.g., 

for forensic psychologists, limiting interactions—especially early ones—with the referring party 

to scoping the referral question without information about the referring party’s theory of the case 

or the arguments they would like to feature at trial). 

Understanding how bias influences decision making empowers organizations and 

professions to proactively address workflow and organizational factors that may contribute to 

bias (Saposnik et al., 2016). Better understanding can inform strategies for mitigating bias 

toward enhancing justice and fairness in society at large (e.g., Forscher et al., 2019; Ludolph & 

Schulz, 2018; Sellier et al., 2019), with particular relevance to legal and administrative systems 

(e.g., Cooper & Meterko, 2019; Morewedge et al., 2015). 

Implications for Forensic Practice 

The results of these studies have important implications for educators training students in 

assessment as well as practicing mental health professionals. Regarding educators, these findings 

highlight the need for professional organizations and educators to enhance trainings (e.g., 

continuing education workshops, assessment courses) on evaluator bias. Educators training 

mental health professionals should incorporate strategies for reducing bias in clinical decision 

making throughout graduate student training and in continuing education offerings. Regarding 

practicing psychologists and other mental health professionals, these results highlight the need 

for practitioners to consider how they seek additional information. 
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Practically and specifically, how might these findings influence the practice of forensic 

mental health evaluation? After all, many requests for forensic evaluations are framed as 

hypotheses: Does this criminal defendant meet the criteria for legal insanity? Did this civil 

litigant suffer emotional injury from a defendant’s behavior? Particularly when requested by one 

adversarial party, these requests are often accompanied by information that supports the 

hypothesis (e.g., accounts of psychiatric symptoms, complaints of harms suffered), a primacy 

effect that may strengthen an initial hypothesis. But certainly, evaluators must seek information 

in a sequential manner to explore many hypotheses. For example, if a defendant manifested 

serious psychiatric symptoms at the time of the offense, the evaluator must further explore 

whether those meet the additional narrow criteria for legal insanity. If a civil litigant manifests 

symptoms of emotional injury, the evaluator must further explore whether those are attributable 

to the alleged tort (vs. another cause). Evaluators considering a diagnosis must consider every 

relevant criterion (as in this study) before assigning the diagnosis. 

The challenge for evaluators, of course, is to pursue relevant disconfirming information 

as vigorously as—if not more vigorously than—they pursue relevant confirming information. 

We suggest, as a starting point, that training programs and evaluation guidelines emphasize the 

“ubiquitous phenomena” and “many guises” of confirmation bias (Nickerson, 1998), the ways it 

may undermine forensic conclusions (e.g., Kassin et al., 2013), and the ways it intersects with 

other biases (e.g., adversarial allegiance; Murrie & Boccaccini, 2015). In fact, two of the eight 

best practices for valid forensic psychological assessment are to explicitly consider limitations 

and assumptions and to explicitly weigh alternative views and disagreements (Neal, Martire, et 

al., 2022). Inconsistent and disconfirming data or results likely limit or qualify an expert’s 

opinion, at minimum. Showing one’s work in these ways is a critical component of a method that 
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enables consumers of expert reports and testimony to understand the scope and nature of the 

expert’s opinion and how to weigh and rely on it while trying the overall facts of the case (e.g., 

Cunliffe & Edmond, 2021; Edmond, 2015; National Research Council, 2009). 

We encourage adopting strategies from cognitive psychology (see prior section) that may 

appear tedious to evaluators but promote greater gathering and consideration of data. For 

example, for every component of the legal standards for competence or sanity, list evidence for 

and against. For every item in a structured professional judgment measure of risk, psychopathic 

personality, or other forensic-relevant constructs, list the evidence for and against assigning a 

point(s) on the item (creating a simple two-column table can help evaluators with this process). 

Indeed, some of this “for and against” information—compiled during the course of evaluation, 

instrument scoring, opinion formation, and so on—should ultimately appear in the written 

reports of forensic evaluation, to make clear to readers that evaluators tried to “weigh all . . . rival 

hypotheses impartially” (American Psychological Association, 2013, p. 3). 

Of course, a robust comparison of confirmatory and disconfirmatory information requires 

that evaluators have conducted a robust investigation to begin with. Prioritizing interview 

questions that might yield unexpected or disconfirmatory information is crucial. Evaluators 

should consider which potential records, or collateral interviewees, might be most likely to 

reveal an alternate, unexpected, or contradictory perspective on the examinee. Overreliance on 

one source of information—whether interview or a particular portion of the record base—is 

likely to increase the risk of confirmation bias. 

Limitations 

Although the results of this project enhance our understanding of psychologists’ clinical 

decision making and potential bias, especially confirmatory bias, the studies are not without 
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limitations and results should be considered in this context. These studies involve simulation 

(studies designed to simulate real-world clinical decision making), which has inherent 

limitations. For example, in actual evaluations, there is no forced choice on availability of 

information, more information is available than a short summary of a vignette, and there are 

opportunities to interview the evaluee and speak to collateral sources with relevant information. 

As this is an experimental study, it has high internal validity such that causal inferences 

can be made (which is difficult or impossible to understand from observing real-world clinical 

work); however, internal validity often comes at the cost of external validity. Indeed, although 

we designed these studies to simulate clinical decision making, it is impossible to accurately 

simulate an evaluation with vignettes and limited forced-choice options. Therefore, the real-

world applicability of the findings may be limited. The possibility that a clinician planned to ask 

disconfirmatory information later cannot be ruled out. That is, during the time-limited vignette-

style questioning, the clinician in the study may have sought information to narrow down their 

diagnosis but only as a part of their otherwise comprehensive information-gathering process that 

may have eventually included questions that would yield disconfirmatory information. 

Despite the strong experimental control in this study, it is possible that the paradigm was 

not complex enough to elicit some of the cognitive biases that may affect clinicians in their real-

world practice. Psychologists usually operate in decision environments in which too much 

information is available to them, and they must sift through all the relevant and irrelevant 

information for what they need. Order and context effects tend to occur when there is too much 

information available to remember and the task is complex—here, the vignette was short and the 

number of diagnostic options was limited. It may be that, in a more ecologically valid decision 

context without artificial information loss, order and context effects would matter. This 
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observation also suggests that limiting the information available to just what is relevant and 

necessary has bias-mitigating potential for psychologists’ diagnostic reasoning processes. 

Relatedly, pilot testing the experimental study materials could have helped ensure that the 

manipulations were sufficiently salient. The lack of findings regarding contextual effects could 

mean that the manipulations were not sufficiently strong enough to detect them, rather than that 

there are no contextual effects in diagnostic reasoning about which to be concerned. It could 

have been useful in pilot testing—or in the study, if sample size had allowed it—to have a no-

context condition, to determine the diagnostic base rate for the vignette alone without the 

evaluation context. 

There may be constraints on the generalizability of the findings given these particular 

samples of participants. Our population of interest was licensed psychologists in the United 

States, with a lesser but relevant interest in psychologists who do forensic work. In the United 

States, psychologists are licensed as generalists, but they can choose to specialize and work with 

specific populations or issues. Our sampling procedure better captured the latter than the former: 

Our sampling database included 2,221 licensed psychologists with primary or secondary forensic 

interests in the United States. Of note, however, both of our samples reported spending more of 

their time on clinical nonforensic activities (50% and 49% in Studies 1 and 2, respectively) than 

forensic activities (30% and 29% in Studies 1 and 2, respectively). Broadly, Lin et al. (2016) 

estimated that there are 106,000 licensed psychologists in the United States. Of that population, 

7% have a primary or secondary specialty in forensic psychology (Lin et al., 2017). Thus, our 

database captured about 30% of the estimated 7,420 licensed psychologists in the United States 

with a primary or secondary specialty in forensic psychology and about 2% of the overall 

population of licensed psychologists in the United States. 
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With regard to the generalizability of the characteristics of these particular samples to the 

population of interest, sample demographics can be compared with other studies of the same 

population, including those using different sampling methods. Across multiple features (i.e., age, 

years of experience in the field, employment setting, gender, and race), the samples of the studies 

reported in this article are similar to other studies sampling from the same population (e.g., Neal 

& Brodsky, 2016; Neal & Grisso, 2014a; Neal & Line, 2022). 

Specifically, the average age of participants in these samples (53 years and 59 years in 

Studies 1 and 2, respectively) is similar to the average age reported in other studies of this same 

population, including those using different sampling methods (e.g., average age of 59 years in 

study by Neal & Brodsky, 2016; average age of 53 years in study by Neal & Line, 2022). Years 

of experience in the field in the current studies (19 years and 21 years on average in Studies 1 

and 2, respectively) are similar to the 22 years of average experience reported by Neal and 

Brodsky (2016), 20 years reported by Neal and Line (2022), and 17 years reported by Neal and 

Grisso (2014a). Despite the fact that the current samples are similar in these ways across other 

studies of the same population, it is possible that all of these samples skew toward older 

psychologists who have been in practice for a longer time. 

Most of the participants in both of the current samples worked in private practice (58% 

and 53% in Studies 1 and 2, respectively), which is similar to some other studies drawing from 

the same population (e.g., 58% in study by Neal & Brodsky, 2016) but somewhat higher than 

others (e.g., 48% in study by Neal & Line, 2022). Somewhat fewer psychologists in the current 

studies worked in institutions or agencies (8% and 13%, respectively) compared with other 

samples of the same population (e.g., 18% in study by Neal & Brodsky, 2016; 21% in study by 

Neal & Line, 2022). 
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With regard to gender, more women than men participated in Study 1 (34% vs. 44%), but 

fewer women than men participated in Study 2 (24% vs. 53%). Previous studies with samples 

from this population have reported fewer women than men (e.g., 31% vs. 69% in study by Neal 

& Brodsky, 2016), and others have reported approximately even participation of women and 

men (e.g., 45% vs. 42% in study by Neal & Line, 2022). More women than men are currently 

entering psychological practice in general and forensic psychology in particular, but historically, 

more men than women practiced in the field at large and in forensic psychology specifically (for 

further discussion of the shifting gender demographics of the field, see Neal & Line, 2022). 

Regarding race, the high proportion of White people in these samples is similar to what is 

observed in other samples from the same population (e.g., Neal & Brodsky, 2016; Neal & Line, 

2022) and likely reflects the limited diversity of the population of interest. 

Finally, during the creation of the contact database, our research assistants were able to 

find postal mail addresses and email addresses for most psychologists we identified as relevant 

for the purposes of our database through the search process of states’ licensing databases. But for 

some, we could find only one type of contact information or the other. Thus, we used two 

different recruitment methods (email and postal mail) across these two studies to better sample 

from our full database. The response rates of these studies were similar to those of other studies 

involving this same population (e.g., 21% response rate from email invitations in study by Neal 

& Line, 2022) but lower than some earlier studies (e.g., 42% response rate from postal 

invitations in study by Neal & Brodsky, 2016). The response rates in these studies of 22% (email 

invitation in Study 1) and 17% (postal mail invitation in Study 2) raise the possibility of response 

bias, such that the people who opted in were perhaps more interested in a study described as 

investigating “how practitioners make clinical decisions regarding diagnosis” than people who 
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did not respond, or perhaps they had more time to respond than people who did not and, thus, 

could have responded in some systematically different way from people less interested in the 

topic of diagnostic decision making or who did not have approximately 20 min available to 

participate. 

Conclusion 

Bias remains a concern in psychological practice as well as in expert judgments more 

generally. Unfortunately, psychology experts often fail to implement strategies to manage and 

reduce bias (Neal & Brodsky, 2016). Results of these studies show small biasing effects from the 

order of symptom presentation as well as robust evidence of confirmatory information seeking 

after forming an initial diagnosis. In other words, after psychologists formed a diagnostic 

hypothesis, they were prone to seek information that supported that hypothesis. Although further 

research is needed to better understand bias, these findings validate previous works (see Arkes et 

al., 1988; Lerner & Tetlock, 1999; Mussweiler et al., 2000) that suggest psychologists need to 

take specific steps to reduce bias in their work and that the field needs to develop standardized, 

evidence-based processes to mitigate these effects. 
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Figure 1. Neal, Lienert et al., (2022)’s Descriptive Model of Bias in Human Judgment 

 

 

  

Depth of Cognitive Processing 

Lower          Higher 

Susceptibility to Bias 

Higher            Lower 



BIAS IN PSYCHOLOGISTS’ DIAGNOSTIC REASONING 57 

Figure 2. Two of the Piped Follow-Up Questions Linked to the Diagnostic Hypothesis 

Participants Rank-Ordered First in Study 1 

 

 

Note: After selecting their initial diagnostic hypothesis in Study 1, psychologist-participants received a piped follow-

up question based on that initial hypothesis. We designed four piped questions, one for each possible initial 

diagnostic hypothesis (participants only saw one follow-up question – the one designed specifically for their 

diagnostic selection). Two (the most vignette-relevant) of the four questions we designed are shown in this figure. 

Each question offered a choice between two pieces of information: one that might confirm the psychologists’ initial 

hypothesis, and one that might disconfirm it. The questions shown here present the potentially confirmatory 

information first and the potentially disconfirmatory information second, but their orders were randomized for 

participants.  
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Figure 3. Proportion of Psychologist-Participants Choosing Confirmatory Information at Each 

of the Three Sequential Decision Opportunities in Study 2  

 
Note: Generalized logistic mixed effects model with choice opportunity as predictor (trial) and random intercept for 

psychologist-participant; error bars represent the 95% confidence intervals for the predicted probability of a 

confirming choice. 
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Table 1. Order and Context Effects in Studies 1 and 2: Proportions of Initial Diagnostic 

Hypotheses and Sample Sizes (n) 
 

Study Initial Diagnostic Hypothesis 

 
Order of Symptoms Context: Referral Source 

  “Short Fuse” 1st Alcohol 1st Work Court 

Study 1 Antisocial Personality Disorder 0.38 0.28 0.34 0.32 

 Alcohol Use Disorder 0.62 0.72 0.66 0.68 

      

 n 74 68 71 71 

      

Study 2 Antisocial Personality Disorder 0.46 0.26 0.31 0.40 

 Alcohol Use Disorder 0.54 0.74 0.69 0.60 

      

 n 59 65 61 63 
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Table 2. Study 2 Generalized Mixed Effects Logistic Regression Model of Confirmatory 

Information Seeking Across Three Decision Opportunities 

 Coefficient Standard  

Error 

Test  

Statistic 

p Standardized  

Effect Size 

Fixed Effects     Odds Ratio [95% CI] 

Intercept 2.31 [1.69, 2.93] 0.32 t = 7.34 <0.001 10.11 [5.44, 18.78] 

Trial 2 -0.59 [-1.76, -0.30] 0.39 t = -1.52 0.129 0.56 [0.26, 1.19] 

Trial 3 -1.03 [-1.35, 0.17] 0.37 t = -2.76 0.006 0.36 [0.17, 0.74] 

      

Random Effects     Cohen’s d 

Participants (N=128) 0.54 [0.12, 2.39] 0.41 Z = 1.32 0.186 0.12 (very small) 

Note: Generalized mixed effects logistic regression model with choice opportunity as predictor (three trials) and 

random intercept for psychologist-participant on probability of seeking confirming information vs. disconfirming 

information. Trial 1 was the reference category. Values in brackets are 95% confidence intervals. 
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Table 3. Study 2 Correlation Matrix  

 BBS BBS_Frame BBS_Context BBS_Confirm #Confirm CRT-3 CRT-11 

Measure  r 

(p) 

r 

(p) 

r 

(p) 

r 

(p) 

r 

(p) 

r 

(p) 

BBS - .23 

(.015) 

-.06  

(.53) 

.06 

(.52) 

.10 

(.29) 

-.01 

(.93) 

-.15 

(.13) 

BBS_Frame  - .19 

(.045) 

.20 

(.031) 

.02 

(.82) 

-.21 

(.03) 

-.19 

(.06) 

BBS_Context   - .11 

(.25) 

-.02 

(.87) 

-.09 

(.36) 

-.21 

(.040) 

BBS_Confirm   - -.08 

(.42) 

-.04 

(.71) 

.04 

(.73) 

#Confirm   - .06 

(.56) 

.01 

(.89) 

CRT-3   - .75 

(<.001) 

CRT-11   - 

 

Note. BBS (Bias Blind Spot, operationalized as rating of others’ bias – ones’ own bias). We operationalized the 

other BBS items (Frame, Context, Confirm) similarly but specific to each type of bias. #Confirm (total number of 

confirming choices made Study 2). CRT (Cognitive Reflection Task, 3-item scale and 11-item scale).  

 

 


