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Abstract

Daisies are a special type of hypergraph introduced by Bollobas, Leader and Malvenuto. An r-daisy deter-
mined by a pair of disjoint sets K and M is the (r + |K|)-uniform hypergraph {K U P: P € M}. Bollobis,
Leader and Malvenuto initiated the study of Turdn type density problems for daisies. This paper deals
with Ramsey numbers of daisies, which are natural generalisations of classical Ramsey numbers. We dis-
cuss upper and lower bounds for the Ramsey number of r-daisies and also for special cases where the size
of the kernel is bounded.
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1. Introduction

All hypergraphs and set systems will be defined on [n], where [n] denotes the set {1,2, . . ., n}. For
a set X, we denote by X the set of all subsets of X of size 7. When needed, we will use the natural
ordering of [n].

Definition 1.1. For a pair of disjoint sets K and M and an integer r > 2 the daisy D,(K, M) is the
hypergraph defined as follows:

D(K,M)={KUP:PeM"},

that is, an edge X of D,(K, M) is the union of the kernel K and a petal P. The set M is called the
universe of petals of D,(K, M). When the pair K, M have sizes |K| =k and |M| =m we say that
the (r + k)-graph D,(K, M) is a (r, m, k)-daisy. When the size of the kernel is not specified, we talk
about an (r, m)-daisy

Daisies were introduced by Bollobds, Leader, and Malvenuto in ref. [2]. They asked how many
edges an (r + k)-graph can have without containing an (r, m, k)-daisy. These problems are open
except for a few special cases. For instance, it is not known how large the density of a 3-graph with-
out a (2, 4, 1)-daisy can be. In a recent breakthrough, Ellis, King, Ivan, and Leader [6, 7] proved
lower bounds for some families of daisies. In particular, their result disproves a conjecture in ref.
[2] that the Turdn density of an (r, m, k)-daisy approaches 0 for fixed r, m and k — oo. In this
paper, we will be interested in Ramsey numbers of daisies. While in ref. [2] the main interest of
the authors was in daisies with a kernel of fixed size, we will focus on daisies with unbounded
kernel.
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Definition 1.2. For integers{ > 2 and m > r > 2, we define the Ramsey number of daisies D, (m; £)
as the minimum integer n with the property that any colouring ¢ : P([n]) — [£] of the subsets of [n]
by € colours yields a monochromatic copy of an (r, m)-daisy.

Note that in our definition of D, we do not specify the size of the kernel of the monochromatic
daisy. In Section 6, we will also consider Ramsey numbers D,(m, k; £) of daisies with kernel of fixed
size k defined analogously.

Our motivation for studying daisies comes from theoretical computer science, specifically, a
problem in the area of randomness extractors. In ref. [3], Cohen and Shinkar studied the concept
of the bit-fixing extractor (more precisely, extractor for bit-fixing sources). Defining this con-
cept exactly would take us too far afield and is not the focus of the paper. However, this area of
research is connected with Ramsey theory (e.g., [11]) and moreover with daisies (see Remark 2.6).
To estimate the Ramsey number of daisies seems to be a simpler problem that could shed light on
the problems about bit-fixing extractors. For the reader interested in randomness extractors, we
recommend Shaltiel’s survey [14].

The problem of getting better estimates for the Ramsey number of daisies could be of indepen-
dent interest as well, since these numbers can be viewed as generalisations of Ramsey numbers
for hypergraphs and there is a huge gap between currently available upper and lower bounds. The
aim of this paper is to popularise this question. To this end we will prove some simple results
that show connections between Ramsey numbers of daisies and the standard Ramsey numbers of
complete hypergraphs.

The paper is organised as follows. In the following section, we present our results and some
definitions. In Section 3, we prove Proposition 2.1, Section 4 deals with Theorem 2.2, while in
Section 5, we give a proof of Proposition 2.5. In Section 6, we discuss some related problems for
daisies of fixed kernel size or specified kernel position with respect to the underlying order of [#].
Finally, Section 7 is devoted to open problems and final remarks.

2. Definitions and results

2.1 Daisies of unrestricted kernel

For integers £ > 2 and m > r > 2, let R,(m; £) be the standard Ramsey number for r-graphs, that
is, the minimum number 7 such that for every colouring of [#]™) by £ colours, there exists a

monochromatic complete r-graph on m vertices K. Since the complete r-graph K isan (r, m)-
daisy with empty kernel, we have the basic bound

D, (m; £) < Ry (m; £). (1)

Setting R,(m) = R,(m;2) and D,(m) = D,(m;2) we first recall that Erdés, Hajnal and Rado

(see [8, 10]) proved that there exist positive ¢; := ¢;(r) and absolute positive constant ¢, such
that

tr—a(c1m®) < Rp(m) < tr_1(com) )

where the tower function t; is defined recursively as fp(x) =x and t;1 = 24 It is conceivable

that a similar bound holds true for Dy, but the standard techniques, in particular the Stepping-up

Lemma and shift graphs, do not seem to work for daisies. The probabilistic argument does work,
but it only gives a lower bound that is far from the upper bound.

"The colours of sets smaller than r play no role, but it will be simpler to talk about colourings of all sets.
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Proposition 2.1. For integers m, £, r > 2, there exists positive constant ¢ := ¢, such that

r—1

Dy(m; £) > £ (3)
holds.

The proof is a standard application of the Lovasz Local Lemma. For the upper bound, we were
unable to say more than the bound on (1) for general values of m. However, for small values of m
we show that there exists a tower gap between D,(m) and R, (m).

Theorem 2.2. Given ¢ > 0, there exists ro such that for every r > ry the following holds. If (1 4 &)r <
m < (2 —&)r, then

tsr/Z(Dr(m)) < Ry(m).

The proof of Theorem 2.2 relies on an observation that the complement of a daisy is still a daisy
and on a result on tower-type lower bounds on R,(m) when m < 2r. For m > 2r we were unable
to rule out even the possibility that D,(m; £) = R,(m; £).

Conjecture 2.3. Let m, t, £ > 2 be integers, then lim,,_, oo % =0.

While there is a wide gap between the bounds given in (1) and (3), with a slightly stronger
definition of a daisy one can show fairly tight bounds.

Definition 2.4. An (r, m)-superdaisy D¢ ,(K, M) with kernel K and universe of petals M of size
|M| = m is the system of all sets X with

(1) KSXCKUM,
(2) IXI<IK|+r.

In other words, D<,(K, M) = {K} U Ji_; Di(K, M) where D;(K, M) is the daisy of kernel K and
universe of petals M with petal of size i. It is easy to come up with a colouring that avoids
monochromatic superdaisies. Indeed, one can take for example the colouring ¢ : P([n]) — {0, 1}
given by ¢(X) =|X| (mod 2). For this reason, instead of requiring the entire superdaisy to be
monochromatic, we will be interested only when each daisy in the superdaisy is monochromatic.
We say that a superdaisy D¢ (K, M) is level homogeneous, if D;(K, M) is monochromatic for each
1 <i<r. We will denote by D<,(m; £) the minimum » such that for every colouring of all subsets
of [n] by £ colours, there exists a level homogeneous (r, m)-superdaisy.

Theorem 2.5. If ¢, r > 2, then
Ry(m; £) < Dgr(m§ ) <R (m+r—1;£")
holds for every m > r.

Remark 2.6. The concept of superdaisies is closely related with bit-fixing extractors. Indeed, a bit-
fixing extractor for sources of size r and entropy e is, essentially, a colouring x:2l") — [2°] of the
subsets of [n] by 2° colours such that for every (r, r)-superdaisy D all 2° colours are represented in D
with almost the same frequency.

2.2 Daisies of fixed kernel

Another variant is the study of Ramsey number of daisies of bounded kernel. Analogously as in
D, (m; £) we define the Ramsey number D,(m, k; £) of daises with kernel of size k as the minimum
integer n with the property that any colouring go:[n](k+r) — [£] of the (k+ r)-tuples of [u] by
£ colours yields a monochromatic copy of an (r, m, k)-daisy. The next theorem shows that for
daisies of restricted kernel size, one can obtain tower-type lower bounds.
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Theorem 2.7. Let k, £, r > 2 be integers. Then the following two statements hold:

(i) Dy(m,k; €7) = R,([m/(k+1)1; £).
(ii)) Dy(m, k;€) = R,_i([m/(k+ 1)1 — k; £) for r > k.

Although a very natural variant of the problem, most of our paper will focus on the unrestricted
version of Daisies. A follow-up paper [13] will study the restricted variant in more detail.

3. Alower bound on D,(m; ¢)
The proof of Proposition 2.1 is a standard application of the well-known Lovasz Local Lemma.
The lemma was introduced by Erdds and Lovasz in ref. [9].

Lemma 3.1 ([1], Corollary 5.1.2). Let Ay, Ay, ..., A, be events in an arbitrary probability space.
Suppose that each event A; is mutually independent of a set of all the other events A;j but at most d,
and that P(A;)) <p forall 1 <i< n. If

ep(d+1) <1,
then P (\I_; Ai) >0

Proposition 2.1 follows from the next result by setting n = £

' for sufficiently small c.

Proposition 3.2. If n,m,r,{ > 2 and n > m > r are integers satisfying
(")mer- <1
r

Proof. Consider a random £-colouring ¢:P([n]) — [£], where each set is coloured uniformly
and independently. Let M, K C [n] with |[M| = m such that M N K =§. For a daisy D(K, M) =
{KUP:Pe M)} let A(K, M) be the event that D(K, M) is monochromatic with respect to the
colouring ¢. Clearly

then D,(m; £) > n.

p:=PAK, M) =0,

Note that the event A(K, M) only depends on the events A(K’, M’) such that the corresponding
daisies D(K, M) and D(K’, M) are not edge disjoint. We will estimate the degree d of the depen-

dency graph. That is, the number of daisies sharing an edge with D(K, M). Let X € D(K, M) be an

edge of our daisy. There are (kfr) possibilities for an r-set P’ to be a petal determined by X in some

D(K’, M"). Once the petal P’ is determined, then K’ = X \ P’. It remains to determine the rest of
nfkfr)

the universe of petals M’, that is, m — r elements outside of X. There are ( possibilities for
these elements. Furthermore, we have to multiply it by the number of edges X in D(K, M), which

is (). Hence the degree is
i< <m><k—|—r)(n—k—r> - <m)n”‘.
r r m—r r

We need to show ep(d + 1) < 1. However, a simple computation shows that

ep(d+1) < (T)nmﬁl_(r:) <1.

Consequently, by Lemma 3.1, we have IP( /\K,M A(K, M)) > 0, which means that for some
£-colouring ¢, no (r, m)-daisy is monochromatic. O
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4. Proof of Theorem 2.2

In this section we prove Theorem 2.2. The main result in this section is the following lower bound
on 2-colour Ramsey numbers when m < 2r.

Theorem 4.1. Forr >3 andm>r+7,
Ry(m) = 4t,>(L(m —r +1)/4]).

Let us remark that the best known lower bounds on Ramsey number are due to Conlon, Fox
and Sudakov [4] by a clever application of the Stepping-up lemma. They proved that

Ry(m) = tr_s(cm?)

for a positive constant ¢ > 0 and m > 3r. On the other hand, Theorem 4.1 can be applied for a
wider range of m. The proof of Theorem 4.1 will use a different approach, which is based on shift
graphs. Similar results were established in refs. [5, 12].

Let Sh(n, r) be the shift graph on [n](") given by

E(Sh(n, 7)) = {{{x1,.. .. x5 {x2, . . s X1} i1 <X < ... < Xpy1 € [n]}.

For our exposition we will find more convenient to consider Sh(n, r) as a directed graph with
directed pairs ({x1, ..., %}, {x2,. .., %+1}). When talking about chromatic numbers of directed
graphs we will mean the “usual” chromatic number of a symmetric graph which results by
replacing each directed edge (x, y) by the unordered pair {x, y}.

The proof of Theorem 4.1 relies on the following proposition. Let f(t, £) be the largest integer
m with the property that for any directed graph D with x (D) = m, there exists an £-colouring of
its arcs with no monochromatic path with ¢ vertices. The next proposition was proved in ref. [5].
Since the proof is simple we will sketch it here.

Proposition 4.2. f(t,£) > (t — 1)Le/2) forl>2andt>3.

Sketch of proof of Proposition 4.2. Consider a digraph D with x(D) = (t — 1)¥/2). Let V(D) =
Uaefr—1j1er21 Va be a colour class partition of the vertices of D indexed by the lattice points of

the cube [t — 1]L¢/2). We will colour arcs of D with 2| £ /2] < £ colours as follows. For two colour
classes V,; and V), let j be the smallest index such that a; # b;. If a; < b; colour all the arcs (x, y) €
Va XV}, by 2j — 1. On the other hand, if a; > bj, then colour the arcs by 2j. Clearly each directed
path in each colour has at most t — 1 vertices. U

For a directed graph G, let 9G be the directed graph defined by V(dG) = A(G) and

406) = {(Co ), (5 w) € AG) D y=2].

That is, the vertices of dG are the arcs of G and the arcs of dG are the oriented paths of length 2.
The next proposition is a corollary from Proposition 4.2 when ¢ = 3.

Proposition 4.3 (Lemma 5.2, [12]). Let s > 1 be an integer and G a directed graph. If x (0G) > 2s,
then x(G) > 2°.

By considering Sh(n, r) as a directed graph, note that dSh(n,r) can be seen as a copy of

Sh(n, r 4+ 1). Indeed, we can map the vertex {x;,...,x,1} € V(Sh(n, r 4+ 1)) with x; < ... < x4
to the directed pair ({x1,..., %/}, {x2,...,%41}) in V(3Sh(n, r)). The following is an immediate
corollary.

Corollary 4.4. Let n,r,s > 1 be integers. If x (Sh(n, r)) > 2s, then x(Sh(n, r — 1)) > 2°.
Now we are ready to give a proof of Theorem 4.1.

Proof of Theorem 4.1. Set n= R,(m). Our aim is to find a lower bound on n. Consider a 2-
colouring @:[n]") — [2] of the r-tuples of [n]. Note that by our observation that dSh(n,r — 1) isa

https://doi.org/10.1017/5S0963548324000221 Published online by Cambridge University Press


https://doi.org/10.1017/S0963548324000221

800 P. Pudlék et al.

copy of Sh(n, r), the colouring ¢ of the vertices of Sh(n, r) can be also interpreted as a colouring of
the arcs of Sh(n, r — 1).

By the definition of n, there exists a monochromatic set X of size m. Let x1 < ... < X, be the
elements of X. Since all r-tuples {x;,, . . ., x; } are of the same colour, we have in particular that the
set of all edges of the directed path

{XI, e )xr—l}a {-x2> ... )xr}; I {xm—r+2; e >xm}

in Sh(n, r — 1) are monochromatic. Since ¢ is arbitrary, we obtain that Sh(n, r — 1) is a directed
graph such that any 2-colouring of its arcs yields an oriented monochromatic path with m —r + 2
vertices of Sh(#n, r — 1). Thus, Proposition 4.2 with £ =2 and t = m — r + 2 gives us that

x(Sh(n,r—1))>(m—r+1). (4)

By induction we will observe that y (Sh(n, r — 1)) > 4ti_; ([(m —r+1)/4]) for 1 <i<r—1.
The base case i =1 is just inequality (4). Suppose that x (Sh(n,r —i)) > 4t;_; (|((m —r+1)/4])
for i > 1. Then by Corollary 4.4, we obtain that

x(Sh(n, 7 —i— 1)) > 221 Um=r+D/AD > 44 (| (m — r + 1)/4])
if [(m —r+ 1)/4] > 2, which holds for m > r + 7. This finishes the induction. The result now
follows since for i = r — 2, we have n = x(Sh(n, 1)) > 4t,_, (|[(m — r 4+ 1)/4]). O
We finish the Section by proving the theorem stated in the introduction.

Proof of Theorem 2.2. First, we are going to prove that D,(m) = Dy,—.(m) for integers m > r > 1.
Recalling Definition 1.1, the equality D,(m) = D,,_,(m) means that the existence of a 2-colouring
¢ of P([n]) without a monochromatic (r, m)-daisy can be used to find a colouring ¥* which yields
no monochromatic (m — r, m)-daisy. Let n = D,(m) — 1 and let ¢:P([n]) — [2] be a 2-colouring
of all the subsets of [n] without a monochromatic (r, m)-daisy. Consider the complementary
colouring ¢*:P([n]) — [2] given by:

9" () = g([n]\ X)

for every X C [n].

We claim that ¢* does not contain monochromatic (m — r, r)-daisies. Suppose to the contrary
that D* is a monochromatic (m — r, r)-daisy under the colouring ¢*. Then consider the dual graph
D given by

D={[n]\ X:X e D*}.

The hypergraph D is a monochromatic (r, m)-daisy under the colouring ¢, contradicting our
choice of ¢. Hence, Dy,_,(m) < D,(m). Since 1 <r <m is arbitrary, it follows that D,(m) =
Dy—r(m).

Note that Erdés, Hajnal and Rado upper bound on Ramsey numbers in (2) holds for m > 1.
Together with the observation in (1), we obtain that

Dy (m) = Dy—y(m) < Rip—r(m) < tim—r—1(cm) < tm—r—1(2cr) (5)
for m < 2r and absolute positive constant c. Moreover, Theorem 4.1 gives for m > (1 + ¢)r that
R(m) > tr_o(L(m — 1+ 1)/4]) > t,_a(cr/4) ©)
Then the statement follows for sufficiently large r by combining (5) and (6). Indeed,
ter2(Dr(m)) < tim—r—14er/2(2cr) < tr_z(er/4) < R (m),

for m < (2 — e)r and sufficiently large r. U
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5. Proof of Theorem 2.5

We start this section by noting that since the complete i-graph K isan (i, m)-daisy with empty
kernel, one could restrict the problem to find a level homogeneous superdaisy to the problem of
finding a level homogeneous daisy with empty kernel. In this case, the problem is the same as
finding a set M C [n] that is a monochromatic with respect to all possible uniformities from 1 to r.
It turns out that we are able to bound the last problem only using the Ramsey number for r-tuples.

Proposition 5.1.

D¢ (m; ) <Ry (m~+r1—1;2")

Proof. Let n=R,(m +r — 1;£") and consider an arbitrary ¢-colouring ¢ : P([n]) — [£] of the
subsets of [#]. We define an £"-colouring  : [n]") — [€]" of the r-tuples of [n] given as follows.
Let X ={x1,...,x} € 1] be an r-tuple of [#n]. Then

Y(X)i =o({x1, %2, . . ., xi})

for every 1 < i < r. By our choice of , there isa set Y C [n] of size m + r — 1 monochromatic with
respect to the colouring . Let M be the subset consisting of the first m elements of Y. Thus, by the
definition of ¥, for every 1 < i < r the family M is monochromatic. This implies that D, M)
is level homogeneous. O

A more careful analysis of the standard proof of Ramsey’s theorem (see e.g., [10]) gives a similar
upper bound as in Proposition 5.1 (with even better constants). However, for the sake of simplicity
we decided to present the proof above.

For the lower bound, we were able to show that D, (m; £) is at least the Ramsey number for
r-graphs in £ colours.

Proposition 5.2.
Dg,(m; £) > Ry(m; £)

Proof. Let n=R,(m;¢) —1 and consider an £-colouring go:[n](’) —{0,1,...,£—1} of the

r-tuples of [n] with no monochromatic clique Kﬁrf). We define a colouring ¢ : P([n]) —
{0,1,...,£—1} by:

YOO — {me @R) (mod 0),  if|X|>r
0, otherwise,

for X C [n]. We claim that v is a colouring with no level homogeneous (r, m)-superdaisy.

Assume by contradiction that there exists a (r, m)-superdaisy D,(K, M) that is level homoge-
neous with |K| = k and |M| = m. Since D;(K, M) is monochromatic for each 1 <i <r, let ¢; be the
colour of the edges of size k + i.

Let ¥k be an auxiliary £-colouring Yi:MS) - {0,1,...,¢ — 1} of the subsets P C M, |P| < r
defined by

ZIGK(rf\P\) (/)(] U P) (mod E), if |K UPl 2 r
0, otherwise.

Yx(P)= {

In other words, Yk (P) is the contribution of the colouring ¢ of the r-edges containing P from
[1]" to the colour of ¥ (K U P).

We will show by induction that there are constants d; € {0, 1, ..., £ — 1} for 0 < i < r such that
Yk |y = di, that is, for every petal P € M we have g (P) = d;.
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For i =0 there is nothing to do, because MO = {¢@}. In this case just take dp = Yk (¥). Now
suppose that i > 0 and let P € M), We claim that

Yr(P) =y (KUP) =Y y(L). (7)
LCP

If |IK U P| < r, then equation (7) holds since ¢ (K U P) = 0 and ¥k (L) = 0 for every L C P. Now let
t = min{k, r}. Then

Y(KUP) = Z > Y egun= Z > k(@)

L=r—t JeK(r—0) Lep(®) {=r—t Lep)

Since by definition any set L C P of size [L| < r — t is such that yx (L) = 0, we have

Y(KUL)= Z > wk@) =yx@P) + Y YD),

£=0 1ep®) LCP

which proves (7).
Using that ¢ (K U P) = ¢; and by the induction hypothesis, we obtain

-1,
Yi(P)=ci—» (;) d;,
=0

which does not depend on the choice of P. Thus setting d; =¢; — Z]l é()d gives us that
YK |y = di.
In particular, for i = r, the last paragraph shows that M(") is monochromatic with respect to Y.

Since Yk (P) = ¢(P) for every P e M ) we have that M is a monochromatic K,(,f) with respect to
the colouring ¢, which contradicts our assumption on ¢. U

6. Simple daisies and daisies of kernel of given size

We now study special cases of the daisy problem. We start by defining a simple daisy, a special
type of daisy with the property that the universe of petals separates the kernel in two parts.

Definition 6.1. A daisy D, (K, M) is simple if there exists a partition K = Ko U K; of the kernel such
that Ky < M < Kj, that is, max(Ky) < min (M) < max(M) < min (Kp).

Although we do not have good lower bounds for the Ramsey number of daisies, we can derive
better lower bounds for simple daisies at the cost of increasing the number of colours. More pre-
cisely, let D;""P(m; ) denote the minimum integer n such that any £-colouring of P([n]) yields a
monochromatic simple (r, m)-daisy.

Proposition 6.2. If €,r > 2, then
D™ (1m; €7) > Ry(m; 0)

Proof. Letg: 1] - {0,1,...,£ —1}bean £-colouring of the r-tuples of [n] with no monochro-

matic K,(,f). We will define a colouring ¢ : P([n]) = {0,1,...,£ — 1} from the subsets of [#] to
the ordered r-tuples of {0, 1, ..., £ — 1} as follows. Let X = {x, . . ., x;} C [n]. We define ¥/ (X) by

YXi= Y eUxeXep1 .. %eir1)  (mod 1)

s=i (mod r)
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for 1 <i < r. In other words, the i-th coordinate of ¥ (X) is given by summing the colours of all
the blocks of 7 consecutive elements of X starting with an index congruent to i (mod r).

Suppose that there is a monochromatic simple daisy D = D(Kp U K, M) with respect to ¥
and assume that |Ko| =iy (mod 7). Let P, P’ € M and consider the edges X=KyUPUK; =
{x1,...,x} and X’ =Ko UP' UK; ={x},...,x;} in D. Note that the petals P and P corre-
sponds to the block of r consecutive elements starting with the index ip + 1 in the edges X
and X', respectively. Moreover, because |P| = |P'| =1, all the other blocks of r consecutive ele-
ments in X and X’ starting with index congruent to ip + 1 (mod r) are completely inside Ky U K;

and consequently p({xs, . .., Xs4r—1}) = @({x}, . . ., X, ,_;}) fors=1ip+1 (mod r) and s # ip + 1.
Therefore, ¥ (X)iy+1 = ¥ (X')i,+1 implies that ¢(P) = ¢(P’). Hence M is monochromatic with
respect to ¢, which contradicts our assumption on . U

A natural variation of the daisy problem introduced in Section 1 is to determine the Ramsey
number of daisies of fixed kernel size. To be more precise, we define D,(m, k; £) as the minimum
integer n with the property that any £-colouring @:[n]*+ — [¢] of the (k + 1) -tuples of [#] yields
a monochromatic copy of an (r, m, k)-daisy.

The first remark about the problem is that one can immediately obtain an upper bound from

the original Ramsey number. Indeed, given an £-colouring ¢:[n]**" — [¢] we can define a
colouring ¢':[n — kKM — [¢] by

o'Uxts .. x ) =0(x1,. . s xpn—k+1,...,n))

for {x1, ..., %} € [n—k]®. It is not difficult to check that a monochromatic clique with respect
to ¢’ corresponds to a monochromatic daisy of kernel K ={n — k+ 1, .. ., n} with respect to ¢.
Hence,

Dy(m, k; £) < Ry(m; €) + k.

In the rest of this section, we will give a proof of Theorem 2.7. Our approach to provide lower
bounds for D,(m, k; £) is based on the concept of simple daisies given above. The concept was
further explored in ref. [13] to prove Theorem 7.3 below. As in the definition of D,(m, k; £), let
D} (m, k; £) denote the minimum integer n such that any £-colouring of the (k + r)-tuples of [#]
yields a monochromatic simple (r, m, k)-daisy.

Proposition 6.3. D,(m, k; £) > D;F( (m/(k + 1)—| ,k; €)

Proof. Suppose that a 2-colouring of [1]**") contains a monochromatic copy of a (r, m, k)-daisy
D =D(K,M). Write K={x1,...,x} with x; <x3 <...<xg and let xp=0 and x34; =n+1.
For 0 <i<k, let M; be the vertices of M between x; and x;1;. By the pigeonhole principle
there exists index j such that |M;| > |—|M|/(k + 1)-| > |—m/(k + 1)-|. Therefore, the induced sub-
graph D[K U M;] is a monochromatic simple (r, [m/(k + 1)—| , k)-daisy and hence D,(m, k; £) >
D™ ([m/(k+1)], k). O

Note that a colouring without a monochromatic simple (r, m)-daisy does not contain in partic-
ular a simple (r, m, k)-daisy. Hence, D" (m; 0) < DY (m, ks £). As a quick corollary, Proposition
6.2 and 6.3 together with the observation above give Part (i) of Theorem 2.7.

Corollary 6.4. Ifk, ¢, r > 2, then
Dy(m, k; £7) = R,([m/(k + 1)1; £).

We were also able to prove a lower bound without increasing the numbers of colours (part (ii)
of Theorem 2.7), but at the expense of reducing other parameters.

Proposition 6.5. If £ >2 and r > k > 2, then
Dy (m, k; £) = Ry_i([m/(k+1)] — k; £)
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Proof. We will prove that D™ (m, k; €) > R,_(m — k; £). The inequality in the statement fol-
lows from Proposition 6.3. Letn =R, _y(m — k; £) — 1 and let ¢ : [n]"% — [¢] be an £-colouring
of the (r — k)-tuples of [n] with no monochromatic copy of a Kfrf::). We define a colouring
¥ - [n]*+) = [¢] by:

W({Xl, o >xk+r}) = (p({xk—i-l) <. >xr})a

for {x1,...,xk1,} € [n] K47,

Suppose by contradiction that there exists a monochromatic simple daisy D = D(Ky U K3, M)
with respect to ¥. Write |Ko| = ko, |Ki| =k; and M = {x, . . ., x;»}. We claim that the set M’ =
{Xk—ko+1> - - - » Xm—k+k, } is monochromatic with respect to ¢. Indeed, if A, A" € M'®="_ then the
sets

X=KoU{x1,..., %k} UAU {Xpy—tk; 415 - - - > Xm) UK
and
X =KoU{x1,... s Xk—ko ) UA'U {Xm—ktky+15> - - > Xm} UKy

are edges of D, because {xi,...,% g} UAU {Xp_tik,+1 and {x1,..., %} UA'U
{Xm—k+k+1> - - - » Xm) are sets of size (k — ko) + (k — r) + (k — k1) = r in M. Since D is monochro-
matic, we obtain that ¢(A) = ¥(X) =¥ (X') = ¢(A’) and consequently M’ is set of size m — k
monochromatic with respect to ¢, which is a contradiction. U

7. Concluding remarks

7.1 Better bounds on the Ramsey number of daisies with unrestricted kernels

Likely, the most interesting problem is to improve the bounds on D,(m; £). Proposition 2.1 gives
us only an exponential lower bound. On the other hand, we were unable to rule out even that
D,(m; £) = R,(m; £) for sufficiently large m. While we do not believe that this is the case, we
also believe that our lower bound is far from being the best possible. Thus raising the following
question.

Problem 7.1. Improve the lower bound on D,(m). In particular, is it true that for every r > 2, there
is my = my(r) and s = s(r) such that D,(m) grows like a tower of exponentials t,(m), where s — 00
asr— oo and m > mg?

The following weaker question is already interesting.

Problem 7.2. Is D,(m) > 22" for some r and & > 02

7.2 Lower bounds for daisies with fixed kernel size

In Section 6, we considered the problem of determining D, (1, k; £), the Ramsey number of daisies
of kernel of size k. We proved that it is lower bounded by R,(|m/(k + 1)];p) if £ > p". Clearly, this
bound works only if m is sufficiently large with respect to k and r. In the forthcoming paper [13],
the junior author shows a bound for two colours. His proof uses a more involved modification of
the Stepping-up Lemma.

Theorem 7.3 ([13]). Given integers r > 3 and k > 0, there exists a positive absolute constant ¢ > 0
and an integer mo = mo(r, k) such that

D, (m, k;2) > tr—z(ck_3m1/2r74)

holds for every m > my,.

https://doi.org/10.1017/5S0963548324000221 Published online by Cambridge University Press


https://doi.org/10.1017/S0963548324000221

Combinatorics, Probability and Computing 805

The bound is essentially of the same type as known bounds for R,(m), but also in this theorem
the size of the kernel k must be substantially smaller than m. So the natural next step toward
proving better bounds on the Ramsey numbers of daisies with unrestricted kernel size is to prove
a similar lower bound with k > m.

7.3 Estimates for monochromatic directed paths

Finally, we state a question arising in relation with the function f(t, £) introduced in Section 4.
Recall that we define f(t, £) as the largest integer m with the property that for any directed graph
D with x (D) = m, there exists an £-colouring of its arcs with no monochromatic directed path of
size t. As shown, the function f(t, £) can be used to determine lower bounds for Ramsey numbers.
This leads to the natural problem of determining f (¢, £).

Proposition 4.2 shows that f(t,£¢) > (t — /21 For £ =2, it is not hard to check that the
result is actually tight and f(¢,2) =t — 1. However, the lower bound provided by the propo-
sition does not seem optimal. Indeed, one can prove by a blow-up iterated construction that
f(t,0)= Q(H°82¢). Since log, 3~ 1.584.. > 1, this construction gives better bounds for £ = 3, but
fails to give good bounds for large values of £. It would be interesting to know if it is possible to
improve the bounds on f(t, £) for odd £ in general.

7.4 Ramsey number of G % H

In ref. [2], the authors proposed the following operation with hypergraphs. Given an r-graph G
and an s-graph #, we construct the (r + s)-graph G x H with vertex set the disjoint union of the
vertex sets of G and H and whose edges are all sets of the form XU Y with Xe€ G and Y e H.
Observe that if G = K]Ek) (a k-edge) and H = K,(rf), then G x H is just an (r, m, k)-daisy. Similarly to
ref. [2], one can ask the very general question. Given an r-graph G, let R(G; £) be the minimum
number 7 such that for every colouring of [#]"9)) by £ colours, there exists a monochromatic

copy of G.

Problem 7.4. Let G be an r-graph and H be an s-graph. How does R(G * H; £) compare to R(G; £)
and R(H; £)?

Perhaps a more concrete question could be the following. Let G' denote the product G ... * G
t times.

Problem 7.5. What can one say about the growth of R((ng))t; £) as a function of t and £3
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