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ABSTRACT: In this study, the cause of rotation in simulated dust-devil-like vortices is investigated. The analysis uses a
numerical simulation of an initially resting, dry, atmosphere, in which uniform surface heating leads to the development of
a growing convective boundary layer (CBL). As soon as convective mixing sets in, regions of weak vertical vorticity de-
velop at the lowest model level. Using forward trajectories, this vorticity is shown to originate from horizontal baroclinic
production and simultaneous reorientation into the vertical within the descending branches of the convective cells. The re-
quirement for vertical vorticity production in the downdraft cells is shown to be a nonaxisymmetric horizontal footprint of
the downdraft regions. The resulting vertical vorticity is not initially associated with rotation. However, as the CBL ma-
tures, like-signed vortex patches merge, the vertical vorticity magnitude increases due to stretching, and deformation in the
vortex patch decreases, leading to the development of vortices. The ultimate origin of the vortices is thus initially horizontal
vorticity that has been produced baroclinically and that has subsequently been reoriented into the vertical in sinking air.

SIGNIFICANCE STATEMENT: Dust devils are concentrated vortices consisting of rapidly rising buoyant air, which
may pose a risk to small aircraft and light structures on the ground. Although these vortices are a common occurrence
in convective boundary layers, the origin of the vorticity within these vortices has not yet been fully established. The
present study uses a numerical simulation of an evolving convective boundary layer and analyzes air parcel trajectories
to identify the origin of vertical vorticity at the surface during dust-devil formation. The work contributes an answer to

the long-standing question of what causes dust devils to spin.
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1. Introduction

Dust devils have long been known to accompany convec-
tively mixed boundary layers (e.g., Kanak et al. 2000). As re-
viewed by, e.g., Rafkin et al. (2016), the general requirement
for dust devils is a superadiabatic surface layer, relatively
weak background winds, and relatively flat terrain; these con-
ditions are conveniently described by the Obukhov length
scale (Hess and Spillane 1990), the smallness of which (in
magnitude) signifies the degree to which these conditions are
met (e.g., Kurgansky et al. 2011). However, to the author’s
knowledge, the details of how dust devils initially acquire
their rotation have not been completely documented in the
formal literature.

Ohno and Takemi (2010) analyzed the different terms in
the vertical vorticity equation for a fully developed, simulated
dust devil within a convective boundary layer (CBL) and
found that the tilting and stretching terms were large at the
base of the vortex analyzed in that study. Raasch and Franke
(2011) likewise found that the tilting and stretching terms
were dominant at the base of their simulated vortices. A limi-
tation of these studies is that only the vertical vorticity equa-
tion was considered, such that the origin of the vorticity that
was tilted and stretched could not be established. Ito et al. (2013)
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considered the circulation budget of material surfaces for a
simulated dust devil within a CBL, and they described how
the material surface contracted horizontally while also be-
coming increasingly level as it approached the vortex, consis-
tent with the tilting and stretching of vorticity. The relatively
short integration period (128 s) did not allow Ito et al. (2013)
to identify the source of the circulation, although they no-
ticed that circulation is maximized in downdraft regions. In
addition, they inferred that the ultimate source of rotation is
likely baroclinically produced horizontal vorticity that is re-
oriented by vertical-velocity gradients due to the convective
circulations. In fact, as pointed out by Fiedler and Kanak
(2001), within a domain initially devoid of any vorticity, baro-
clinic production is the only source of rotation (along with
horizontal vorticity produced at the lower domain boundary).
However, even if it is accepted that the ultimate cause of
vorticity in dust devils is horizontal baroclinic production
associated with the convective cells in the boundary layer,
the question arises of how this horizontal vorticity leads to
vertical vorticity at the ground where it is needed for dust-
devil formation.'

The need for downdrafts

Carroll and Ryan (1970) were perhaps the first to speculate
that downdrafts are ultimately responsible for the production

! Technically, the flow and its vertical vorticity is zero at z = 0
due to the no-slip condition; here “surface-level” or “ground-
level” rotation refers to arbitrarily small heights above the ground.
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of surface vertical vorticity in the convective boundary layer.
The requirement for downdrafts in producing ground-level ro-
tation in the absence of preexisting vertical vorticity has been
highlighted in the field of tornado research (e.g., Davies-Jones
1982; Davies-Jones and Brooks 1993; Walko 1993; Parker and
Dahl 2015; Fischer et al. 2024). The main idea is that apprecia-
ble vertical vorticity cannot arise at the ground by updraft gra-
dients tilting horizontal vortex lines vertically: As the vorticity
is being reoriented vertically, the air rises away from the
ground, and consequently significant vertical vorticity only de-
velops some distance above the ground (see also Markowski
and Richardson 2010, p. 277; Markowski et al. 2014). While
the mechanism by which surface vertical vorticity develops in
supercell thunderstorms prior to tornadogenesis is reasonably
well understood (Davies-Jones and Brooks 1993; see also
Dahl et al. 2014; Markowski and Richardson 2014; Markowski
et al. 2014; Parker and Dahl 2015; Fischer et al. 2024), such a
mechanism does not seem to have been discussed in the con-
text of boundary layer vortices.

The purpose of this study is thus to revisit the question of
where the rotation in numerically simulated dust-devil-like
vortices (DDLVs) originates from, focusing on the period
prior to the development of fully developed DDLVs. By be-
ginning the analysis when the atmosphere is still at rest, 3D
vorticity dynamics along air parcel trajectories can be applied
to identify the origin of vertical vorticity at the bottom of the
CBL.

2. Method

To simulate the developing convective boundary layer, the
Bryan Cloud Model 1 (CM1; Bryan and Fritsch 2002) release
19.5 was utilized. The initial state is a dry resting atmosphere,
which is heated from below. The surface is uniform and flat
and receives solar radiation corresponding to 34°N, 102°W.
The simulation is started at 2000 UTC 15 July 2023 (1500 local
time; the reader may skip ahead to the time series in Fig. 10a
to see the resulting sensible surface heat flux, 8'w’). The com-
putational domain is a 4 X 4 X 5 km® box, in which the hori-
zontal grid spacing is 10 m throughout, and the vertical grid
spacing is 5 m in the lowest 2 km,? increasing to 595 m at the
domain top. The large model time step is 0.2 s, and there is no
Coriolis acceleration in the simulation. A Rayleigh sponge
layer was added in the uppermost 2.5 km to avoid reflection
of upward propagating gravity waves. The lateral boundary
conditions are periodic, and the momentum fluxes at the
lower boundary are determined based on Monin—-Obukhov
similarity theory, using the WRF/MMS surface layer scheme
(Jiménéz et al. 2012). The vertical temperature profile is
slightly stable to allow for a reasonably fast deepening of the
CBL. The relevant model settings are summarized in Table 1.

The horizontal grid spacing of 10 m is not sufficient to simu-
late the structure of dust devils faithfully, as demonstrated by,
e.g., Spiga et al. (2016) or Giersch and Raasch (2023). How-
ever, the focus of this study is on the early stages of vertical

2 This puts the lowest (1, v) and scalar grid points at 2.5 m AGL.
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TABLE 1. Main settings of the CM1 simulation. The variable 6
refers to potential temperature.

Model parameter Setting
nx 408
ny 408
nz 410
dx 10 m
dy 10m
dz 5 m, increasing to 595 m between

2000 and 5000 m AGL

Domain size 4080 X 4080 X 5000 m>

Initial random 6 01K
perturbations

Base state kinematic Resting
profile

Base state thermodynamic Dry, 86/0z = 1 K km™!
profile

Lower boundary condition  Semi-slip (based on Monin—
Obukhov similarity theory)

Vertically implicit, Klemp and
Wilhelmson time-splitting scheme

Fifth-order (including numerical
diffusion)

1.5-order TKE scheme
(Deardorff 1980)

Barren or sparsely vegetated,
summer (roughness length: 1 cm)

Pressure solver
Advection scheme
Turbulence closure

Surface properties

vorticity production; at this stage, the vorticity structures are
of the scale of the convective cells, which are well resolved at
Ax = 10 m [the reader may skip ahead to Fig. 2 for an exam-
ple; see also, e.g., Kanak et al. (2000) or Ito et al. (2013)].
However, even at later times, the vortex structures that do de-
velop bear a crude resemblance to analytical models and vor-
tex-scale simulations, including a rudimentary representation
of the vortex boundary layer, which is critical to the intensifi-
cation of these vortices (Rotunno 2013), as discussed further
in section 3d.

The analysis utilizes forward-integrated air parcel trajecto-
ries, which are calculated during run time at each large model
time step within the CM1 model, using a third-order Runge—
Kutta scheme. The advantage of the forward, compared to
backward, integration is improved accuracy near confluent
flows, such as convective vortices, as discussed by, e.g., Dahl
et al. (2012). The momentum tendencies are taken directly
from the dynamical core of the model, so that the complete
budget of the 3D vorticity equation may be extracted, and
subsequently interpolated to the parcel locations. The 3D vor-
ticity equation is given by (e.g., Markowski and Richardson
2010, p. 21)
dw

—:w~Vv—a)(V'v)+in><Vp+VXf

- p e VX,

diff>
)

where @ = V X v = (& n, {) is the vorticity vector, v = (u, v, w)
is the wind vector, p is the pressure, p is the air density, fi,, is
the acceleration due to subgrid-scale (SGS) turbulent mixing,
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FIG. 1. (a) Vertical cross section (y = 0.495 km) of the potential-temperature perturbation
(shaded) and vertical velocity [black contours, (—1, —0.5, 0.5, 1) m s~ '] at 400 s. (b) Vertical vorticity
(shaded) and horizontal vorticity magnitude [black contours, (—0.1, —0.05,0.05,0.1) s ] at 400 s.

and fy;; is the acceleration due to numerical diffusion. The first
two terms on the rhs of Eq. (1) represent the effects of stretching
and tilting of the vorticity vector, the third term represents baro-
clinic vorticity production (e.g., Markowski and Richardson
2010, p. 23), and the last two terms represent vorticity production
via differential subgrid-scale and numerical mixing.

3. Results

a. Development of the convective boundary layer and
vorticity noise

To trigger convective mixing in the boundary layer, poten-
tial temperature (6) perturbations with a maximum amplitude
of 0.1 K were added in the entire domain at the first time step

of the simulation. Without such perturbations, no mixing en-
sues even in the presence of superadiabatic near-surface tem-
perature lapse rates. Interestingly, weak vertical vorticity at
the lowest scalar model level (2.5 m AGL) already appears a
few seconds after the simulation has started. This develop-
ment is related to the 6 perturbations, which are associated
with weak buoyancy perturbations, which result in weak hori-
zontal baroclinically produced circulations. The weak hori-
zontal vorticity thus produced is reoriented and leads to
extrema of vertical vorticity on the order of 10™*s™! through-
out the domain. The resulting vertical vorticity is an order of
magnitude weaker than the vorticity that develops around
400 s into the simulation when convective mixing due to the
developing superadiabatic surface layer sets in. Indeed, Fig. 1
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FIG. 2. Vertical vorticity (shaded) and horizontal wind vectors (arrows) at the lowest model level
(25 m AGL) at 600 s.

shows that the perturbations associated with the convection
driven by surface heating is much stronger than the random
perturbations, which are visible as weak noise throughout the
domain. In other words, the weak initial vertical vorticity is
associated with the potential-temperature noise and is not re-
lated to the developing convective boundary layer.

b. Early vertical vorticity evolution

The convective structures that develop about 400 s into the
simulation are larger and more coherent compared to the ran-
dom noise (Fig. 1). At that time, a cellular structure appears
also in the horizontal plane, and vertical vorticity extrema
that mirror this structure emerge (Fig. 2). It is this initial verti-
cal vorticity whose origin is of interest. At this point, the CBL
is still in its infancy: Mixing is weak (peak vertical velocities
on the order of 0.5 m s~ ') and shallow (about 100 m).

To understand this initial development of surface vertical
vorticity, 510050 trajectories were launched at 300-s simula-
tion time in a roughly 500 X 500 X 250 m® box in the middle
of the domain with an initial horizontal and vertical spacing of
5 m. Only those trajectories were considered that terminated
close to the surface (between 2.5 and 5 m AGL) between 599
and 600 s and within a region of weak positive vertical vortic-
ity (£ = 0.015 s™1). These considerations reduced the number
of useful parcels to n = 584. These trajectories are shown in
Fig. 3. The parcels initially rest in the air above the growing

CBL at roughly 60 m AGL and at some point are entrained
into the CBL, with most parcels simply descending to the
ground (others first rise and then descend). To analyze vortic-
ity budgets, parcels were discarded if they descended below
the lowest scalar model level, as the horizontal winds are not
defined there (e.g., Vande Guchte and Dahl 2018). Moreover,
the integrated vorticity budgets had to match the interpolated
vorticity reasonably well; this determination was made subjec-
tively (but in an automated manner, by filtering trajectories
based on the accumulated absolute error of the integrated
vorticity). Only about a dozen parcels remained after this pro-
cedure (n = 11), which are shown in black in Fig. 3.

First, the horizontal vorticity budgets along the trajectories
are considered. These may be inferred by integrating the
equation for the horizontal vorticity magnitude (e.g., Boyer
and Dahl 2020):

de,) _  do,
dt dr’

@

where wy, is the horizontal vorticity vector and dw,/dt is given
by the x and y components of Eq. (1). The unit vector s is tan-
gent to the local vortex lines (i.e., s = w/|wyp)).

Figure 4a shows the different integrated terms of Eq. (2)
for the average parcel. Perhaps not surprisingly, baroclinic
production is the dominant contribution in the horizontal
vorticity budget. Moreover, the parcels are descending while
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FIG. 3. Trajectories (n = 584) that acquire weak near-surface vertical vorticity are shown as red line segments. The plan view also shows
horizontal velocity vectors at the lowest model level (2.5 m AGL), as well as the magnitude of horizontal baroclinic vorticity production
(shaded) and downdraft speed at 12.5 m AGL (contoured, w = —0.5 m s ') at 600 s. The black line segments represent the 11 trajectories
analyzed in detail. In this plot, the baroclinic vorticity production strength is approximated as |V,,B|, where B is the buoyancy.

acquiring their horizontal vorticity (Fig. 4b). This baroclini-
cally produced vorticity is associated with the convective cir-
culations that make up the CBL. Horizontal stretching of the
baroclinically produced vorticity occurs as the horizontal flow
diverges and accelerated away from the downdraft center.
Turbulent mixing and numerical diffusion contribute slightly
negatively close to the ground.

The vertical vorticity budgets are shown in Fig. 4b. Aside
from relatively small contributions from SGS mixing and im-
plicit diffusion, positive vertical vorticity arises from upward
tilting of the baroclinically produced horizontal vorticity while

the parcels are descending. The effect of the stretching term is
negative because of horizontal divergence at the base of the
downdraft. This vertical vorticity acquisition is visualized in
Fig. 5, which shows the vorticity vectors along the average tra-
jectory in the (x, z) plane. The vorticity vectors are initially
negligibly small in magnitude and subsequently attain a non-
zero horizontal component due to baroclinic production. As
the trajectory approaches the ground, the vorticity is tilted
upward (using all 584 parcels to calculate the average vortic-
ity evolution reveals the same general picture of upward tilt-
ing during descent).
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FIG. 4. (a) Integrated budgets of the horizontal vorticity magnitude of the average trajectory
(n = 11). The shaded areas show the 10th-90th percentiles of the integrals. (b) As in (a), but for
the vertical vorticity component. The average parcel height is shown as the black dashed line
(the heights are shown on the axis on the right side of the panel).

Why is the horizontal baroclinic vorticity reoriented in down-
drafts? First, consider the tilting term 7 of the vertical vorticity
equation, which may be written as (e.g., Parker and Dahl 2015)

3)

T= wzhr -V,w,
where w;hr =k X dv,/dz is the horizontal vorticity associated
with the vertical variation of the horizontal wind, which in this
case is tied to the “outflow” beneath the descending branch of
the convective cells. It is clear that the orientation of the hori-
zontal vorticity is influenced by the direction of the outflow
(via dv,l0z). Also, Eq. (3) shows that the horizontal vortex
lines can only be reoriented if they intersect w contours.

To demonstrate the general principle of how the horizontal
geometry of downdrafts affects vertical-vorticity production,
two separate, idealized downdraft simulations were run also
using the CM1 model, but in a different configuration than the
CBL simulation. The simulations feature an artificial heat
sink, which triggers and maintains a downdraft. The model set-
tings are essentially the same as in Parker and Dahl (2015) and
Fischer and Dahl (2020) and are summarized in the appendix.
For these simulations, a horizontal grid spacing of 50 m was
used. The heat sink had a circular horizontal footprint in one
simulation and an elliptic footprint in the other.

In the simulation with the circular footprint, surface out-
flow spreads out radially, implying that the baroclinically
produced vortex lines likewise are circles, and consequently
they do not intersect the updraft contours as shown in
Fig. 6a. As a result, the vertical vorticity at the surface re-
mains practically zero, as seen in Fig. 6b. The reason that
the outflow spreads out in an axisymmetric manner is that

the region of high pressure, which drives the horizontal out-
flow, likewise is circular at low levels (red contours in
Fig. 6¢). This behavior is ultimately tied to the fact that the
Laplacian of the pressure field is approximately determined
by velocity and buoyancy gradients (e.g., Rotunno and
Klemp 1982). In the Boussinesq limit, this may be written as

2 2 2
—_ lvzp, = (%) + (al) + (37W)
Py ox dy 0z

Quov  duow  dvow\ JB
NNt ——t+ ——| — —, 4)
dyox dzox 9z dy 9z
60 0.02s"
0,025
40 fléé Direction|of parcel motion
30 A
£
N
) %
10
2137 2138 2130 2140 2141 2142 2143 2144
x (m)
FIG. 5. Projection of the 3D average trajectory (n = 11) and its

vorticity vectors onto the (x, z) plane.
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where py is the base-state density and p’ is the perturbation
pressure [see, e.g., Markowski and Richardson (2010, p. 27)
for a derivation and interpretation of this equation]. The
terms in the first square bracket are referred to as the fluid-
extension (FE) terms, and the second bracket contains the
shear terms; the last term describes buoyancy (B) forcing.
This equation may be used to attribute the pressure field to
flow features (e.g., a stagnation point is associated with pres-
sure maximum). In the downdraft simulations, the largest
forcing comes from the fluid-extension terms, which are also
shown in Fig. 6¢ for the circular downdraft geometry. Indeed,
the perturbation pressure forcing is positive (implying positive
perturbation pressure), and it is axisymmetric, thus driving ra-
dial outflow (Fig. 6c¢).

If the horizontal footprint of the downdraft is elliptic, the
symmetry is broken and wzhr does intersect the w contours as
depicted in Fig. 7a. The tilting term exhibits a quadrupole pat-
tern, resulting in a cloverleaf-like distribution of vertical vor-
ticity at the lowest model level (Fig. 7b).> As shown in Fig. 7c,
the fluid-extension terms are maximized beneath the down-
draft, and they exhibit nearly the same ellipticity as the down-
draft contours. The pressure field itself, however, is more
circular than the downdraft contours because the solution of a
Poisson equation tends to be more “spread out” than the forc-
ing (e.g., Shapiro and Kanak 2002). Since the outflow is driven
by the horizontal perturbation pressure gradient, v, is nonor-
thogonal to the w contours, and o™ is nonparallel to the w
contours. The result is upward/downward tilting of the baro-
clinically produced horizontal vorticity in descending air.
Shapiro and Kanak (2002) discuss a similar scenario in the
context of an ellipsoidal thermal, which results in a quadrupole-
like distribution of vertical vorticity within the thermal [in their
case, the perturbation pressure field is forced by the buoyancy
term in Eq. (4), however].

Indeed, 1270 s into the present CBL simulation, a down-
draft loosely featuring a cloverleaf-like vertical-vorticity field
is present as shown in Fig. 8 (most downdrafts produce less
organized vertical vorticity patterns because they exhibit
seemingly arbitrary nonaxisymmetric geometries).

The cellular vertical-vorticity pattern at the lowest model
level gradually widens and intensifies as the CBL deepens [as
also found by Kanak et al. (2000)]. However, the vertical vor-
ticity at the bottom of the CBL is still maintained primarily by

—
but attains small values due to numerical noise. (b) Vertical veloc-
ity at 142 m AGL [contoured, (—5, =2, —1,1,2,5) ms '] and 25 m
AGL wind vectors (arrows) as well as 2.5 m AGL vertical vorticity
(shaded). (c) FE terms (shaded), perturbation pressure [red con-
tours, (0.5, 1.0, 1.5) hPa] at 2.5 m AGL, wind vectors at 2.5 m
AGL, and vertical velocity at 142 m AGL [black contours, (=5,
-2,-1,1,2,5)m s_l]. The time is 360 s for all panels.

® The noise at the leading edge of the outflow is in part related
to dispersion errors and in part to initial near-surface vorticity pro-
duction that seems to be related to the semi-slip lower boundary
condition.
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the same baroclinic mechanism just described. Indeed, Fig. 9
shows that the horizontal vorticity vectors are mostly parallel
to the potential-temperature contours at 1420 s, implying that
the vorticity is predominantly of baroclinic origin. The tilting
term is also shown in Fig. 9, but to reduce clutter, only the
positive values are considered; also, the tilting term is only
plotted where it coincides with downdraft to highlight regions
where vertical vorticity arises in descending air (black con-
tours in Fig. 9). The red contours show the resulting positive
vertical vorticity, which tends to be located close to the re-
gions of positive tilting, though there is some offset because
vertical vorticity is maximized where the most vertical stretch-
ing has subsequently been accumulated, which is in regions
of horizontal convergence at the periphery of the downdraft
cells. Negative vertical vorticity contours are suppressed
in Fig. 9 for better visibility, but the downdraft mechanism
produces positive and negative vertical vorticity with the
average vertical vorticity in the domain being practically
zero.

To summarize, it is the nonaxisymmetric horizontal foot-
print of the downdraft cells that allows for the baroclinically
produced horizontal vorticity to be tilted into the vertical
within the downdrafts. In this simulation, this mechanism is
the origin of vertical vorticity at the lowest model level.

As the CBL grows, an interesting aspect becomes evi-
dent: After an initial increase, the average vertical vorticity
magnitude at the lowest model level decreases in time
(Fig. 10b), while the maximum increases (Fig. 10c). The reason
is that the regions of vertical vorticity accumulate beneath the
horizontally convergent updraft regions of the convective
cells. As the diameter of the cells increases, there are larger
“voids” of vertical vorticity while the intensity of the vortic-
ity increases.

c. Vortex formation

The presence of vertical vorticity at the lowest model level
does not imply the presence of vortices (e.g., Jeong and
Hussain 1995). The reason is that aside from vorticity, there
usually is also nonzero straining motion present in the flow. If,
e.g., there is deformation and vorticity,* and each has the
same magnitude, the result is simply a sheared, unidirectional
flow within the patch of vorticity (Fig. 11a; see also Batchelor
2002, p. 83). Only if the vorticity is much stronger than the
straining motion, the flow exhibits a spinning motion and a
vortex is present (Fig. 11b). In the ideal case of pure, solid-
body-like rotation, the straining motion is zero.

The dominance of vorticity over straining motion, i.e.,
whether or not a vortex is present, may be diagnosed using
the Okubo-Weiss number OW (Okubo 1970; Weiss 1991),
which is given by the difference between the squared vorticity
and deformation magnitudes,

OW = ¢ — D{ - Dj, )

4 Unless specified otherwise, hereafter, vorticity refers to verti-
cal vorticity and deformation refers to horizontal deformation.
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FI1G. 8. Vertical vorticity (shaded; plus and minus signs show the signs of vertical vorticity ex-
trema produced by the downdraft) at the lowest model level (2.5 m AGL) at 1270 s. Also shown
is the vertical velocity at 22.5 m AGL (black contours; m s~ 1) and horizontal convergence at

2.5m AGL (red contour; 0.01 s~ ).

where D; = dvldx + duldy and D, = duldx — dvldy are the
shearing and stretching deformation, respectively. If OW > 0,
the flow is rotation-dominated, and closed streamlines and a
low pressure center are present (see also Wu et al. 2006,
p- 310). For the vortex patches embedded in deformation flow
(Fig. 11), it is seen that indeed the OW number is positive in
the case where rotation is visible (Fig. 11b).

In the present simulation, the straining motion is associated
with the convective cells. Deformation, like horizontal con-
vergence, is maximized beneath the low-level updraft regions,
serving as conduits where the vortex patches are collected
and along which the vortex patches propagate (Fig. 12). The
maximum deformation magnitude at the lowest model level
increases as the CBL grows (Fig. 10d). Despite this increase,
Fig. 10e shows that the maximum OW still grows as the simu-
lation progresses, implying that vorticity progressively domi-
nates over deformation and that vortex patches increasingly
become associated with vortices (e.g., closed streamlines and
low pressure centers). Why does the vorticity become domi-
nant relative to the deformation?

The initial vortex patches are small in size and weak in
magnitude and seem to exhibit behavior similar to that shown
in Fig. 11a, which is a linear superposition of the deformation
and rotation parts with no closed streamline patterns. Hence,

vectors (arrows) as well as 2.5 m AGL vertical vorticity
(shaded). (c) FE terms (shaded), perturbation pressure [red
contours, (0.5, 1.0, 1.5) hPa] at 2.5 m AGL, wind vectors at
2.5 m AGL, and vertical velocity at 142 m AGL [black contours,
(-5,-2,-1,1,2,5) m sfl]. The time is 360 s for all panels.

their small OW numbers are as seen in Fig. 13a. A possible
explanation for the subsequent increase in OW is that hori-
zontal convergence strongly affects the vertical vorticity due
to conservation of angular momentum, while the deformation
magnitude appears not to be affected as much by horizontal
convergence. The result is that vorticity increases beyond the
deformation magnitude.

Moreover, aside from an increase of vorticity, the deforma-
tion magnitude tends to decrease within the developing
vortex cores (Fig. 14). The reason for the decrease of the de-
formation is not obvious but may be related to mergers of
individually weak, like-signed vortex patches, also visible in
Fig. 14. These mergers are mostly a stochastic process, depending
on the supply of like-signed vortex patches from the downdraft
regions. Following these mergers, the resulting vortex patch in-
creases in size, and at that point, there appears to be a significant
amount of interaction between the deformation and rotation parts
of the flow, and the deformation decreases in the vortex core
(and it increases outside the vortex core, which may contribute to
the increase of deformation in Fig. 10d). A similar behavior was
observed in the idealized 2D simulations by Dahl (2020), who
showed that during vortex formation, while the vorticity remained
constant, the ratio between vorticity and deformation increased
(implying a decrease in deformation in the developing vortex
core). It seems that both of these effects, the increase in vorticity
via stretching and the decrease in deformation within the vortex
patches, lead to an increase in the OW number and hence vortex
formation.

d. Vorticity dynamics of a maturing vortex

Although the dynamics of the mature vortices are not the
focus of this study due to their somewhat poor representation

Unauthenticated | Downloaded 04/23/25 08:03 PM UTC



1892

125 m

JOURNAL OF THE ATMOSPHERIC SCIENCES

VOLUME 81

t=1420 s
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F1G. 9. Horizontal vorticity vectors (arrows), potential temperature perturbations (shaded),
and tilting term [black contours, (0.01, 0.05,0.1) X 1072 s~2] shown only where w < 0, at 12.5 m
AGL and 1420 s. Vertical positive vorticity at 12.5 m AGL (s~ ) is shown in red contours.

given the relatively coarse resolution of the simulation, a few
insights into the structure and dynamics of these vortices may
still be gleaned.

Notably, as circular streamlines are attained, the flow inter-
acts with the lower boundary, and the structure of the vortices
in the present simulation is broadly consistent with seminal
early work that has focused on the interaction of a vortex with
the lower boundary, e.g., Barcilon (1967), Burggraf et al.
(1971), and Rotunno (1980). That work has more recently
been reviewed and expanded upon by Rotunno (2013, 2014).
The main idea is that a vortex boundary layer develops, in
which, due to the frictional retardation of the near-ground
azimuthal flow, radial vorticity arises (i.e., the horizontal near-
ground vorticity vectors point toward the vortex axis in a cy-
clonic vortex). In addition, the air in the vortex boundary layer
accelerates toward the vortex center because of the imbalance
between the pressure-gradient force and the centrifugal force
in that layer (e.g., Rotunno 2013). As a consequence, the
boundary layer air converges toward the axis of rotation where
this air is forced to rise, thereby abruptly tilting the radial vor-
ticity into the vertical in the vortex center. The result is a swirl-
ing upward-directed jet, a configuration referred to as an
endwall vortex because the jet consists of the endwall bound-
ary layer air of the parent vortex (Rotunno 2013). As shown in
Fig. 15a, there is indeed radial vorticity at the base of the vorti-
ces shown. Now, because the 3D vorticity vector field is sole-
noidal, i.e., V - @ = 0, it follows that

_%

vV, 0, = %"

(6)

That is, in a region where the horizontal vortex lines converge
near the surface, they must bend upward, as supported by

Fig. 15b (The vorticity vectors point away from the vortex
center in anticyclonic vortices, as seen in Fig. 15a). These re-
sults are consistent with the analysis by Simpson and Glezer
(2016), who likewise found that it was the near-ground hori-
zontal vorticity associated with surface drag that is tilted up-
ward at the base of their modeled vortex. In the present
simulation, the radial inflow into the vortex is comparatively
weak, probably because the vortex boundary layer is poorly
resolved. However, the tilting term is indeed positive at the
base of the vortex (but exhibits a wavenumber m = 2 asym-
metry), as seen in Fig. 16.

This brief analysis is consistent with the notion that, as the
vortex matures, it is mainly radial vorticity due to surface drag
that feeds into the vortex base—in contrast to the early stages,
where the main vorticity source is baroclinic production. Simi-
lar dynamics were recently identified in idealized simulations
of tornado-like vortices (Fischer and Dahl 2022) and are also
implied by the conceptual model of Raasch and Franke (2011;
their Fig. 15).

4. Discussion
a. Relation to previous vorticity analyses

The results presented here are consistent with previous
studies. Importantly, horizontal baroclinic vorticity produc-
tion and subsequent tilting has long been considered a viable
source of vertical vorticity (e.g., Carroll and Ryan 1970;
Kanak et al. 2000; Fiedler and Kanak 2001; Renno et al. 2004;
Ito et al. 2010, among others). A new aspect in the present
study is the identification of the baroclinic downdraft mecha-
nism that leads to vertical vorticity at the bottom of the CBL,
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which is the ultimate origin of DDLVs in the present simula-
tion. Moreover, studies considering fully developed vortices
have consistently found that tilting and stretching is large at
the vortex base (e.g., Ohno and Takemi 2010; Raasch and
Franke 2011; Ito et al. 2010; Simpson and Glezer 2016). These
findings are consistent with the abrupt upward tilting of hori-
zontal vorticity generated at the lower boundary found in the
present analysis after the vortex has formed.

When considering the origin of the vortex, the vorticity
prior to its development is most relevant; once a fully devel-
oped vortex is present, its interaction with the lower bound-
ary typically reveals large tilting and stretching of the
vorticity present in the vortex boundary layer. While this as-
pect is relevant for the maintenance (and perhaps, decay) of
the vortex, the vorticity budgets at that point usually no lon-
ger reveal why the vortex formed in the first place.

b. Potential additional vorticity contributions

One possible origin of vorticity was excluded from this
study by using a resting initial state. Real-world CBLs are
usually sheared given nonzero horizontal background flow. In
sheared CBLs, the horizontal vorticity associated with the
background flow may be tilted into the vertical and poten-
tially contribute to weak vertical vorticity. However, it seems
that fundamentally the background wind shear is not needed

FiG. 11. (a),(b) Example of the linear superposition of a flow
field characterized by stretching deformation, and the flow associ-
ated with a circular uniform vortex patch (i.e., a Rankine vortex
profile). In (a), the deformation strength is the same as the rotation
strength (0.2 s™"), and the result is a sheared, rectilinear flow in the
vortex patch (black circle). In (b), the rotation magnitude is 5 times
that of the deformation, and a vortex is present.

because boundary layer vortices also form without its pres-
ence. Indeed, too strong a background flow seems to be detri-
mental to dust-devil formation (e.g., Ito et al. 2010), probably
because the superadiabatic surface layer is weakened due to
turbulence in strong-wind conditions (Rafkin et al. 2016). Per-
haps the elongated downdraft geometry in sheared flows also
affects the surface vertical vorticity production (horizontal
rolls may be less efficient in delivering vertical vorticity at the
ground).

c¢. Possible alternative view on rapid vortex spin-up

Visually, it often appears that a dust devil is the result of a
particularly buoyant thermal that suddenly rises, thereby rap-
idly concentrating the available surface vertical vorticity via
vertical stretching. However, based on the argument in the
previous section, it also seems possible that the rapid vortex
intensification may be dominated by the development of the
radial inflow associated with the secondary circulation in the
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FIG. 12. Deformation magnitude (Def = \/D? + D}; shaded), and vertical vorticity at the lowest
model level [contoured, ¢ = (—0.05, 0.05) s~ '] at 2860 s.

vortex boundary layer. In this case, one might likewise ob-
serve a sudden onset of rotation and near-surface upward mo-
tion. As this intensification does not require buoyancy forces
(e.g., Rotunno 2014), the upward acceleration would mainly
be driven by the dynamic vertical perturbation pressure gradi-
ent force.

d. Requirement for vertical-vorticity production at the
downdpraft base

The present analysis suggests that negatively buoyant
downdrafts tend to produce surface vertical vorticity as long
as their horizontal geometry is noncircular. Previous analyses
identified nonzero downdraft-relative flow as requirement for
vertical-vorticity production in downdrafts (e.g., Davies-Jones
2002; Straka et al. 2007; Parker and Dahl 2015). In Parker and
Dahl’s (2015) analysis, the through-flow was needed because
the heat sink was circular, so the only way of creating nonaxi-
symmetric downdrafts was the ambient wind. This condition
is not necessary, however, as shown herein. That is, even with-
out background flow, the downdraft structures tend to be
nonaxisymmetric. This has important ramifications for precip-
itating deep convection: Whenever the downdraft footprint is
noncircular (i.e., in practically all cases), one should expect re-
gions of nonzero vertical vorticity within the storm’s down-
draft. While this vertical vorticity in most instances cannot
easily be concentrated, it suggests that practically all precipi-
tating convective clouds likely produce at least some weak
vertical vorticity within their outflow.

e. Parallels to the vorticity dynamics of
supercell tornadoes

The chain of events presented here that lead to the forma-
tion of dust-devil-like boundary layer vortices in many

respects resembles the mechanisms by which tornadoes form
in supercells in the absence of preexisting vertical vorticity
(e.g., Fischer et al. 2024). In supercells, the negatively buoyant
main downdraft northeast of the mesocyclone produces hori-
zontal vorticity baroclinically at its periphery (e.g., Rotunno
and Klemp 1985; Markowski and Richardson 2014; Dahl et al.
2014; Parker and Dahl 2015). It is this initially horizontal vor-
ticity that is tilted into the vertical while the air is descending,
resulting in regions of vertical vorticity in the storm’s outflow
(e.g., Davies-Jones and Brooks 1993; Markowski and Richardson
2014; Fischer and Dahl 2020). This baroclinic downdraft mech-
anism, at a smaller scale, is also responsible for the vertical
vorticity at the bottom of the CBL. In supercells, this vorticity
subsequently intensifies due to horizontal convergence along
the leading edge of, as well as along internal boundaries within,
the storm’s outflow. As in the CBL, the resulting vertical vortic-
ity maxima in supercells organize and merge (Dahl 2020; Parker
2023), eventually leading to pressure deficits and circular stream-
lines, setting the stage for vortex intensification as the secondary
circulation in the vortex boundary layer develops (e.g., Fischer
et al. 2024). From a pure vorticity dynamics perspective, tornado
formation in a supercell and dust-devil formation thus seem
rather similar.

5. Conclusions

An evolving dry convective boundary layer in an initially
resting atmosphere was simulated using the CM1 model. In
the simulation, weak vertical vorticity develops at the surface
as soon as convective mixing sets in. The present analysis re-
veals that
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FI1G. 13. Okubo-Weiss number (shaded), vertical vorticity [con-
toured, { = (—0.3, —0.1, —0.05, 0.05, 0.1, 0.3) s’l], and horizontal
wind vectors at the lowest model level, at (a) 1070 and (b) 2860 s.

e Vertical vorticity at the ground results from horizontal baro-
clinic vorticity production at the periphery of the downdraft
cells; this vorticity is tilted into the vertical in sinking air due
to the nonaxisymmetry of the downdraft regions, and sub-
sequently swept beneath updraft regions, where the vertical
vorticity is amplified due to horizontal convergence. This ba-
sic mechanism has previously been identified in simulated
supercell thunderstorms.
The only requirement for a negatively buoyant downdraft
to produce surface vertical vorticity is that it has a noncir-
cular horizontal footprint; previous work has indicated that
it is horizontal flow through the downdraft that facilitates
surface vertical vorticity development. The present results
suggest that the ultimate cause is the resulting noncircular
geometry of the downdraft.
Initially, the resulting vertical surface vorticity is over-
whelmed by deformation, such that barely any rotation is
present. Vortices develop later in the simulation as vertical
stretching amplifies the vertical vorticity and as deforma-
tion decreases in the developing vortex core, often follow-
ing mergers of like-signed vortex patches.
e A brief analysis of a mature DDLV suggests that its basic
dynamics are influenced by the lower boundary. Radial
vorticity due to surface drag is present at the base of the

215 22 225 2.3 2.35 2.4 2.45 25 2.55
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FIG. 14. Deformation magnitude (shaded), horizontal wind vec-
tors, and vertical vorticity [contoured, { = (—0.5, —0.3, —0.1, 0.1,
0.3,0.5) s~ '] at the lowest model level: (a) 2730 and (b) 2850 s. The
labels A-D refer to individual cyclonic vortex patches.

vortex, and the associated vortex lines bend upward into
the vortex, consistent with previous analyses of idealized
columnar vortices.
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FIG. 15. (a) Horizontal divergence of the horizontal vorticity vectors (shaded; m™' s™'),

horizontal vorticity vectors (arrows), and vertical vorticity [red contours, (—0.3, —0.1,0.1,0.3) X s 1]

at z = 2.5 m AGL and 2780 s. (b) Vertical cross section of vertical vorticity (shaded) and vorticity

= 2885 m.

vectors in the (x, z) plane (arrows) at y
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FIG. 16. Tilting term of the vertical vorticity equation (shaded), horizontal wind vectors, and
vertical vorticity [contoured, { = (—0.5, —0.3, —0.1, 0.1, 0.3, 0.5) sfl] at the lowest model

level at 2950 s.

APPENDIX

Model Settings of the Idealized-Downdraft Simulations

The settings of the idealized downdraft simulations are
shown in Table Al. The heat sink was ramped up linearly

over a period of 300 s. Since the interest was focused on
the qualitative behavior of the downdrafts, a shallow do-
main of 3.5-km depth was deemed sufficient for the in-
tended purpose.

TABLE Al. Model settings of the idealized downdraft simulations. The settings pertain to the simulation with a circular horizontal
footprint of the downdraft as well as the simulation with an elliptic horizontal footprint of the downdraft. The simulations only vary

in the horizontal dimensions of the heat sink.

Model setting Circular Elliptic
nx 360 360
ny 360 360
nz 70 70
dx 50 m 50 m
dy 50 m 50 m
dz 10 m, increasing to 90 m at 3500 m AGL 10 m, increasing to 90 m at 3500 m AGL

Domain size

Heat-sink strength
Heat-sink diameter
Heat-sink depth

Base state

Lower boundary condition

0.1Ks™!
1.5 km

Semi-slip

18 X 18 X 3.5 km®

Surface-2.8 km AGL
Resting, dry, dry-adiabatic

18 X 18 X 3.5 km®
0.1Ks™!
2.1 km (x direction), 0.7 km (y direction)
Surface-2.8 km AGL
Resting, dry, dry-adiabatic
Semi-slip
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